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Mechanical feasibility and decentralized control algorithms of small-scale, multi-directional transport modules

Tobias Krühn1 · Simon Sohrt1 · Ludger Overmeyer1

Abstract In this paper, we describe a conveyor matrix consisting of small-scale, multi-directional transport modules that are considerably smaller than the transported packets. If a large number of these modules are combined into a matrix, the emerging network solves transport tasks through cooperation of the modules. The control of the system is decentralized: Each module has its own control and derives its actions only from its own sensor and received messages from neighboring modules. Both the mechanical feasibility of the modules and the control algorithms are presented. We show that collision-free routes can be planned by the decentralized controlled system. Lastly, we present the necessary algorithms to detect and prevent deadlocks.

Keywords Decentralized control · Distributed control · Intralogistics · Warehousing · Material handling · Multiagent systems · Deadlock prevention

1 The need for flexibility as a result of modern distribution structures

Warehousing systems face new challenges. Smaller and smaller batch sizes and quantities, caused by product individualization (Mass Customization) and e-commerce, lead to considerable demands on the internal material flow [1, 13]. Product life cycles are becoming shorter, while the marketing supported by modern means of communication and online trading becomes faster. As a result, warehouse systems need to become more flexible to ensure quick response times to faster changing requirements [2].

In contrast to these requirements, today’s material handling systems are inflexible from the mechanical and control perspective. Individual elements in conveyor systems are dedicated to specific tasks such as sorting, sequencing, rotating or transportation of goods. A short-term adjustment of the layout of a conveyor system causes high costs and downtime [5]. In addition, layout changes to existing systems necessitate a reconfiguration of the control. Therefore, conveyor systems need to become more flexible. This relates both to the mechanical implementation as well as to the control of these systems [2, 6, 11].

In this paper, we present the latest results for a new kind of continuous conveyor, which consists of small-scale, multi-directional transport modules [12]. Each of these modules is considerably smaller than the packets and can convey in any direction. If a large number of these modules are combined into a matrix, the emerging network solves transport tasks through cooperation of the modules. The resulting conveyor system is able to perform tasks such as transporting, rotating, separating and merging as well as buffering and sequencing [7]. In this article, the mechanical realization and algorithms for controlling the modules are shown.

2 Related research

The modules presented in this paper belong to the class of plug-and-work material handling systems which design principles are defined in [2]. In this paper, we will only look into plug-and-work conveyor systems that have both
proven their mechanical feasibility and disclosed their control algorithms.

MAYER and FURMANS describe in [10] algorithms for a completely decentralized controlled conveyor system. The FlexConveyor platform is built out of multiple, identical modules that can be easily plugged and unplugged. One module is at least the size of one packet. The platform is capable of decentralized generation of topological information, routing and deadlock avoidance. Complex transport tasks of multiple items with different sources and destinations can be performed. The platform is used as the basis for a sorting system [23] and a storage system [22].

During the initialization phase, every FlexConveyor module compiles a routing table using a Distance-Vector Routing approach. In this table, the topology information and the distance to the sinks (also called metrics) are stored. After the creation of the routing table, routes can be created for individual packages. Deadlocks are detected and avoided during the transportation phase. Due to the similarities to the modules described in this paper, the control algorithms of the FlexConveyor modules were used as a basis for designing our control algorithms.

KARIS PRO [15] combines the aspects of conveyors and autonomous guided vehicles. The vehicles cannot only perform the transport of single items but are designed to form two different functional clusters. As a discontinuous cluster, KARIS vehicles connect to each other in order to transport items that are multiple times larger than the vehicles. As a continuous cluster, several KARIS vehicles form a conveyor line to realize high throughput of goods. Two different algorithms for creating continuous clusters have been implemented and analyzed in a simulation environment [27]. The algorithms are capable of creating continuous cluster on maps where only the global coordinates of the packet source and sink are known. In contrast to the FlexConveyor, the control algorithms have only been shown to work for maps with a single source and a single sink. To the knowledge of the authors, no investigation has been performed about the avoidance of collisions and deadlocks of packets.

Apart from continuous conveyors, decentralized controlled automated guided vehicles (AGV) can be used to conduct the transport process. An example is the cellular transport system: swarm algorithms are used to control the autonomous vehicles’ behavior. Moreover, optimization can be attained by using swarm algorithms for localization, navigation, collision avoidance, task allocation and transportation tasks [8, 20].

An overview of control algorithms for AGVs can be found in [16–18]. Most AGVs used in the industry are still controlled centrally [24]. The degree of decentralization of the control depends on the type of path planning that is used. [18] defines three different kinds of path planning: open path, closed path and autonomous navigation. Both open path and closed path rely on the a priori creation of the paths by humans. The decentralized controlled AGVs then follow the predefined paths. Fully autonomous navigated vehicles can be realized by using potential fields [18, 19, 21]. In this case, the AGVs start with a topological map of their surroundings. The AGVs then calculated a potential field using the map and alter the field every time an obstacle is detected. Potential deadlock situations are resolved by backing up [25] or by replanning the route [17].

Since the FlexConveyor platform is conceptually comparable to the modules described in this paper, our approach is modeled after the algorithms described in [10]. Because the control algorithms for the KARIS vehicles can only deal with single sources and sinks, they are dismissed as a basis for our algorithms. The utilization of the routing algorithms for AGVs was considered, but ultimately not pursued. The main reason was that the deadlock avoidance algorithms for AGVs need unoccupied space around them to work. This requirement is not given for our modules. The available space is defined beforehand by the number of deployed modules.

3 Mechanical feasibility of small-scale conveyor modules

A matrix consisting of multiple identical conveyor modules is only able to perform tasks like transporting and rotating of packets, if the modules are sufficiently small enough. A first prototype was shown in [14] that demonstrated the ability of modules to convey and rotate goods. These prototypes lacked the necessary electronics to control the motors and to communicate with neighboring modules. Before any control algorithms can be developed, it is necessary to show the feasibility of small-scale conveyor modules both from a mechanical and a control point of view.

The dimensions of the realized prototype modules are 65 × 65 mm. They consist of a tilt disk driven by two identical, collinear mounted motors for varying the tilt angle and for propulsion. Figure 1 shows the module matrix integrated in an evaluation setup and the detailed view of a prototype. The evaluation setup consists of multiple conventional conveyors along with a matrix consisting of 16 active and 20 passive small-scale modules. Figure 2 shows the interior of a module. The active modules are all identical and dynamically exchangeable during the runtime of the system.

Each module contains a microcontroller (8-bit RISC, 8 kB RAM) and four optical communication interfaces with a full-duplex bandwidth of 115 kBit/s each. The drivers are
servo motors with attached power amplifiers. The maximum conveying speed is 2 m/s. When several modules are combined to form a conveyor matrix, it has a carrying capacity of 125 kg/m². For a typical packet of 600 mm × 400 mm, this corresponds to a weight of 30 kg. The demonstrator shows that the mechanical design of the matrix is possible.

The implemented software contains the communication system, engine control and functions such as feeding, separation or turning of packets. The communication within the matrix is decentralized. Via the adapter module, the matrix is given a sequence of actions. An example: accept a packet from direction A, turn the packet around 90° and eject the packet in direction B. The execution of these actions is carried out automatically by the module matrix. Modules determine where the packet is on the matrix using light sensors. More details of the realized prototypes can be found in [26]. As a critical element regarding the computational power, the communication interface has been identified. Since the mechanical feasibility of the modules has been proven, it is possible to use the modules to implement complex routing algorithms.
4 Guaranteeing the control’s scalability by local neighborhoods

Since the number of modules can become very large, the control of a module must not depend on the states of all other modules in the matrix to keep the system scalable. Problems must be solved on the basis of local information, coming from a limited number of modules in the local neighborhood. The size and shape of neighborhoods depend on the maximum size of the packets that need to be conveyed. Therefore, it is independent of the system size.

Since each transport module is smaller than the packets, modules must form groups to conduct the transport process. To transport a packet, a route reservation from source to sink is necessary (see Fig. 3). If multiple packets are moving on the matrix without a previous route reservation, they can meet each other where an evasion is not possible. The packets might not be able to move back due to subsequent packets, so that the system comes to a deadlock.

Route reservation appears as a classic route planning problem as it occurs in networked communications. However, the consideration of the physical dimensions of packets represents a fundamental difference to previously known algorithms. If packets should be transported through a bottleneck where they physically do not fit, then transport is not possible. In communication networks, this problem is not taken into account. Therefore, the modules have to consider the size of the packets.

Moreover, routes in the module matrix are arbitrarily long and thus depend indirectly on the system size. The algorithms working on the routes may therefore not be dependent on the state of the entire route. To achieve this independence, information along the route can only be passed from module to module. This results in a significant delay in the exchange of information between more distant parts of the module matrix. The developed algorithms are thus designed so that delays in the exchange of messages are considered.

Altogether, large scale tasks must be reduced to spatial and temporal local problems. The following sections explain the implemented algorithms for routing and deadlock prevention.

5 Calculating the routing table considering packet dimensions

Before a packet can be conveyed, the topological information must be created. During the initialization process, every module generates a routing table. For every combination of packet size and sink, a metric is generated. Creation of the metric is modeled after the creation of the routing table for the FlexConveyor modules [10]. The main difference is that the FlexConveyor modules do not take the packet size into account.

First each module determines, for all four directions, the estimated virtual cost of moving a transportation unit in the respective direction. The calculated costs are added to the remaining costs of the adjacent module. After the remaining costs for all four directions are calculated, the best direction is selected and the remaining costs and directions are stored. This procedure extends the distance-vector algorithm. The extension of JAFFE and MOSS [4] is used to provide better convergence and to avoid the count-to-infinity problem. GARCIA–LUNA–ACEVES showed that this algorithm can be implemented in local neighborhoods [3]. Due to the two-dimensional propagation of the metric and the small size of the modules relative to the packets size, the term field is used to describe the semi-continuous metric in this work.

Figure 5 shows an example of the development of the cost field for a sink in a transport matrix. To distinguish various sinks, the sinks and the corresponding fields are marked with colors. All blue color scales and directional arrows shall apply mutatis mutandis for the blue marked sink.

Initially, all modules have infinitely high residual costs, since no sink is known (Fig. 4a). After starting the system, a sink module is initialized that creates a metric field for every packet format that it can accept. In order to keep the example simple, only the creation of the metric field for a 5 × 5 packet is shown and only the distance is used as a metric. The destination module shares its remaining costs with its neighbors, which then recalculates their residual cost (Fig. 4b). In the image, a light color of a field stands for a low value of the residual cost and a dark for a high value. With each time step, the information continues to spread.
For each module, the metric is calculated in the assumption that the packet is located centrally above the module. The modules at the edge of the matrix are therefore not suitable for the planning of routes, because the packet would hit the system boundary. Consequently, they get a high metric value and are shown in dark (Fig. 4).

The procedure described requires that for each packet format, a separate metric is calculated. However, formats can be combined. If no suitable metric exists for a packet format, the next largest is used. Since all metrics need the information about the distance of the module to the nearest system boundary, this information is calculated a priori and stored in a base metric (Fig. 5).

New metrics can not only be created by sinks, but by regular modules on the matrix as well. The process is described as follows: A module is informed by one of its neighboring modules of the existence of a metric for sink 1 and the packet format $5 \times 7$. It now checks if the distance to the system boundaries allows the creation of both a metric for sink 1 with the packet format $5 \times 7$ and a metric for sink 1 with the packet format $7 \times 5$. After creating the metrics, it calculates their respective values.

Figure 6 shows the necessity for creating new metrics on the transport matrix: The displayed system includes a bottleneck that can only be passed by packets with the format $5 \times 7$. The effect of the bottleneck on the metric field for the packet format $7 \times 5$ is shown in Fig. 6a: A local minimum is created between the packet source and the bottleneck. The calculated gradients for this metric are shown in Fig. 6c. All packets with the format $7 \times 5$ are transported according to these gradients. Once the local minimum of the metric is reached, the packet is rotated. After rotating the packet, the metric depicted in Fig. 6b is relevant for calculating the gradients for the movement.
Fig. 5 A new metric is generated for each sink and format

- Base metric
  - independent from packet size
  - independent from sink

Fig. 6 Metric and Gradient fields shown for different packet formats

(a) Metric field for packet format 7 x 5
(b) Metric field for packet format 5 x 7
(c) Gradient field for packet format 7 x 5
(d) Gradient field for packet format 5 x 7
Since the destination of the system can only accept packets with the format 7 × 5, another rotation is necessary to complete the conveying process.

Since routes in the matrix can be planned freely, it is first necessary to determine how multiple routes may relate to one another. Figure 7 shows the basic situations for which an assessment is determined. Each arrow represents a route segment. For example, a route may be branched (a) or merged (b). Thus, the situations shown in Fig. 7a and Fig. 7b are acceptable: Fig. 7a shows a route coming from the west, branching into two routes, running north and south. Figure 7b shows two route segments, coming from the east and west, merging into a route running south. Because, these situations are normal for routes, low costs arise. Furthermore, multiple routes in the same direction may exist on a module (c). A straight route also results in low costs (d).

In addition, situations exist that may present a valid plan, but reduce system efficiency. Route branches close to one another result in intersections whose neighborhoods overlap (e). The superposition of intersections place increased demands on the avoiding of deadlocks. The same applies for route merges that take place not in the same module, but in a neighborhood (f), or for routes with closely spaced direction changes (g).

Routes in opposite directions, as in situation (h), are not allowed. Figure 7h shows two route segments, coming from east and west, very close to each other. No matter if these route segments belong to the same route or not, this situation is illegal. Further route planning would result in a situation where overlapping routes run in different directions. Packets would not be able to path both routes. To implement this criterion, the target module checks if the route overlaps with the neighborhood of another route. Parallel running routes whose neighborhoods overlap should be excluded as (i). The reason for the two prohibitions is that possible deadlocks arise from these situations which are not covered by the implemented deadlock prevention. For the deadlock prevention, only intersections and direction changes are monitored.

For every pending packet, the module matrix plans a route a priori (i.e., before the conveying process on the matrix begins). A route through the matrix is made up of multiple route segments. A single module does not know the complete route through the system, but only its own route segment and the route segment of the neighbors of its von Neumann neighborhood.

Route reservation is done in a 2-way handshake. First, the route is planned and kept in the state in progress. The planning runs from source to sink from module to module. The next route segment is created according to the matching metric (see Fig. 5). If the route reaches the sink, it is reserved and the route segments switches from in progress to reserved. When the reservation reaches the source, the route is confirmed, and the packet can be transported. Since an exclusive route is planned for every packet, it is deleted as soon as the packet was conveyed.

Before switching a route segment to reserved, the modules have to ensure that this does not create a prohibited routing situation according to Fig. 8. Furthermore, the planning of an undesirable route should be avoided. Since route segments are planed according to the metric value, the calculation of the metric can be altered to take the distance to other routes into account. A route segment with the state in progress alters the metric considerably less than a route segment with the state reserved.

A first calculation of the metric value \( M \) was described in [7]. By taking the state of the routes into account the formula is as follows:

![Fig. 7 Permitted, undesirable and not permitted routing situations—named a to i](image-url)
Fig. 8 Influence of routes on the metric values

\[ M = \min(M_R \lor M_{N,i}) \]

\[ M_{N,i} = M_D + M_{s,i} + \begin{cases} S_R \cdot M_0,i & \text{if route exists} \\ S_R \cdot M_{G,i} & \text{if opposing route exists} \end{cases} \]

- \( M_{s,i} \): Depends on the neighboring modules distance to the system boundary. \( M_{s,i} \) becomes \( \infty \) if the boundary is too close to convey a packet
- \( M_R \): Are the costs for rotating the packet if necessary
- \( M_{N,i} \): Is the metric value of neighbor \( i \) from von Neumann neighborhood
- \( M_0,i \): Is the transport cost to move a packet by one module in the direction of an existing route for this neighbor \( i \)
- \( M_{G,i} \): Is the transport cost to move a packet by one module against the direction of an existing route for this neighbor \( i \)
- \( M_D \): Routing costs only based on the physical distance of one module to another
Factor to consider the state of the route. $S_R$ for reserved routes is bigger than $S_R$ for in progress routes.

The quotient of $M_{C,i}/M_{0,i}$ defines the maximum detour a planned route will accept before the system tries to plan a new route conflicting with an existing route. The already existing route will then be re-planned. If this is not desired, the value of $M_{C,i}/M_{0,i}$ must be larger than the longest route in the system. The determination of the specific values depends on the desired system behavior.

Routes that are near to each other and run in the same direction are combined to save system resources. The quotient $M_D/M_{0,i}$ defines what near means in that case, because the routing costs along existing routes are smaller than on free modules. The larger the quotient, the more the system tries to merge routes in larger areas.

Every time a module changes its metric value, the neighbors are informed and hence update their metric. Thus, each time a packet is inserted into the system and a new route is planned, the metric values of the modules may change.

The computation and memory requirements for the calculation of the metrics depends upon the number of observed sizes $n_{\text{Format}}$ and the number of possible sinks $n_{\text{Sink}}$. Since for each combination, a metric is calculated. The cost of computing all metrics is thus:

$$f_{\text{metric}}(n_{\text{Format}}, n_{\text{Sink}}) \in O(n_{\text{Format}}, n_{\text{Sink}}).$$

The effects of newly planned routes on the metric values are depicted in Fig. 8. Figure 8a shows the metric values of the matrix without any routes. In Fig. 8b, a route was successfully reserved from the packet source 1 to the sink 1. The metric value of all modules with a route segment becomes lower since $M_{0,i} \leq M_{D,i}$. Modules in the vicinity of the route are affected as well: If the merging and branching of routes is permitted according to Fig. 7, the metric value of these modules is consequently lowered. However, if the merging or branching of the route would lead to an undesirable or unpermitted situation as depicted in Fig. 7, the metric value is increased accordingly. This increase is depicted in Fig. 8b: Since merging or branching a route in zone A would directly oppose the already existing route, the metric value is altered to prohibit merging and branching. The metric value in zone B is only increased slightly since merging and branching in this zone would not create an unpermitted situation, but only an undesirable situation.

Figure 8c shows the metric field if a route from source 2 to sink 1 is reserved. The metric values on and near the route are altered accordingly. Figure 8d shows the successful merging of two routes to the same sink. The route coming from source 2 was reserved slightly before the route coming from source 1. Therefore, the route coming from source 1 was merged with the already existing route to save system resources. In contrast to Fig. 8b, the route from source 1 is now vastly different.

After a route has been reserved, the transport process starts. Since the reservation of a route only guarantees that a packet can be conveyed without a collision, possible deadlock situations have to be identified and prevented during the transport process.

### 6 Local and global deadlock prevention

After routes are planned, packets may be moved across the conveying matrix. In the next step, the absence of deadlocks must be ensured.

To avoid deadlocks, two different cases have to be considered. On the one hand, global deadlocks can occur [9]. This refers to a system state in which multiple packets wait on another cyclically. On the other hand, local deadlocks can occur at intersections. Figure 9 demonstrates a local deadlock situation. If both packets are moved in the

Fig. 9 Local deadlock situation
crossing region, neither of the two packets can pass through the area. A packet might not be able to back off due to following packets.

The example shows that on the conveying matrix, deadlocks are possible that do not occur in conventional conveyor systems and which are not solved by Mayer. This is due to the fact that crossing areas are created dynamically during runtime and can overlap each other.

To guarantee the absence of deadlocks, the neighborhood of a crossing is always occupied by a maximum of one packet. The dimension of the crossing area depends on the dimensions of the involved packets. Since information on all scheduled routes is present at the central module at the crossing, this one is defined as the crucial element. A module is called intersection module if it contains routes in different directions or a route changes its direction on the module. Since this module has the route information, it also defines the size of the neighborhood. For this purpose, it sends a message to all modules in the neighborhood $N_{crossing}$ belong to the crossing area.

Acceptance of a packet at a crossing occurs in two steps: First, the intersection module accepts a packet and informs its neighborhood. If a module is a member of several crossing neighborhoods, it has to decide in the second step for the adoption of an acceptance from exactly one of the two intersections.

At any time, the intersection module can only accept one pending packet. After the decision is made, it remains until the packet leaves the crossing. The decision can only be reverted, if the already accepted packet is blocked. Otherwise, it may happen that the last accepted packet enters the crossing, while another is released (race condition).

The entrance of packets in a crossing region is defined by the following rules:

1. If a module is in no crossing neighborhood, a packet may enter it at any time.
2. If a module is in exactly one crossing neighborhood, it may be entered by a packet only if the intersection module has accepted the entrance of that packet.
3. If a module is in multiple crossing neighborhoods and all crossings have accepted the same packet, the packet may enter.
4. If a module is in multiple crossing neighborhoods and the associated intersection’s modules have accepted different packets, one packet must be chosen. The packet is selected by the intersection module, which is aware of the routes of all packets involved.
5. If there is no module that knows all the routes, the older packet is selected. This is possible since every packet introduced into the system is provided with a time stamp by its respective source. If the time stamp is identical, the system randomly selects one of the packets.

Figure 10 shows an example where the rules 3 and 4 are explained. In Fig. 10a, $P_1$ is already on crossing 1 and wants to enter crossing region 2. At the same time, $P_2$ wants to enter crossing 2. The intersection module 2 now can choose freely one of the packets. If it chooses $P_1$, rule 3 applies. $P_1$ may enter the overlapping area; there is no risk of a deadlock.

However, if intersection module 2 accepts $P_2$, rule 4 applies. Figure 10b shows the situation. The intersection module 1 knows all routes. In accordance with rule 4, $P_1$ is accepted. Otherwise, a deadlock occurs.

Fig. 10 Danger of local deadlock: If $P_2$ is accepted by the overlapping area, the system comes to a deadlock
If two crossings are overlapping, but none of the modules knows all the routes, usually rule 5 applies. Figure 11 shows the situation. As long as all modules in the overlap region 2 behave the same way, there is no risk of a deadlock. The global deadlock prevention was implemented as it is described by Mayer with extensions to fit the module matrix [10].

7 Verifying the control algorithms in a simulation environment

Since only up to four conventional conveyors can be attached to the prototype described in chapter 3, a simulation environment was written to simulate the behavior of conveyor matrices with different sizes and a different number of sources and sinks. The simulation is based on the multi-agent simulation framework MASON [28]. It was used to verify the propagation of metric values, the planning and reservation of routes and the detection and avoidance of deadlocks. Figures 4, 6 and 8 were created by using the simulation environment.

In the simulation, both space and time are discrete. Conveyor modules are positioned in cells in a grid. Controls of the modules are modeled as state machines. The states of the individual controls of the modules are all updated simultaneously. This is achieved by utilizing a global scheduler that informs the individual controls to update their state. The global scheduler only informs the controls to update their state after all controls from the previous update cycle have finished updating.

Different topologies are created by placing modules on the grid. Packet sources and sinks are created by assigning a special property to modules: These special modules are allowed to create or delete packets from the simulation environment. Inertia of packets is neglected. Packets either do not move at all or move with the maximum speed which is 10% of the width of a module per update step. Force transmission between the modules and the packets is assumed to be ideal: Effects of slippage are neglected.

Modules can send messages to all modules in their neighborhood in every update step. A neighborhood is defined as a coherent group of modules without gaps. Figure 12 depicts the von Neumann, the Moore and a rectangular neighborhood. A module can be a member of several overlapping neighborhoods at the same time. The communication lag that would occur on real hardware is neglected, since communication between modules in a neighborhood only takes one update step. We allow this neglect, because the speed of sending data packets is several orders of magnitudes faster than the speed of conveying physical packets.

The simulation environment was used to determine the effect of both control parameters (described in chapter 5) and deployment parameters on the throughput of the system. The topology of the matrix, the rate at which packets
are created, packet shapes and packet sizes are defined as deployment parameters. Creation rate for packets is modeled as follows:

\[
P_A = \frac{\text{Packets}}{\text{Simulation step}}.
\]

In this paper, we will give a short overview of the influence of deployment and control parameters on packet throughput for an example layout. A more detailed throughput analysis was performed by KRÜHN and can be found in [26]. The examined layout is shown in Fig. 13. Deployment parameters that were constant are the size and the shape of both the matrix and the packets: Packets and the matrix in this first setup were always square, and the sides of the matrix were three times as large as the packets sides. Altered deployment parameters were the packet creation rate and the number of simulated conveyors that are connected to the matrix. Either 8 conveyors were used or 12. A simulated conveyor can act both as a packet source and as a packet sink.

Control parameters were varied for both the layout with 8 sources and sinks and 12. Since the packets were quadratic, no rotation of packets was necessary. Consequently, \( M_R \) had no influence on the metric value. The value of \( M_{C1} / M_0 \) was set larger than the longest route in the system; therefore, the system never replans reserved routes. \( M_{D1} / M_0 \) was set to match the size of the packets to prevent the overlapping of routes and instead encourage the merging of routes. \( S_R \) was twice as big for in progress routes than for reserved routes. The only control value that was altered during the simulation was the influence of the distance to the system boundaries by altering \( M_s \). Figure 14 shows the result from 100,000 simulation steps.

The throughput of (a) is never reached in the scenario (b). If \( M_s \) has a high value packets are conveyed closer to the boundary of the matrix and a circular packet flow emerges; the center of the matrix is not used. As seen in Fig. 14, the influence of \( M_s \) on the throughput is significant. It is remarkable that a high \( M_s \) has a positive effect on the throughput in (a) and a negative one in (b). One possible explanation for this effect could be the number of crossings: The circular packet flow that emerges for high \( M_s \) values leads to the creation of 4 crossings in the scenario (a). If the value for \( M_s \) is decreased and routes are planned more freely, up to 9 crossings can develop. Since every crossing has to be checked for possible deadlock scenarios and has to synchronize itself with neighboring crossings (see chapter 6), the throughput is decreased. A high value for \( M_s \) leads to a circular flow with eight crossings for scenario (b) while a low value leads to a route network with nine. The higher number of crossings seems to be compensated by the additionally used space.

To test the hypothesis that the number of crossings and their synchronization is the reason for the decrease in throughput, a second layout (see Fig. 15) was simulated. In this second layout, no crossing is a neighbor of another one.

Figure 15 shows that the throughput with separated crossings is higher than without separated crossings. The
synchronization of crossings is thus the main factor of the decrease in throughput. The simulation results show that the control algorithms are capable of conveying packets without the occurrence of collisions or deadlocks.

8 Summary

Today, installed intralogisitic systems are designed to run for many years. Extensions and modifications of these systems are expensive and time consuming and therefore often uneconomic. Powered by recent developments such as shorter product life cycles and mass customization, system manufacturers are looking for ways to improve future delivery technology significantly. The aim is both autonomous and flexible adjustment of a conveyor system to changing conditions as well as their improved versatility.

As shown in this paper, small-scale, multi-directional conveyor modules have been developed which, fitted together to form a larger matrix, can solve material handling tasks. Mechanically they are able to do all regular tasks, such as sorting, merging, turning and sequencing, and thus offer a unique opportunity to map all the tasks on the same base module. However, so far we have lacked the ability to control a large number of these modules.

This paper discussed how a scalable, decentralized control can be implemented. The steps were:

- The dynamic formation of module neighborhoods that jointly solve a task,
- Planning and reservation of routes for packets, including the ability to reschedule these over time,
- Synchronization of crossing areas to prevent local deadlocks,
- The implementation of an algorithm to prevent global deadlocks,
- Verification of the algorithms in a simulation environment.

The essential core of the algorithms is that decisions are made solely on the basis of local information. Interactions over longer distances can be achieved by information passing from module to module. The resulting time delay is taken into account by the algorithms. It follows that an exchange of information over long distances on the module matrix is possible, but is decoupled in time. The system remains scalable.

As a first step toward the realization of the module matrix, an experimental system has been developed. This demonstrates the feasibility and shows first mechanical functions, such as the transportation and the turning of packets. At the same time, it is clear that further development work in the area of hardware is necessary.

To reduce the design space and to reduce costs further, integration of the electronics is desirable in the future. For example, two motor amplifiers are currently installed per module, which are significantly oversized. An integration of the motor amplifiers and the control is possible on a single board. Our current works show that a drastic reduction of manufacturing costs in the field of mass production is possible.

In summary, it can be stated that the design, manufacture and control of a very large number of small-scale modules is possible by reducing complex transport tasks to spatial and temporal local problems.
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