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Abstract This paper deals with the Markov modeling and

reliability analysis of urea synthesis system of a fertilizer

plant. This system was modeled using Markov birth–death

process with the assumption that the failure and repair rates

of each subsystem follow exponential distribution. The

first-order Chapman–Kolmogorov differential equations

are developed with the use of mnemonic rule and these

equations are solved with Runga–Kutta fourth-order

method. The long-run availability, reliability and mean

time between failures are computed for various choices of

failure and repair rates of subsystems of the system. The

findings of the paper are discussed with the plant personnel

to adopt and practice suitable maintenance policies/strate-

gies to enhance the performance of the urea synthesis

system of the fertilizer plant.

Keywords Reliability � Chapman–Kolmogorov

differential equations � Markov birth–death process

Introduction

The system reliability has great significance in recent years

due to competitive environment. Reliability is defined as

the ability of a system to perform the required function

under stated conditions for a specified period of time. The

reliability of a complex system can be obtained by either

increasing the capacity of the system or providing suffi-

cient redundant part(s) with perfect switch over devices.

Kumar and Tewari (2008, 2009) presented a simulation

model for evaluating the performance of CO-shift con-

version system and urea decomposition system in a fertil-

izer plant. Dhillon and Singh (1981) and Kumar et al.

(1989, 2007) used Markov model for performance analysis

of paper and fertilizer plants. Arora and Kumar (1997)

discussed the availability analysis of steam and powder

generation systems of thermal power plants. Gupta and

Tewari (2011) presented the availability model for a ther-

mal power plant. Khanduja et al. (2012) presented the

steady-state behavior and maintenance planning of

bleaching system of a paper plant. Kumar and Tewari

(2011) discussed the mathematical modeling and perfor-

mance optimization of CO2 cooling system of a fertilizer

plant using the genetic algorithm. Dhople et al. (2014)

provided a framework to analyze Markov reward models

used in system performability analysis. Tewari et al. (2012)

computed the steady-state availability and performance

optimization for the crystallization unit of a sugar plant by

using genetic algorithm. Kiilumen and Frisk (2014)

developed a method to examine the long-term reliability of

an anisotropic conductive adhesive (ACA)-attached poly-

ethylene terephthalate (PET) flex-on-board (FOB) assem-

bly for industrial application used in harsh environments.

Ahmed et al. (2014) provided a risk-based stochastic

modeling approach using a Markov decision process to
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assess the availability of a processing unit, which is

referred to as the risk-based availability Markov model

(RBAMM). Kumar et al. (2011) discussed the performance

analysis of the furnace draft air cycle of a thermal power

plant. Kadiyan et al. (2012) discussed the availability and

reliability analysis of an uncaser system for a brewery

plant. Singh and Goyal (2013) presented a methodology to

study the steady-state behavior of repairable mechanical

biscuit shaping system pertaining to a biscuit-manufactur-

ing plant. Kumar and Mudgil (2014) discussed the avail-

ability analysis of the ice cream-making unit of a milk

plant.

The literature revealed that the methods used by the

different authors involve complex computations and the

problem of determining long-run or steady-state avail-

ability of the system has been extensively studied. In this

paper, a numerical method, i.e., Runge–Kutta fourth-order

method is used to compute the MTBF and reliability of

the urea synthesis system of a fertilizer plant. The values

of failure and repair rates of all the subsystems of urea

synthesis system were collected from maintenance history

sheets and discussion with maintenance personnel of a

fertilizer plant situated at Panipat, Haryana (India). The

fertilizer plant comprises many systems, viz. urea syn-

thesis system, urea decomposition system, urea crystalli-

zation system, urea prilling system, etc. The urea

synthesis system is important for a fertilizer plant. This

paper has been organized into six sections. The present

section is the introductory type including the concerned

literature review. In second section presents the ‘‘Mathe-

matical aspects of reliability and availability’’, whereas

the third section concerned with ‘‘System description,

assumptions and notations’’. In fourth section deals with

‘‘Mathematical modeling of urea synthesis system’’.

‘‘Performance analysis of the system’’ concerns in the

fifth section. Finallly, sixth section deals with ‘‘Discussion

and conclusion’’.

Mathematical aspects of reliability and availability

Reliability

Reliability is the probability for failure-free operation of a

system during a given interval of time, i.e., it is a measure

of success for a failure-free operation. The reliability of a

component may be calculated as:

R tð Þ ¼ 1� e�at

where a is the constant failure rate of the component (per

hour) and t is the operation time (hour).

Reliability ¼ e �
Time

MTBF½ �

Availability

Availability is the probability that a component or system

is performing its required function at a given point in time

when used under stated operating conditions. It is calcu-

lated by the ratio between lifetime and total time between

failures of the equipment.

Mean time between failures (MTBF)

MTBF is the amount of failures per million hours for a

component. It is commonly used as a variable in reliability

and maintainability analysis as

MTBF ¼ r
1

0

R tð Þdt ¼ r
1

0

e�btdt ¼ 1

b
:

Markov approach

Arora and Kumar (1997), Bradley and Dawson (1998),

Dhillon and Singh (1981), Kumar et al. (1993, 2007) and

Bhamare et al. (2008) used the Markov approach for

availability analysis of different process plants. According

to Markov, if P0(t) represents the probability of zero

occurrences in time t, the probability of zero occurrences in

time (t ? Dt) is given by the Eq. (1)

P0 t þ Dtð Þ ¼ 1� atð ÞP0 tð Þ: ð1Þ

Similarly,

P1 t þ Dtð Þ ¼ bDt P0 tð Þ þ 1� aDtð ÞP1 tð Þ; ð2Þ

where a is the failure rate and b is the repair rate of the

component or subsystem respectively.

The Eq. (2) shows that the probability of one occurrence

in time ðt þ DtÞ is composed of two parts:

• probability of zero occurrences in time t multiplied by

the probability of one occurrence in time interval Dt and

• probability of one occurrence in time t multiplied by

the probability of no occurrences in the interval Dt.

After simplifying and taking Dt ? 0, the Eq. (2) is

reduced to

P01 tð Þ þ bP1 tð Þ ¼ a Po tð Þ: ð3Þ

Using the concept used in Eq. (3), the equations for

transient and steady states are derived.

System description, assumptions and notations

System description

The urea synthesis system comprises a compressor used to

compress the carbon dioxide, two reciprocating pumps
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used to boost the pressure of liquid ammonia and heaters

used to heat ammonia gas. In this process, the CO2 gas and

liquid ammonia (NH3) available from the ammonia pro-

duction process are fed to the urea synthesis reactor. In the

reactor these gases react to form urea in gaseous form. The

urea synthesis system comprises five subsystems arranged

in series as (Fig. 1):

1. Subsystem A1: It has CO2 booster compressor as a

single unit arranged in series. Its failure causes the

complete failure of the system.

2. Subsystem A2: It has CO2 compressor as a single unit

arranged in series. Failure of this subsystem causes the

complete failure of the system.

3. Subsystem A3: It consists of three NH3 pre-heaters

units arranged in series. Failure of any one of these

causes the complete failure of the system.

4. Subsystem H: It consists of four liquid ammonia feed

pumps arranged in parallel. Two pumps remain

operative in parallel and the other two in cold standby.

Failure of three pumps at a time will cause complete

failure of the system.

5. Subsystem L: It consists of three recycle solution feed

pumps arranged in parallel. Failure of any one unit

reduces the capacity of the system, but complete

failure occurs when failure of all units takes place at a

time.

Assumptions

• The failure and repair rates are constant over time,

statistically independent of each other and there are no

simultaneous failures among the subsystems as stated

by Kumar and Kumar (2011).

• There are sufficient repair or replacement facilities, i.e.,

no waiting time to start the repairs. The failure or repair

of the system follows exponential distribution as stated

by Srinath (1994).

• A repaired system is as good as new, performance-wise,

as stated by Khanduja et al. (2008).

• The switchover devices used for standby subsystems

are perfect.

Notations

Full working state of the system

Reduced state of the system

Failed state of the system

P0(t) Probability of the system working

with full capacity at time t

P1(t), P6(t) Probability of the system in cold

standby state

P2,(t) to

P5,(t), P7,(t),P8,(t)

Probability of the system in reduced

capacity state

P9(t) to P41(t) Probability of the system in failed

state

ai; i = 1,2,3,4,5 Mean failure rates of A1, A2, A3, H

and L, respectively

ßi; i = 1,2,3,4,5 Mean repair rates of A1, A2, A3, H and

L, respectively, and

d/dt derivative w.r.t. t

Mathematical modeling of the urea synthesis system

The mathematical modeling of the system is carried out

using simple probabilistic considerations and Chapman–

Kolmogorov differential equations are developed based on

Markov birth–death process. The Chapman–Kolmogorov

Subsystem (H)
Subsystem 
(L)

CO2 Booster Compressor

CO2 Compressor

NH3 Pre-heater- NH3 Pre-heater-2 NH3 Pre-heater-

Liquid Ammonia Liquid Ammonia Liquid Ammonia Liquid Ammonia 

Recycle Solu�on Recycle Solu�on Recycle Solu�on

Subsystem 
(A1)

Subsystem (A2)Subsystem (A3)

Fig. 1 Flow diagram of the

urea synthesis system
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differential equations are derived by using the mnemonic

rule as stated by Khanduja et al. (2008). According to the

mnemonic rule, the derivative of the probability of every

state is equal to the sum of all probability flows which

comes from other states to the given state minus the sum of

all probability flows which goes out from the given state to

the other states. The transition diagram (Fig. 2) depicts a

simulation model showing all the possible states of the urea

synthesis system.

Thus, the equations for transient state and steady state of

the urea synthesis system are derived as follows.

Transient state

Mathematical Eqs. (4)–(17) are developed by applying

Markov birth–death process to each state one by one out of

41 states of transition diagram (Fig. 2) as explained by

Garg et al. (2010a, b):

d=dt þ
X5

i¼1

ai

 !
P0 tð Þ ¼ b1P9 tð Þ þ b2P10 tð Þ þ b3P11 tð Þ

þ b4P2 tð Þ þ b5P1 tð Þ ð4Þ

d=dt þ
X5

i¼1

ai þ b5

 !
P1 tð Þ ¼ b1P12 tð Þ þ b2P13 tð Þ

þ b3P14 tð Þ þ b5P6 tð Þ
þ b4P3 tð Þ þ a5P0 tð Þ ð5Þ

d=dt þ
X5

i¼1

ai þ b4

 !
P2 tð Þ ¼ b1P15 tð Þ þ b2P16 tð Þ þ b3P17 tð Þ

þ b4P4 tð Þ þ b5P3 tð Þ þ a4P0 tð Þ
ð6Þ

d=dt þ
X5

i¼1

ai þ b5 þ b4

 !
P3 tð Þ ¼ b1P18 tð Þ þ b2P19 tð Þ þ b3P20 tð Þ

þ b4P5 tð Þ þ a4P1 tð Þ þ a5P2 tð Þ
ð7Þ

d=dt þ
X5

i¼1

ai þ b4

 !
P4 tð Þ ¼ b1P21 tð Þ þ b2P22 tð Þ þ b3P23 tð Þ

þ b4P24 tð Þ þ b5P5 tð Þ þ a4P2 tð Þ
ð8Þ

d=dt þ
X5

i¼1

ai þ b4 þ b5

 !
P5 tð Þ ¼ b1P25 tð Þ þ b2P26 tð Þ

þ b3P27 tð Þ þ b4P40 tð Þ
þ b5P8 tð Þ þ a4P3 tð Þ
þ a5P4 tð Þ ð9Þ

d=dt þ
X5

i¼1

ai þ b5

 !
P6 tð Þ ¼ b1P28 tð Þ þ b2P29 tð Þ þ b3P30 tð Þ

þ b5P31 tð Þ þ b4P7 tð Þ þ a5P1 tð Þ
ð10Þ

Ai, H,L

i=1,2,3

Ai, H, L1

ai, H, L

Ai, H1,L

i=1,2,3

Ai, H2,L

i=1,2,3

Ai,H1, L1 Ai, H2, L1

ai, H1,L ai,H2,L

Ai, H, L2 Ai, H1, L2 Ai, H2, L2

Ai, H, l ai, H,L2 ai,H1, L2

ai,H,L1
ai,H1,L1

Ai,H1,l Ai, H2,l

Ai, h, L

ai,H2,L1

Ai ,h, L1

ai,H2, L2

Ai, h, L2

αi

αi βi αi
βi α5

9,10, 11

βi

βi

β5

α5 α5

β5 β5

α4 β4
αi α4 β4

αi

αi

αi

αi α4 β4 βi

βiβi α5
α5

β5
β5

α4 β4 β4α4 α4 β4

β5

α5

α5 α5

β5 β5

α4 α4 α4 α5β4
β4 αi

βi
βi β4

β5

12,13, 14 28, 29, 30 31

32,33, 34

41

35,36,37

24 21,22,23 4
0

25,26,27 39

18,19,2015,16,17

38

Fig. 2 Transition diagram of

the urea synthesis system
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d=dt þ
X5

i¼1

ai þ b5 þ b4

 !
P7 tð Þ ¼ b1P32 tð Þ þ b2P33 tð Þ

þ b3P34 tð Þ þ b5P41 tð Þ
þ b4P8 tð Þ þ a5P3 tð Þ
þ a4P6 tð Þ ð11Þ

d=dt þ
X5

i¼1

ai þ b5 þ b4

 !
P8 tð Þ ¼ b1P35 tð Þ þ b2P36 tð Þ

þ b3P37 tð Þ þ b5P39 tð Þ
þ b4P38 tð Þ þ a5P5 tð Þ
þ a4P7 tð Þ ð12Þ

ðd=dt þ b1ÞPi tð Þ ¼ a1Pj tð Þ; ð13Þ

where i = 9,12,15,18,21,25,28,32,35 and j = 0,1,2,3,4,

5,6,7,8, respectively.

ðd=dt þ b2ÞPi tð Þ ¼ a2Pj tð Þ; ð14Þ

where i = 10, 13, 16, 19, 22, 26, 29, 33, 36 and j = 0, 1, 2,

3, 4, 5, 6, 7, 8, respectively.

ðd=dt þ b3ÞPi tð Þ ¼ a3Pj tð Þ; ð15Þ

where i = 11, 14, 17, 20, 23, 27, 30, 34, 37 and j = 0, 1, 2,

3, 4, 5, 6, 7, 8, respectively.

ðd=dt þ b4ÞPi tð Þ ¼ a4Pj tð Þ; ð16Þ

where i = 24, 40, 39 and j = 4, 5, 8, respectively.

ðd=dt þ b5ÞPi tð Þ ¼ a5Pj tð Þ; ð17Þ

where i = 31, 41, 38 and j = 6, 7, 8, respectively.

The initial conditions are:

Pjð0Þ ¼
1; if j = 1

0; if j 6¼ 1

�
ð18Þ

The system of differential Eqs. (4)–(17) with initial

conditions given by Eq. (18) was solved by Runge–Kutta

fourth-order method. The numerical computations were

carried out by taking time t = 0 to t = 360 days for dif-

ferent choices of failure and repair rates of the subsystems.

The data regarding failure and repair rates of all the sub-

systems were taken from the plant personnel as stated

earlier.

Reliability R(t) of the system is the sum of the reli-

abilities of the system working under full capacity and

reduced state, i.e.,

R tð Þ ¼ P0 tð Þ þ P1 tð Þ þ P2 tð Þ þ P3 tð Þ. . .þ P8 tð Þ: ð19Þ

Equation (19) is used to compute the reliability of the

urea synthesis system, where P0(t) is the probability of the

system working with full capacity, P1(t) and P6(t) are the

probability of the system working under cold standby state

and P2(t), P3(t), P4(t), P5(t), P7(t) and P8(t) are the prob-

ability of the system working with reduced capacity.

Steady state

Arora and Kumar (1997) stated that in process plant or

industries, the management is interested in getting the

long-run availability of the system. The steady-state

probabilities of the system are obtained by imposing the

following restrictions: d/dt ? 0, as t ? ?. Thus, the long-

run availability, i.e., A(?) of the urea synthesis system is

obtained by putting derivative of all probabilities equal to

zero, i.e.,

b1Pi ¼ a1Pj; ð20Þ

where i = 9,12,15,18,21,25,28,32,35 and j = 0,1,2,3,4,

5,6,7,8 respectively.

b2Pi ¼ a2Pj; ð21Þ

where i = 9,12,15,18,21,25,28,32,35 and j = 0,1,2,3,4,

5,6,7,8, respectively.

b3Pi ¼ a3Pj; ð22Þ

where i = 9,12,15,18,21,25,28,32,35 and j = 0,1,2,3,4,

5,6,7,8. respectively.

b4Pi ¼ a4Pj; ð23Þ

where i = 24, 40, 39 and j = 4, 5, 8, respectively.

b5Pi ¼ a5Pj; ð24Þ

where i = 31, 41, 38 and j = 6, 7, 8, respectively.

Thus, by putting the values of probabilities from

Eqs. (20)–(24) in Eqs. (4)–(17),

finally, we get

C1P0 ¼ b5P1 þ b4P2 where C1 ¼ a5 þ a4; ð25Þ
C2P1 ¼ b5P6 þ b4P3 þ a5P0 where C2 ¼ C1 þ b5;

ð26Þ
C3P2 ¼ b5P3 þ a4P0 þ b4P4 where C3 ¼ C1 þ b4;

ð27Þ

C4P3 ¼ a4P1 þ a5P2 þ b5P7 þ b4P5

where C4 ¼ C3 þ b5;
ð28Þ

C5P4 ¼ b5P5 þ a4P2 where C5 ¼ a5 þ b4; ð29Þ
C6P5 ¼ b5P8 þ a4P3 þ a5P4 where C6 ¼ C5 þ b5;

ð30Þ
C7P6 ¼ b4P7 þ a1P1 where C7 ¼ a4 þ b5; ð31Þ
C8P7 ¼ b4P8 þ a4P6 þ a5P3 whereC8 ¼ C7 þ b4; ð32Þ
C9P8 ¼ a4P7 þ a5P5 where C9 ¼ b5 þ b4: ð33Þ

Solving these equations recursively,

J Ind Eng Int (2015) 11:1–14 5
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P1 ¼ C17P0; ð34Þ

where C17 ¼ C14 þ C15 þ C16= 1þ C12ð Þ þ C11= ðC13=

1þ C12ð Þ þ C10;

P2 ¼ C19P0; ð35Þ

where C19 ¼ C1 � b5C16ð Þð Þ=b4;

P3 ¼ C18P0; ð36Þ

where C18 ¼ C13= 1þ C12ð ÞC17ð Þ � C16;

P4 ¼ C21P0; ð37Þ

where C21 = ((C3C19) - a4 - (b5C18))/C3;

P5 ¼ C22P0; ð38Þ

where C22 = ((C5C21) – (a4C19))/b5;

P6 ¼ C20P0; ð39Þ

where C20 = ((C2C17) – a5 – (b4C18))/b5;

P7 ¼ C23P0; ð40Þ

where C23 = ((C7C20) – (a5C17))/b5;

P8 ¼ C24P0; ð41Þ

where C24 = ((a4C23) ? (a5C22)).

C31 ¼ ða4=C4Þ � ða5C5Þ= C4b4ð ÞÞ þ ðð C7C2ð Þ
þ ða5b5ÞÞ=b4Þ � C5 þ a4;

C10 ¼ 1= 1þ C7b4 þ b4C5ð Þ=C3ð Þð ÞC31;

C32 ¼ ððC7a5Þ=b4Þ þ ða5C1Þ � ðððb4C5a4Þ=C3Þ
� ðC5C1ÞÞ =b5;

C11 ¼ 1= ð1þ C7b4 þ ððb4C5Þ=C3ÞÞC32;

C12 ¼ ½ðC8C7Þ= ða5a3Þ þ a4b4ð Þ= a5b5ð Þ � ða5C5Þ=C3

� b4a4ð Þ = ðða5b5C9ÞÞÞ ððC4 þ ððb4C5Þ=C3ÞÞÞ�;
C13 ¼ ½ðC2= a5b5ð ÞÞ ðððC8C7b5Þ=b4Þ � a4ð ÞÞ � ððC8=b4Þ

þ a5a4ð Þ=b4ð Þ þ ða4=C9ÞÞ�;
C14 ¼ 1= b4b5ð Þð Þ ððC8C7Þ þ ðC1a5a4ÞÞ;
C15 ¼ ð a4b4b4ð Þ= ðb5b5C9a5ÞÞðða5C5Þ=C3 � C1Þ;
C16 ¼ ða4=b5Þ ð1þ ðða5C5Þ=C3Þ þ C1=C9ð ÞÞ:

The probability of full working capacity, i.e., P0 is

determined by using normalizing condition: (i.e., sum of

the probabilities of all working states, reduced capacity and

failed states is equal to 1), i.e.,

X41

i¼0

Pi ¼ 1 i:e: P0N ¼ 1

P0 ¼ N�1;

where

N ¼ ½ 1þ C17 þ C18 þ C19 þ C20 þ C21 þ C22 þ C23ð
þC24Þð1þ a1=b1 þ a2=b2 þ a3=b3Þ þ a4=b4Þ
1þ C21 þ C24 þ C22ð Þ þ a5=b5ð1þ C20

þ C24 þ C23Þ�:

Now, the steady state availability A(?) of urea syn-

thesis system may be obtained as summation of all working

and reduced capacity state probabilities, i.e.,

A 1ð Þ ¼
X8

i¼0

Pi;

A 1ð Þ ¼ P0þ P1þ P2þ P3þ P4þ P5þ P6þ P7þ P8;

A 1ð Þ ¼ 1þC17þC18 þC19þC20þC21þC22ð
þC23þC24Þ=N;

A 1ð Þ ¼ 1þC17þC18 þC19þC20þC21þC22ð
þC23þC24Þ=½ð1þ C17þ C18 þC19þC20

þC21þC22þC23þC24Þð1þ a1=b1

þ a2=b2þ a3=b3Þ
þ a4=b4Þ 1þ C21þ C24þ C22ð Þ þ a5=b5

1þ C20þ C24þ C23ð Þ�: ð42Þ

Eq. (42) is used to get the long-run availability of the

urea synthesis system.

Performance analysis of the system

This section includes the following

• The computation of long-run availability of the

system.

• The computation of reliability and mean time between

failures (MTBF) of the system.

Long-run availability of the system

The long-run availability of the system is computed by

using Eq. (42), and the effect of change in failure and

repair rates of subsystems on long-run availability of the

system is presented in Tables 1, 2, 3, 4 and 5.

Table 1 Effect of failure and repair rates of subsystem A1 on the

long-run availability of the system

b1 a1

0.004 0.005 0.006 0.007

0.35 0.933521 0.931038 0.928567 0.92611

0.4 0.934767 0.932588 0.930419 0.92826

0.45 0.935739 0.933798 0.931864 0.929938

0.5 0.936518 0.934767 0.933023 0.931285
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Effect of failure and repair rates of subsystem A1 on long-

run availability of the system

The effect of failure and repair rates of subsystem A1 on

long-run availability of the system is studied by varying

their values as a1 = 0.004, 0.005, 0.006, 0.007 and

b1 = 0.35, 0.4, 0.45, 0.5. The failure and repair rates of

other subsystems are kept constant as a2 = 0.005,

a3 = 0.001, a4 = 0.002, a5 = 0.004, b2 = 0.1, b3 = 0.5,

b4 = 0.1, b5 = 0.4. The long-run availability of the system

is calculated using these data and the results are shown in

Table 1. Table 1 shows that increase in failure rate (a1) of

subsystem A1 causes decrease in long-run availability of

the system from 0.794 to 0.559 % approximately, but

increase in repair rate (b1) of subsystem A1 causes increase

in long-run availability of the system from 0.32 to 0.56 %.

Effect of failure and repair rates of subsystem A2

on long-run availability of the system

The effect of failure and repair rates of subsystem A2 on

long-run availability of the system is studied by varying

their values as a2 = 0.004, 0.005, 0.006, 0.007 and

b2 = 0.05, 0.1, 0.15, 0.2. The failure and repair rates of

other subsystems are kept constant as a1 = 0.005,

a3 = 0.001, a4 = 0.002, a5 = 0.004, b1 = 0.4, b3 = 0.5,

b4 = 0.1, b5 = 0.4. Table 2 shows that increase in failure

rate (a2) of subsystem A2 causes decrease in long-run

availability of the system from 5.16 to 1.418 % approxi-

mately, but increase in repair rate (b2) of subsystem A2

causes increase in long-run availability of the system from

5.76 to 9.93 %.

Effect of failure and repair rates of subsystem A3

on long-run availability of the system

The effect of failure and repair rates of subsystem A3 on

long-run availability of the system is studied by varying

their values as a3 = 0.0005, 0.001, 0.0015, 0.002 and

b3 = 0.4, 0.5, 0.6, 0.7. The failure and repair rates of other

subsystems are kept constant as a1 = 0.005, a2 = 0.005,

a4 = 0.002, a5 = 0.004, b1 = 0.4, b2 = 0.1, b4 = 0.1,

b5 = 0.4. Table 3 shows that increase in failure rate (a3) of

subsystem A3 causes decrease in long-run availability of

the system from 0.299 to 0.221 % approximately, but

increase in repair rate (b3) of subsystem A3 causes increase

in long-run availability of the system from 0.03 to 0.10 %.

Effect of failure and repair rates of subsystem H

on long-run availability of the system

The effect of failure and repair rates of subsystem H on

long-run availability of the system is studied by varying

their values as a4 = 0.001, 0.002, 0.003, 0.004 and

b4 = 0.05, 0.1, 0.15, 0.2. The failure and repair rates of

other subsystems are kept constant as a1 = 0.005,

a2 = 0.005, a3 = 0.001, a5 = 0.004, b1 = 0.4, b2 = 0.1,

b3 = 0.5, b5 = 0.4. Table 4 shows that increase in failure

rate (a4) of subsystem H causes decrease in long-run

availability of the system from 0.06 to 0.123 % approxi-

mately, but increase in repair rate (b4) of subsystem H

Table 2 Effect of failure and repair rates of subsystem A2 on the

long-run availability of the system

b2 a2

0.004 0.005 0.006 0.007

0.05 0.907207 0.891039 0.875438 0.860374

0.1 0.941367 0.932588 0.923971 0.915512

0.15 0.953333 0.947312 0.941367 0.935496

0.2 0.959431 0.954850 0.950313 0.945819

Table 3 Effect of failure and repair rates of subsystem A3 on the

long-run availability of the system

b3 a3

0.0005 0.001 0.0015 0.002

0.45 0.933326 0.932395 0.931466 0.930539

0.5 0.933422 0.932588 0.931755 0.930924

0.55 0.933502 0.932746 0.931992 0.93124

0.6 0.933568 0.932878 0.93219 0.931503

Table 4 Effect of failure and repair rates of subsystem H on long-run

availability of the system

b4 a4

0.001 0.002 0.003 0.004

0.05 0.933236 0.933063 0.932874 0.932670

0.1 0.932999 0.932588 0.932178 0.931768

0.15 0.932960 0.932554 0.932150 0.931748

0.2 0.932935 0.932548 0.932165 0.931784

Table 5 Effect of failure and repair rates of subsystem L on the long-

run availability of the system

b5 a5

0.003 0.004 0.005 0.006

0.35 0.933288 0.931576 0.929873 0.92818

0.4 0.934087 0.932588 0.931096 0.929612

0.45 0.934719 0.933386 0.932058 0.930736

0.5 0.935234 0.934033 0.932836 0.931644
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causes decrease in long-run availability of the system from

0.032 to 0.095 %.

Effect of failure and repair rates of subsystem L

on long-run availability of the system

The effect of failure and repair rates of subsystem L on

long-run availability of the system is studied by varying

their values as a5 = 0.003, 0.004, 0.005, 0.006 and

b5 = 0.3, 0.4, 0.5, 0.6. The failure and repair rates of other

subsystems are kept constant as a1 = 0.005, a2 = 0.005,

a3 = 0.001, a4 = 0.002, b1 = 0.4, b2 = 0.1, b3 = 0.5,

b4 = 0.1. Table 5 shows that increase in failure rate (a5) of

subsystem L causes decrease in long-run availability of the

system from 0.547 to 0.384 % approximately, but increase

in repair rate (b5) of subsystem L causes increase in long-

run availability of the system from 0.21 to 0.37 %.

Reliability of the system

Some methods such as Laplace transformation, Lagran-

ge’s and matrix methods are available to solve the gov-

erning differential equations, but these methods are not

advisable for use if the system is complex and has a large

number of differential equations. Therefore, Runge–Kutta

fourth-order method is used to solve these differential

equations.

Effect of failure and repair rates of subsystem A1

on the reliability of the system

The effect of failure rates of subsystem A1 on the reliability

of the system is studied by varying their values as

a1 = 0.004, 0.005, 0.006, 0.007 at b1 = 0.4. The failure

and repair rates of other subsystems are kept constant as

a2 = 0.005, a3 = 0.001, a4 = 0.002, a5 = 0.004,

b2 = 0.1, b3 = 0.5, b4 = 0.1, b5 = 0.4. The reliability of

the system is calculated with these data and the results are

shown in Table 6. This table shows that the reliability of

the system decreases by 0.019 % approximately with the

increase of time. However, it decreases from 0.7032 to

0.7015 % approximately and MTBF decreases from 339 to

336.7 days when the failure rate varies from 0.004 to

0.007.

The effect of repair rates of subsystem A1 on the reli-

ability of the system is studied by varying their values as

b1 = 0.3, 0.4, 0.5, 0.6 at a1 = 0.005. The failure and repair

rates of other subsystems are kept constant as a2 = 0.005,

a3 = 0.001, a4 = 0.002, a5 = 0.004, b2 = 0.1, b3 = 0.5,

b4 = 0.1, b5 = 0.4. The reliability of the system is calcu-

lated with these data and the results are shown in Table 6.

This table shows that the reliability of the system decreases

by 0.185 % approximately with the increase of time.

However, it increases from 0.7864 to 0.790 % approxi-

mately and MTBF increases from 336.97 to 339.62 days

when the failure rate varies from 0.3 to 0.6.

Effect of failure and repair rates of subsystem A2

on the reliability of the system

The effect of failure rates of subsystem A2 on the reliability

of the system is studied by varying their values as

a2 = 0.004, 0.005, 0.006, 0.007 at b2 = 0.1. The failure

and repair rates of other subsystems are kept constant as

a1 = 0.005, a3 = 0.001, a4 = 0.002, a5 = 0.004,

b1 = 0.4, b3 = 0.5, b4 = 0.1, b5 = 0.4. The reliability of

the system is calculated with these data and the results are

shown in Table 7. This table shows that the reliability of

Table 6 Effect of failure and repair rates of subsystem A1 on the reliability of the system

Days Failure rate of subsystem A1 (a1) Repair rate of subsystem A1 (b1)

0.004 0.005 0.006 0.007 0.3 0.4 0.5 0.6

30 0.943606 0.941382 0.939172 0.936971 0.937691 0.941382 0.943608 0.945100

60 0.941729 0.939517 0.937315 0.935124 0.935853 0.939517 0.941729 0.943210

90 0.941667 0.939455 0.937254 0.935063 0.935792 0.939455 0.941667 0.943147

120 0.941684 0.939472 0.937271 0.935080 0.935809 0.939472 0.941684 0.943164

150 0.941704 0.939492 0.937291 0.935100 0.935829 0.939492 0.941704 0.943185

180 0.941725 0.939513 0.937311 0.935120 0.935849 0.939513 0.941725 0.943205

210 0.941745 0.939533 0.937331 0.935140 0.935869 0.939533 0.941745 0.943226

240 0.941766 0.939553 0.937352 0.935160 0.935890 0.939553 0.941766 0.943246

270 0.941786 0.939574 0.937372 0.935180 0.935910 0.939574 0.941786 0.943267

300 0.941806 0.939594 0.937392 0.935201 0.935930 0.939594 0.941806 0.943287

330 0.941827 0.939615 0.937413 0.935221 0.935950 0.939615 0.941827 0.943308

360 0.941847 0.939635 0.937433 0.935241 0.935970 0.939635 0.941847 0.943328

MTBF 339.09 338.29 337.49 336.71 336.97 338.29 339.087 339.62
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the system decreases from 0.253 to 0.149 % approximately

with the increase of time. However, it decreases from 2.76

to 2.66 % approximately and MTBF decreases from 332 to

313 days when the failure rate varies from 0.004 to 0.007.

The effect of repair rates of subsystem A2 on the reli-

ability of the system is studied by varying their values as

b2 = 0.05, 0.1, 0.15, 0.2 at a2 = 0.005. The failure and

repair rates of other subsystems are kept constant as

a1 = 0.005, a3 = 0.001, a4 = 0.002, a5 = 0.004,

b1 = 0.4, b3 = 0.5, b4 = 0.1, b5 = 0.4. The reliability of

the system is calculated with these data and the results are

shown in Table 7. This table shows that the reliability of

the system decreases from 1.832 to 0.007 % approximately

with the increase of time. However, it increases from 5.23

to 7.0 % approximately and MTBF increases from

323.68 days to 346.36 days when the repair rate varies

from 0.05 to 0.2.

Effect of failure and repair rates of subsystem A3

on the reliability of the system

The effect of failure rates of subsystem A3 on the reliability

of the system is studied by varying their values as

a3 = 0.0005, 0.001, 0.0015, 0.002 at b3 = 0.5. The failure

and repair rates of other subsystems are kept constant as

a1 = 0.005, a2 = 0.005, a4 = 0.002, a5 = 0.004,

b1 = 0.4, b2 = 0.1, b4 = 0.1, b5 = 0.4. The reliability of

the system is calculated with these data and results are

Table 7 Effect of failure and repair rates of subsystem A2 on the reliability of the system

Days Failure rate of subsystem A2 (a2) Repair rate of subsystem A2 (b2)

0.004 0.005 0.006 0.007 0.05 0.1 0.15 0.2

30 0.949960 0.941382 0.932946 0.924643 0.914221 0.941382 0.954649 0.962054

60 0.948413 0.939517 0.930784 0.922210 0.900550 0.939517 0.954377 0.962026

90 0.948364 0.939455 0.930712 0.922130 0.897933 0.939455 0.954395 0.962046

120 0.948382 0.939472 0.930728 0.922146 0.897444 0.939472 0.954416 0.962068

150 0.948403 0.939492 0.930748 0.922165 0.897365 0.939492 0.954437 0.962089

180 0.948423 0.939513 0.930768 0.922185 0.897365 0.939513 0.954458 0.962110

210 0.948444 0.939533 0.930788 0.922204 0.897380 0.939533 0.954479 0.962132

240 0.948465 0.939553 0.930808 0.922224 0.897398 0.939553 0.954500 0.962153

270 0.948485 0.939574 0.930828 0.922244 0.897416 0.939574 0.954521 0.962174

300 0.948506 0.939594 0.930848 0.922263 0.897435 0.939594 0.954542 0.962196

330 0.948527 0.939615 0.930868 0.922283 0.897453 0.939615 0.954563 0.962217

360 0.948548 0.939635 0.930888 0.922303 0.897472 0.939635 0.954584 0.962238

MTBF 313.03 338.29 335.15 332.07 323.68 338.29 343.62 346.36

Table 8 Effect of failure and repair rates of subsystem A3 on the reliability of the system

Days Failure rate of subsystem A3 (a3) Repair rate of subsystem A3 (b3)

0.0005 0.001 0.0015 0.002 0.4 0.5 0.6 0.7

30 0.942269 0.941382 0.940496 0.939612 0.940940 0.941382 0.941682 0.941893

60 0.940400 0.939517 0.938635 0.937755 0.939075 0.939517 0.939811 0.940021

90 0.940339 0.939455 0.938574 0.937694 0.939014 0.939455 0.939750 0.939960

120 0.940356 0.939472 0.938590 0.937710 0.939031 0.939472 0.939766 0.939977

150 0.940376 0.939492 0.938611 0.937730 0.939051 0.939492 0.939787 0.939998

180 0.940396 0.939513 0.938631 0.937751 0.939072 0.939513 0.939807 0.940017

210 0.940417 0.939533 0.938651 0.937771 0.939092 0.939533 0.939828 0.940038

240 0.940437 0.939553 0.938672 0.937791 0.939112 0.939553 0.939848 0.940059

270 0.940457 0.939574 0.938692 0.937812 0.939133 0.939574 0.939868 0.940079

300 0.940478 0.939594 0.938712 0.937832 0.939153 0.939594 0.939889 0.940099

330 0.940498 0.939615 0.938733 0.937852 0.939173 0.939615 0.939909 0.940120

360 0.940519 0.939635 0.938753 0.937872 0.939194 0.939635 0.939929 0.940140

MTBF 338.61 338.29 337.98 337.66 338.13 338.29 338.40 338.72
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shown in Table 8. This table shows that the reliability of

the system decreases by 0.185 % approximately with the

increase of time. However, it decreases by 0.282 %

approximately and MTBF decreases from 338.6 days to

337.65 days when the failure rate varies from 0.0005 to

0.002.

The effect of repair rates of subsystem A3 on the reli-

ability of the system is studied by varying their values as

b3 = 0.4, 0.5, 0.6, 0.7 at a3 = 0.001. The failure and repair

rates of other subsystems are kept constant as a1 = 0.005,

a2 = 0.005, a4 = 0.002, a5 = 0.004, b1 = 0.4, b2 = 0.1,

b4 = 0.1, b5 = 0.4. The reliability of the system is calcu-

lated with these data and results are shown in Table 8. This

table shows that the reliability of the system decreases by

0.185 % approximately with the increase of time. How-

ever, it increases by 0.101 % approximately and MTBF

increases from 338.13 to 338.47 days when the repair rate

varies from 0.4 to 0.7.

Effect of failure and repair rates of subsystem H

on the reliability of the system

The effect of failure rates of subsystem (H) on the reli-

ability of the system is studied by varying their values as

a4 = 0.001, 0.002, 0.003, 0.004 at b4 = 0.1. The failure

and repair rates of other subsystems are kept constant as

a1 = 0.005, a2 = 0.005, a3 = 0.001, a5 = 0.004,

b1 = 0.4, b2 = 0.1, b3 = 0.5, b5 = 0.4. The reliability of

Table 9 Effect of failure and repair rates of subsystem H on the reliability of the system

Days Failure rate of subsystem H (a4) Repair rate of subsystem H (b4)

0.001 0.002 0.003 0.004 0.05 0.1 0.15 0.2

30 0.941380 0.941382 0.941379 0.941366 0.941380 0.941382 0.941382 0.941382

60 0.939507 0.939517 0.939517 0.939502 0.939512 0.939517 0.939512 0.939509

90 0.939436 0.939455 0.939464 0.939458 0.939455 0.939455 0.939445 0.939438

120 0.939443 0.939472 0.939491 0.939493 0.939485 0.939472 0.939455 0.939445

150 0.939453 0.939492 0.939521 0.939533 0.939521 0.939492 0.939469 0.939455

180 0.939463 0.939513 0.939551 0.939572 0.939560 0.939513 0.939482 0.939465

210 0.939474 0.939533 0.939581 0.939612 0.939599 0.939533 0.939496 0.939475

240 0.939484 0.939553 0.939611 0.939652 0.939639 0.939553 0.939510 0.939486

270 0.939494 0.939574 0.939641 0.939692 0.939679 0.939574 0.939523 0.939496

300 0.939504 0.939594 0.939671 0.939731 0.939719 0.939594 0.939537 0.939506

330 0.939515 0.939615 0.939702 0.939771 0.939758 0.939615 0.939551 0.939517

360 0.939525 0.939635 0.939732 0.939811 0.939798 0.939635 0.939565 0.939527

MTBF 338.27 338.29 338.31 338.31 338.31 338.29 338.28 338.27

Table 10 Effect of failure and repair rates of subsystem L on the reliability of the system

Days Failure rate of subsystem L (a5) Repair rate of subsystem L (b5)

0.003 0.004 0.005 0.006 0.3 0.4 0.5 0.6

30 0.941378 0.941382 0.941388 0.941396 0.941384 0.941382 0.941383 0.941383

60 0.939504 0.939517 0.939533 0.939553 0.939525 0.939517 0.939511 0.939508

90 0.939434 0.939455 0.939483 0.939517 0.939469 0.939455 0.939446 0.939440

120 0.939442 0.939472 0.939511 0.939558 0.939493 0.939472 0.939459 0.939450

150 0.939453 0.939492 0.939543 0.939604 0.939520 0.939492 0.939475 0.939464

180 0.939464 0.939513 0.939574 0.939649 0.939547 0.939513 0.939492 0.939477

210 0.939476 0.939533 0.939606 0.939695 0.939574 0.939533 0.939508 0.939491

240 0.939487 0.939553 0.939638 0.939740 0.939601 0.939553 0.939524 0.939504

270 0.939499 0.939574 0.939669 0.939785 0.939628 0.939574 0.939541 0.939518

300 0.939510 0.939594 0.939701 0.939831 0.939655 0.939594 0.939557 0.939532

330 0.939522 0.939615 0.939733 0.939876 0.939682 0.939615 0.939573 0.939545

360 0.939533 0.939635 0.939765 0.939922 0.939709 0.939635 0.939590 0.939559

MTBF 338.27 338.29 338.31 338.34 338.30 338.29 338.28 338.27
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the system is calculated with these data and results are

shown in Table 9. This table shows that the reliability of

the system decreases from 0.197 to 0.165 % approximately

with the increase of time. However, it decreases from 0.013

to 0.001 % and MTBF decreases from 338.32 to

338.27 days when the failure rate varies from 0.001 to

0.004.

The effect of the repair rates of subsystem H on the

reliability of the system is studied by varying their values

as b4 = 0.05, 0.1, 0.15, 0.2 at a4 = 0.002. The failure and

repair rates of other subsystems are kept constant as

a1 = 0.005, a2 = 0.005, a3 = 0.001, a5 = 0.004;

b1 = 0.4, b2 = 0.1, b3 = 0.5, b5 = 0.4. The reliability of

the system is calculated with these data and results are

shown in Table 9. This table shows that the reliability of

the system decreases from 0.197 to 0.168 % approximately

with the increase of time. However, it increases from

0.0002 to 0.0125 % and MTBF increases from 338.27 to

338.31 days when the repair rate varies from 0.05 to 0.2.

Effect of failure and repair rates of subsystem L

on the reliability of the system

The effect of failure rates of subsystem L on the reliability

of the system is studied by varying their values as

a5 = 0.003, 0.004, 0.005, 0.006 at b5 = 0.4. The failure

and repair rates of other subsystems are kept constant as

a1 = 0.005, a2 = 0.005, a3 = 0.001, a4 = 0.002,

b1 = 0.4, b2 = 0.1, b3 = 0.5, b4 = 0.1. The reliability of

the system is calculated with these data and results are

shown in Table 10. This table shows that the reliability of

the system decreases from 0.197 to 0.156 % approximately

with the increase of time. However, it decreases from

0.0215 to 0.0019 % approximately and MTBF decreases

from 338.34 days to 338.27 days when the failure rate

varies from 0.003 to 0.006.

The effect of repair rates of subsystem (L) on the reli-

ability of the system is studied by varying their values as

b5 = 0.3, 0.4, 0.5, 0.6 at a5 = 0.004. The failure and repair

rates of other subsystems are kept constant as a1 = 0.005,

a2 = 0.005, a3 = 0.001, a4 = 0.002; b1 = 0.4, b2 = 0.1,

b3 = 0.5, b4 = 0.1. The reliability of the system is calcu-

lated with these data and the results are shown in Table 10.

This table shows that the reliability of the system decreases

from 0.197 to 0.168 % approximately with the increase of

time. However, it increases by 0.008 % and MTBF

increases from 338.28 days to 338.27 days when the repair

rate varies from 0.3 to 0.6.

Effect of failure and repair rates of subsystems

on the long-run availability of the system

Table 11 shows the effect of change in failure and repair

rates of subsystems on change (%) in the long-run avail-

ability of the system. Table 11 concludes that the change

(%) in the long-run availability of the system is maximum

with the change in failure and repair rate of subsystem A2

and the same is shown in Fig. 3.

Table 11 Effect of failure and repair rates of subsystems on the long-run availability of the system

Change in

repair rate

Change in long-run availability of the system with failure rate

of subsystems (negative)

Change in long-run availability of the system with repair rate of

subsystems (positive)

Sub

system A1

(a1)

Sub

system A2

(a2)

Sub

system A3

(a3)

Sub

system

H(a4)

Sub

system L

(a5)

Sub

system A1

(b1)

Sub

system A2

(b2)

Sub

system A3

(b3)

Sub

system H

(b4)

Sub

system L

(b5)

0.05 0.794 5.162 0.299 0.061 0.547 0.32 5.76 0.03 0.03 0.21

0.1 0.696 2.747 0.268 0.132 0.479 0.40 7.16 0.05 0.06 0.26

0.15 0.620 1.871 0.242 0.130 0.426 0.48 8.55 0.08 0.08 0.32

0.2 0.559 1.419 0.221 0.123 0.384 0.56 9.93 0.10. 0.09 0.37

Fig. 3 Effect of failure and

repair rate of subsystems on

long-run availability of the

system
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Effect of failure and repair rates of subsystems

on the reliability of the system

Table 12 shows the effect of change in failure and repair

rates of subsystems on change (%) in reliability of the

system. Table 12 concludes that the change (%) in reli-

ability of the system is maximum with the change in failure

and repair rate of subsystem A2 and the same is shown in

Fig. 4a, b. Figure 5 shows the effect of failure and repair

rate of subsystem A2 on system reliability (%).

Table 12 Effect of failure and repair rates of subsystems on the reliability of the system

Days Change in reliability of the system with failure rate of subsystems

(negative)

Change in reliability of the system with repair rate of subsystems

(positive)

Sub system

A1 (a1)

Sub system

A2 (a2)

Sub system

A3 (a3)

Sub

system H

(a4)

Sub

system L

(a5)

Sub system

A1 (b1)

Sub system

A2 (b2)

Sub system

A3 (b3)

Sub

system H

(b4)

Sub

system L

(b5)

30 0.703 2.665 0.2820 0.001 0.002 0.790 5.232 0.1013 0.0002 0.000

60 0.701 2.763 0.2813 0.000 0.005 0.786 6.826 0.1007 0.0003 0.002

90 0.701 2.766 0.2813 0.002 0.009 0.786 7.140 0.1007 0.0018 0.003

120 0.701 2.766 0.2813 0.005 0.012 0.786 7.201 0.1008 0.0042 0.005

150 0.701 2.766 0.2813 0.008 0.016 0.786 7.213 0.1008 0.0071 0.006

180 0.701 2.767 0.2813 0.012 0.020 0.786 7.215 0.1007 0.0101 0.007

210 0.701 2.767 0.2813 0.015 0.023 0.786 7.216 0.1008 0.0132 0.009

240 0.701 2.767 0.2813 0.018 0.027 0.786 7.216 0.1008 0.0163 0.010

270 0.701 2.767 0.2813 0.021 0.031 0.786 7.216 0.1007 0.0194 0.012

300 0.701 2.767 0.2813 0.024 0.034 0.786 7.216 0.1007 0.0226 0.013

330 0.701 2.767 0.2814 0.027 0.038 0.786 7.216 0.1008 0.0257 0.015

360 0.701 2.767 0.2814 0.030 0.041 0.786 7.217 0.1008 0.0288 0.016

Fig. 4 a Effect of failure rate of

subsystems on the reliability of

the system. b Effect of repair

rate of subsystems on the

reliability of the system
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Discussion and conclusion

The proposed method is easy for use for in the complex

system having a large number of differential equations and

it helps to compute the long-run availability, reliability and

mean time between failures (MTBF) of the urea synthesis

system of the fertilizer plant. Table 11 concludes that the

long-run availability of the system improved from 5.162 to

9.93 %, while Table 12 concludes that the reliability of the

system improved from 2.767 to 7.217 % by controlling the

failure rate and repair rate of subsystem A2. Thus, the long-

run availability and reliability of the system can be

improved significantly by the proper maintenance planning

of subsystem A2. The other subsystems also affect the

long-run availability and reliability of the system, but these

are lesser effective than subsystem A2. These findings of

this paper are discussed with the management of the plant

and these results are found to be highly beneficial for the

performance evaluation and to enhance the production and

quality of urea.

Open Access This article is distributed under the terms of the

Creative Commons Attribution License which permits any use, dis-

tribution, and reproduction in any medium, provided the original

author(s) and the source are credited.
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