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Abstract

Mobile devices have become ubiquitous not only in the consumer domain but also support the
digitalization of business operations though business apps. Many frameworks for programming
cross-platform apps have been proposed, but only few modeling approaches exist that focus on
platform-agnostic representations of mobile apps. In addition, app development activities are
almost exclusively performed by software developers, while domain experts are rarely involved in
the actual app creation beyond requirements engineering phases.

This work concentrates on a model-driven approach to app development that is also comprehensible
to non-technical users. With the help of a graphical domain-specific language, data model, view
representation, business logic, and user interactions are modeled in a common model from a
process perspective. To enable such an approach from a technical point of view, an inference
mechanism is presented that merges multiple partial data models into a global specification.
Through model transformations, native business apps can then be generated for multiple platforms
without manual programming.
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1 Introduction

Mobile devices have become ubiquitous not only in the consumer domain but also support the
digitization of business operations [37]. In particular since the advent of Apple’s first iPhone
in 2007 [2], a trend towards small-scale applications for specific use cases, so-called apps,
has emerged. Whereas apps are now used in various consumer and business contexts, app
development is still a task exclusively executed by programmers. Other stakeholders and future
users are involved primarily in requirements engineering phases upfront implementation, following
established software engineering methodologies.

However, Gartner predicts that in the next two years, more than half of all business apps for
company-internal purposes will be created using codeless tools [37]. One approach to codeless
app creation is model-driven software development. Modeling such apps can be achieved using
two kinds of notations: On the one hand, a wide variety of general purpose process modeling
notations such as Business Process Model and Notation (BPMN) or Event-driven Process Chains
(EPC) exists [32, 42]. Usually, those models cannot be directly transformed into mobile apps
because of lacking mobile-specific details and semantics. From a technical perspective, these
notations often just represent connected, non-interpretable boxes filled with text. On the other
hand, technical notations such as the Interaction Flow Modeling Language (IFML) are too complex
to understand for domain experts and require software engineering knowledge [33, 45]. In addition,
to adequately model mobile apps, a suitable notation needs to be platform-independent to cover
the variety of platforms and device types.

Many frameworks for programming cross-platform apps have been proposed [12, 10], but only
few modeling approaches exist that focus on platform-agnostic representations of mobile apps.
Existing commercial platforms provide cross-platform capabilities, but usually limited to source code
transformations or partly supported by graphical editors for designing individual views (e.g. [15]).
Model-driven software development [39] instead utilizes app models as input for a partly or fully
automated creation of apps. Various textual domain-specific languages (DSL) [31] such as Mobl,
AXIOM, and MD2 follow this approach [22, 24, 21]. DSLs are suited to cover a well-defined scope,
the so-called domain, and model inherent domain concepts on a more abstract level. However,
a textual representation provides only minor benefits to non-technical users. Textual modeling
is potentially more concise but still feels like programming [44]. Yet, input from stakeholders
with strong domain knowledge is essential to ensure the developed software matches their tacit
requirements [7].

The Münster App Modeling Language (MAML; pronounced ’mammal’) framework aims to alleviate
the aforementioned problems. This paper’s contributions are twofold: First, a model-driven
approach to app development is presented which is also comprehensible for non-technical users.
With the help of a graphical domain-specific language, data model, view representation, business
logic, and user interactions are defined in a common model from a process perspective. Through
model transformations, native business apps can then be generated for multiple platforms without
manual programming. Second, to enable such an approach from a technical point of view, an
inference mechanism is required that merges multiple partial data models into a global specification.
Consequently, the modeler is disburdened from explicit data model specifications that need to be
maintained separately and require knowledge about the application as a whole.

The structure of the paper follows these contributions. After presenting related work in Section 2,
the proposed framework is presented in Section 3. Section 4 explains how to infer a data model
from a set of MAML models. Finally, this report concludes in Section 5 and gives an outlook on
future work.
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2 Related work

The work presented in this paper draws on the scientific fields of cross-platform mobile app
generation, domain-specific visual languages, and schema matching. Regarding cross-platform
mobile apps, different approaches exist that can be grouped into three major categories according
to El-Kassas [12]: Existing source code can be compiled from a legacy application or different
platform, a runtime or virtual machine can interpret a common code base, or app source code
can be generated in a model-driven way from a textual or graphical representation. With regard to
model-driven approaches, a variety of frameworks can be found in academic literature [41]. Only
few of them, such as Mobl [22] and AXIOM [24], set out to cover the full spectrum of structure
and runtime behavior of an app; often providing a custom textual DSL for this means. This paper
builds on previous work on the MD2 framework which focuses on the generation of business
apps, i.e., form-based, data-driven apps interacting with back-end systems according to Majchrzak
et al. [30]. The input model is specified using a platform-independent, textual DSL [21]. After
preprocessing, code generators transform it into platform-native source code [29, 14]. Despite
several development-related improvements in the past years, textual DSLs are generally often
perceived as programming to non-technical users [45]. This barrier to a wide-spread usage of
textual DSLs motivates the need for further abstraction and visual modeling.

Graphical DSLs or visual programming languages exist for several purposes, including process-
related domains such as business process compliance [25] and data integration [35]. Regarding
mobile applications, RAPPT represents a model-driven approach that mixes a graphical DSL
for process flows with a textual DSL for programming [3]; AppInventor encourages novices to
create apps by combining building blocks of a visual programming language [43]. Puzzle takes
development of mobile applications one step further by providing a visual development environment
on the mobile device itself [11]. Although all of these approaches aim at simplifying the actual
programming tasks for novice developers, they disregard non-technical stakeholders.

In contrast, general purpose modeling notations exist to describe applications and process flows.
The Unified Modeling Language (UML) for the domain of software development provides several
standards to define the structure and runtime behavior of an application [34]. One of them,
IFML (succeeding WebML), specifies user interactions within a software system [33]. Cognitive
studies have been conducted, e.g. for WebML, and showed that technical modeling notations
are often considered as complex to understand for domain experts. Problems such as symbol
overload are further aggravated by the combined use of multiple notations in order to describe all
behavioral and structural characteristics [20, 16]. To visualize process flows in general, a variety of
modeling notations exist, e.g. BPMN, EPC, or flowcharts [32, 42, 23]. However, such notations are
often superficial regarding technical specificity, and mobile-related aspects are often not included
because of their general applicability. Modeling approaches specific to the mobile domain rarely
reach beyond user interface modeling. Some approaches explicitly try to incorporate non-technical
users, e.g., through collaborative multi-viewpoint modeling [18]. Others use existing modeling
notations such as statecharts [17] or extend them for mobile purposes, e.g. UML to model context
in mobile distributed systems [38], IFML with mobile-specific elements [6], or BPMN to orchestrate
web services [5].

Schema matching and model differentiation are further relevant fields of research with various
approaches regarding the identification of common structures in models [40]. According to the
classification by Rahm [36], a schema-only and constraint-based approach on element level
is required for the inference of a global data model from multiple input models. For the given
problem of partial models, inference can be limited to additive and name-based approaches.
Enjo and Iijima presented related work on the UML composition of class diagrams [13]. More
sophisticated strategies, e.g. relying on ontologies, might also identify modeling inconsistencies
beyond strict name-based matching [26]. An application related to mobile devices, but focused on
the visualization of data instead of its manipulation, is MobiMash for graphically creating mashup
apps by configuring the representation and orchestration of data services [9].
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In the context of meta modeling, reverse engineering approaches to track meta model evolution
deal with similar problems of inferring object structures [27], and López-Fernández et al. [28]
presented a related idea in order to derive a common meta model from exemplary model fragments.

The commercial WebRatio Mobile Platform is closest to the work presented in this paper as it can
also generate apps from a graphically edited model [1]. However, it has a high entry barrier for
potential non-technical users by relying on the combination of IFML and additional notations. Also,
it does not provide modularized app models with extended mechanisms for inferring data structures
as presented in Section 4. With similar ambitions, companies such as BiznessApps and Bubble
promise codeless creation of apps using detailed configurators and web-based user interface
editors [4, 8]. This work in contrast focuses on a process-centric and platform-agnostic approach
as described next, with a higher level of abstraction than simple drag-and-drop configuration tools.

3 Münster App Modeling Language

The MAML DSL is built around five main principles:

� Domain expert focus: In contrast to technical specification languages, MAML is designed with
a non-technical user in mind; regarding both the actual models and the modeling environment.
Therefore, process modelers or domain experts without software development experience should
be able to understand, create, and modify models without longsome training.

� Data-driven process: MAML models represent a process perspective on business apps, visualiz-
ing the flow of data objects through a sequence of processing steps. Compared to other process
modeling notations, the content and structure of these data objects are explicated in the model.

� Modularization: The scope of a model is one Use Case, a unit of useful functionality comprising
a self-contained set of behaviors and interactions performed by the app user [34]. To support
the domain expert focus, MAML combines data model, process flow, app visualization, and user
interactions in a single model. This opposes software engineering patterns such as Model-View-
Controller [19] that separate such aspects for better maintainability of large-scale software.

� Declarative description: Use cases contain platform-agnostic elements describing what process-
ing activities are possible on the data objects. However, the concrete representation on a mobile
device is not further specified on this abstract level. During the generation phase, sensible defaults
for platform-specific appearances are provided.

� Automatic cross-platform app generation: One major design goal of the MAML framework is its
capability to create fully-functional software for multiple platforms in order to reach a large amount
of users. The graphical model is therefore designed to be interpretable by different code generators
without further need for manual programming. As a result, MAML provides the means for codeless
development of business apps.

Figure 1 depicts a sample use case for adding an item to a publication management system
(enriched with numbered circles for reference in the following paragraphs). The model contains
a sequence of activities, from a start event (1) towards one or several end events (2). In the
beginning, a local or remote data source (3) specifies the data type of the manipulated objects.
Figure 1 depicts the data type ”Publication” to be manipulated within the process steps and which
is managed by a remote server. The modeler can then choose from a variety of (arrow-shaped)
interaction process elements (4), for example to select/create/update/display/delete entities, show
popup messages, or access device functionalities such as the camera and starting a phone call.
Due to its declarative nature, the DSL does not indicate the concrete appearance but typically each
logical process step may be rendered as one view of the app. Furthermore, automated process
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Figure 1: Sample MAML use case “Add publication”

elements (5) represent invisible processing steps without user interaction, e.g. calling RESTful
web services, including other models for process modularization, or navigating through the object
structure (transform).

The navigation between connected process steps happens using an automatically created “Con-
tinue” button. Alternatively, a distinct denomination can be specified along the process connec-
tors (6). To allow for conditional actions, the process flow can be branched out using an XOR
element (7). The condition can either be triggered automatically by attaching an attribute to the
XOR element and evaluating specified expressions, or requires a user decision by providing
respective button captions along the process connectors (such as in the example). To sum up,
the exemplary use case first creates a new entity of type ”Publication”, then edits additional data
before optionally traversing the object structure to the publication’s author and editing his/her data.

The rectangular elements (bottom half of Figure 1) represent the data structure which is relevant
for a particular process. Every process element needs to specify all (and only those) attributes
which are displayed on the screen or utilized in automated processing activities. Attributes (8)
consist of a cardinality indicator, a name and the respective data type. Besides pre-defined data
types such as String, Integer, Float, PhoneNumber, Location etc., arbitrary custom types can be
defined. Consequently, attributes may be nested over multiple levels in order to further describe
the content of such a custom data type. Labels, depicted as rectangle without cardinality and
type information (9), can be added to display explanatory text on screen, and computed attributes
(not illustrated) may be used to output calculations on other attributes at runtime. To assign these
UI elements to a process step, two types of connectors exist: Dotted arrows (10) represent a
consuming relationship whereas solid arrows (11) signify a modifying relationship regarding the
target element. This refers not only to the manifest representation of attribute content displayed
either as read-only text or editable input field. The interpretation also applies in a wider sense,
e.g. web service calls in which the server “reads” an input parameter and “modifies” information
through its response.

Every connector which is connected to an interaction process element also specifies an order
of appearance. Additionally, a human-readable representation of the field description is derived
from the attribute name unless specified manually (10). To reduce the amount of elements to be
modeled, multiple connectors may point to the same UI element from different sources (given
their data types match). Alternatively, to avoid wide-spread connections across larger models, UI
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elements may instead be duplicated to different positions in the model and will automatically be
recognized as being the same element (see Section 4).

Finally, the MAML DSL supports a multi-role concept. The modeler can specify role names (12)
and annotate them to the respective interaction process elements (13). This is particularly useful to
describe scenarios in which parts of the process are performed by different people, e.g. approval
workflows. If the assigned role changes, the process automatically terminates for the first app user,
modified data objects are saved, and the subsequent user is informed about an open workflow
instance in his app. The exemplary use case of Figure 1, the publication might be added by a
researcher or assistant, however, the author information can only be changed by a researcher.

4 Data model inference algorithm

The most important advantage of MAML’s approach is the renunciation of a global data schema
that needs to be modeled and maintained separately. Instead, each process step refers (just) to
the attributes which are required (i.e. displayed or edited) within this particular step. As result of
the modeling activities, only partial models exist that need to be matched on multiple levels: for
each process element individually, for the use case as a whole, and across multiple use cases of
the overall app.

4.1 Partial data model inference

First, separate data models need to be inferred for each process element. The challenge lies in the
unidirectional specification of relationships, i.e. a MAML process element with a given data type
“has a” relationship to an attribute of a specified type and cardinality but there is mostly no explicit
information on the opposite relationship.

Let M denote the set of use case models for which a coherent data model should be inferred. Also,
Dm denotes the set of data types within a concrete model m PM . Then,

Rm Ă Dm ˆ String ˆDm ˆ PpNq ˆ PpNq

denotes the set of relationship tuples between two distinct data types. Within such a tuple
ri “ psi, rni, ti, sci, tciq, the value si represents the source data type of a relationship, rni the
corresponding name, and ti the target data type. A cardinality represents the possible number of
values referred to by a relationship [34], using the notation i..j “ ti, i` 1, ..., ju and n represents
infinity. sci signifies the source cardinality of the relationship and rci the respective target cardinality.

Then, the annotated directed graph Gm :“ pDm, Rmq represents the data model of m with data
types as vertices and relationships as edges. In particular, the graph may contain multiple edges
between the same pair of source and target data types, if the relationship names, the source
cardinalities, or the target cardinalities differ. Whereas the former is a valid modeling option (e.g.,
lectures are held by teachers and attended by students which are both of type ”person”), the
differing cardinalities can be considered as modeling error (cf. Section 4.3).

In addition, let Vm denote the set of primitive types within a concrete model m P M , meaning
atomic values which do not contain any relationships to other data types. Then,

Pm Ă Dm ˆ String ˆ Vm ˆ PpNq

represents the set of property tuples. Accordingly, for a tuple pi “ ppsi, pni, pti, pciq the value psi
represents the source data type that contains a property of the primitive type pti with the name pni

and cardinality psi.
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To apply the above definitions to MAML, a data type is specified either within the data source
element, a process element, or as part of an attribute element. For example, Figure 2 depicts
the visual representations of a remote data source referring to the data type ”Publication” (a), an
update entity interaction process element for the same data type (b) as well as an attribute for the
data type ”Author” (c). In addition, MAML provides a pre-defined list of primitive types (integer,
floating point number, string, location, boolean, date, time, datetime, and file) from which these
data types can be composed.

Figure 2: Specification options for data types in MAML

In order to identify interrelations between data types, three origins need to be considered (cf.
numbered circles in Figure 3): First, a relationship may exist between a process element and an
attached attribute. Second, a nested attribute adds a relationship to the nesting attribute’s data
type. Third, an attribute may be transitively connected to the process element through one or more
computed attributes (e.g., (3) in Figure 3 representing a ”count” aggregation operator), but still
refers to the process element’s data type (unless it has other incoming attribute connectors). MAML
does not differentiate between primitive types and data types with regard to their representation
in the model. Therefore, the aforementioned options might translate to either a relationship or
property of the originating data type.

Figure 3: Attribute relation options in MAML models

The cardinalities which can initially be assigned to a relationship depend on the type of association.
Four main cases can be distinguished:

� Primitive: MAML attributes with primitive data types are trivially converted to single- or multi-
valued properties of the source data type. For example, the connection (2) in Figure 3 translates to
the tuple pAuthor, ”lastName”, String, 0..1q in Pm

1.

1In MAML models, 1 specifies a 0..1 cardinality and n refers to 0..n.
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� Unidirectional: Typically, modeled relationships are unidirectional and can therefore be modeled
only in one direction. Each relationship explicitly specifies a name and cardinality. Because multiple
objects of the source data type might reference the same target object, the unspecified source
cardinality is unknown and must be interpreted as unrestricted with 0..n. In the example, the
connection (3) translates to the tuple pPublication, ”citedBy”, Publication, 0..n, 0..nq in Rm.

� Bidirectional: In contrast to the previous case, bidirectional relationships between data types d1
and d2 are fully specified in the graphical model and provide both source and target cardinalities.
In MAML, this is represented by an additional annotation (containing the name and cardinality for
the opposite direction) along the connecting arrow, e.g., the ”authors” relationship in Figure 3. To
capture the navigability in both directions – and particularly the respective attribute names – in the
graph, a second relationship is inserted with inverted order of data types and cardinalities.

� Singleton: Relationships originating from singleton data types are a variant of the unidirectional
scenario in which the unknown cardinality can be restricted to 0..1 (a maximum of one object can
be set) [19]. In MAML, singleton data types are created when using the singleton data source
element within the process flow.

Two models are considered compatible, if the combined constraints of both models for data type,
name, and cardinality consistency are satisfiable (cf. Section 4.3). As an example, Figure 4 depicts
two compatible MAML models and Listing 1 shows the corresponding graph structure.

Figure 4: Compatible partial MAML models

Listing 1 Exemplary data structure for two compatible models
M “ tm1,m2u

Dm1
“ tBook,Author, Companyu Ź Data types

Dm2 “ tBook,Rating,Authoru
Vm1 “ Vm2 “ H

Pm1
“ Pm2

“ H Ź Properties

r1 “ pBook, ”authors”, Author, 0..n, 0..nq Ź Relationships
r2 “ pBook, ”publisher”, Company, 0..n, 0..1q
r3 “ pCompany, ”books”, Book, 0..1, 0..nq
Rm1

“ tr1, r2, r3u

r4 “ pBook, ”ratings”, Rating, 0..n, 0..nq
r5 “ pBook, ”authors”, Author, 0..n, 0..nq
Rm2 “ tr4, r5u
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4.2 Merging partial data models

By using an associative and commutative merging operation, all partial models can be merged
iteratively or simultaneously into a single global data model Gg before identifying modeling incon-
sistencies as described in Section 4.3.

First, all distinct data types and primitive types can be aggregated from the considered source
models directly:

Dg “
ď

mPM

Dm (1)

Vg “
ď

mPM

Vm (2)

Second, relationships from each model m are added to Rg if there is yet no relationship between
both data types, or (given that source and target data type match) the name or source cardinality,
or target cardinality of the relationship differs. Due to the representation of Rm as set of tuples, this
boils down to the union of all relationship sets of the source models:

Rg “
ď

mPM

Rm (3)

Properties of the source models are likewise merged:

Pg “
ď

mPM

Pm (4)

Applied to the example of Figure 4, the relationship r5 is equivalent to r1 and therefore ignored.
The resulting graph structure is depicted in Listing 2 and the corresponding UML class diagram in
Figure 5.

Listing 2 Exemplary merged data structure of two compatible models
Dg “ tBook,Author, Company,Ratingu
Vg “ H

Pg “ H

r1 “ pBook, ”authors”, Author, 0..n, 0..nq
r2 “ pBook, ”publisher”, Company, 0..n, 0..1q
r3 “ pCompany, ”books”, Book, 0..1, 0..nq
r4 “ pBook, ”ratings”, Rating, 0..n, 0..nq
Rg “ tr1, r2, r3, r4u

Figure 5: UML class diagram of the merged model
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4.3 Consolidation and error identification

Whereas the previous merging step has aggregated all partial models, the resulting global data
model might be invalid. For example, both partial models in Figure 6 are valid on their own and
can be merged according to equations (1) to (4). However, they are called conflicting because
merging those models results in a global model that is semantically invalid. Generally, two types of
modeling errors can be observed:

� First, a type error exists if any source data type in the graph has two properties or relationships
of the same name pointing to different target data types, i.e. not conforming to

@ri, rj P Rg | si “ sj , rni “ rnj : ti “ tj (5)

@pi, pj P Pg | psi “ psj , pni “ pnj : pti “ ptj (6)

� Second, a name conflict exists if the same name is assigned more than once to relationships
and properties for the same source data type, violating

@ri P Rg, pj P Pg | si “ psj : rni ‰ pnj (7)

� Third, a cardinality conflict exists if two relationships with the same name differ with regard to
their cardinalities for any pair of data types, i.e. violating any of

@ri, rj P Rg | si “ sj , rni “ rnj , ti “ tj : sci “ scj (8)

@ri, rj P Rg | si “ sj , rni “ rnj , ti “ tj : tci “ tcj (9)

A cardinality conflict also exists if two properties with the same name differ with regard to their
cardinalities for any pair of primitive types, i.e. not conforming to

@pi, pj P Pg | psi “ psj , pni “ pnj , pti “ ptj : pci “ pcj (10)

Figure 6: Conflicting partial MAML models

Type errors and name conflicts according to (5) to (7) cannot be resolved automatically and need
to be corrected by the modeler. For instance in Figure 6, the inference mechanism cannot decide
whether the ambiguous target data type of the ”publisher” attribute should be set to ”Company” or
”Person”.

In case of cardinality conflicts violating (8) to (10), the modeler should be warned, but automatic
resolution is possible. For each pair of relationships ri, rj P Rg with matching source data type,
target data type, and name, the cardinality for each side of the association can be calculated as
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the intersection between the conflicting cardinalities. The cardinality is calculated accordingly for
each pair of properties pi, pj P Pg with matching source data type, target data type, and name.
For the example of Figure 6, the target cardinality 0..n X 0..1 “ 0..1 is assigned to the ”author”
attribute. Although bidirectional relationships are modeled as two separate tuples, this causes no
harm because the resolved cardinality satisfies all constraints.

As a result, the inference algorithm can be applied to partial models of different granularity (first
within a single MAML model, then across models) in arbitrary order, and can both serve to validate
model correctness and derive a global data model required for software generation and database
schema creation.

5 Conclusion and Outlook

In this work, the MAML framework was introduced to alleviate the problems of programmer-focused
mobile app development. In future, apps can instead be modeled codelessly by domain experts
using a declarative graphical DSL. However, as opposed to visual configuration tools or low-level
GUI editors to specify the position of user interface elements on a screen canvas, MAML focuses
on a process-centric definition of apps. Using abstract and platform-agnostic process elements, it
hence aligns with the business perspective of managing processes and data flows.

In particular, a data model inference mechanism was presented that enables a multi-level aggrega-
tion of partial data models into a global data schema. In addition, the combined model allows for
real-time validation and consistency checks due to formal constraints on data type and cardinality
consistency. This inference mechanism is essential for implementing model-driven techniques
that require globally specified data models. MAML therefore achieves the desired balance of
abstracting programming-heavy tasks to process flows of moderate complexity while keeping the
technical expressiveness required for automatic source code generation.

Ongoing work focuses on an empirical evaluation to support the advantage of MAML over the
related technical IFML notation, specifically with regard to its understandability by domain experts.
Also, the MAML editor is further developed in order to feed back information from the inferred
global data model into the modeling environment and provide the modeler with improved features
for naming suggestions and real-time checks within the individual use case models.

Concerning a more general aspect that constitutes future work, applying the prototype to real-world
problems might reveal further need for improvements. For example, data flow variations are
currently limited to XOR elements due to the sequential proceeding on smartphone displays but
might be extended if requested by practitioners. Furthermore, the platform-agnostic principle
of MAML allows for its application to mobile devices beyond smartphones and tablets which
opens up new possibilities for integrating business apps in everyday work practices. Regarding
the emergence of novel devices such as smart watches, interesting questions arise concerning
best practices for modeling and implementing apps on such devices with different input/output
capabilities and user interaction patterns. Finally, it might be investigated to which extent previously
existing process documentation can be reused to simplify app creation. For example, model to
model transformations from/to other process modeling notations such as BPMN could be used
to convert existing models into MAML use cases and just enrich them with missing pieces of
information such as data objects.
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