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This paper addresses a general class of nonpreemptive resource-constrained project schedu-
ling problems in which activity durations are discrete fiinctions of committed rer.ewable and 
nonrenewabe resources. We provide a 0-1 problem formulation and stress the irriportance of 
the outlined model by giving applications within production and Operations Management. 
Furthermore, we prove that even the problem to derive a feasible Solution is JVP-complete. As 
a consequence, Solution procedures proposed so far suffer from severe drawbacks: Exact pro-
cedures can only solve very small instances to optimality, while heuristic Solution approaches 
fail to generate feasible solutions when problems become highly resource-constrained. Hence, 
we propose a new local search methodology which first tries to find a feasible Solution and 
second performs a single-neighbourhood search on the set of feasible mode-assignments. In 
order to evaluate the new procedura we perform a rigorous computational study on the 
ProGen benchmark-set which is available in the open literature. The experiment includes a 
comparison of our procedure with other recently proposed heuristics. 

Keywords: Resource-constrained project scheduling; Multiple execution modes; Nonrenew-
able resource constraints; TVP-complete feasibility problem; Local search. 

1. Introduction 

We consider a project consisting ofy-l,...,Jactivities, a set of R renewable resources and a set 

of N nonrenewable resources. Renewable resources have a limited capact' / of Kr > 0 units per 

period, nonrenewable resources are restricted to Kr > 0 units for the wh le planning horizon. 

An activity j is executable in one of its m=\,...,Mj modes. The mode r, determines uniquely 

the duration djm, the resource usage per period w.r.t. each renewable res mrce kjmr > 0, and the 

resource consumption w.r.t. each nonrenewable resource kjmr > 0, resr ;ctively. Activities are 

interrelated by technological or so-called precedence relations and b> the mutual demand of 

scarce resources. A feasible Solution of the problem is to schedule ea ;h activity in one of its 

modes such that the precedence constraints and all resource constraints are maintained. 

The outlined problem is a very general one and embodies a wide ränge of scheduling prob­

lems. Especially, the multi-mode and the single-mode Version of the resource-constrained 

project scheduling problem (RCPSP), job shop and flow shop type problems as well as 

scheduling problems with one and multiple parallel machines are ncluded. Furthermore, the 

problem is important within automated manufacturing systems [»;f. e.g. Kusiak (1990) and 

Blazewicz / Finke (1994)]. Here, tasks with alternative process pl;jis are given. Each process 

plan specifies machines, tools, material handling carriers as well as their sequences. Finally, 

Kolisch (1994a) shows that the outlined problem also arises within Production Planning and 

Control systems and Leitstand-systems. 

Unfortunately, the problem is intrinsic hard to solve. Incorporating different modes into a 

given problem setting enlarges the Solution space [cf. Ahn / Kusiak (1991) and Li / Willis 

(1991)] which makes it difficult to find good solutions. Additionally, we will see in the next 

section that it becomes a formidable task to derive feasible solutions when there are two or 

more (highly constrained) nonrenewable resources. 

On account of this urgent need for Solution strategies able to generate feasible and good so­

lutions with a polynomial-bounded effort, we will prese-.it a very general local search 

methodology designed for problems with highly constrained nonrenewable resources. It can 
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serve as a framework for different local search heuristics and can easily be adapted to handle 

different objective functions. 

The remainder of this paper is organised as follows: In the next Section we will provide a 

0-1 programming model of the stated problem and proof the hardness of the feasibility prob-

lem for |jV" > 2. Afterwards we will give a review of so-far available Solution procedures. In 

Section 4 we will propose our three-phase Solution methodology. Section 5 will report about 

the results of a detailed computational study where we benchmarked our procedure and three 

heuristics from the literature on the ProGen instance-set. Section 6 is reserved for final con-

clusions. 

2. Model and Complexity Results 

In order to model the multi-mode multiple resource-constrained project scheduling problem 

(MRCPSP) we assume w.l.o.g. that activities are topologically ordered, i.e. each activitiy j has 

an activity numbir which is larger than the number of all its immediate predecessors i e Pj 

and that we have i unique dummy Start and finish activity, j=l and j=J, each only performable 

in a single mode a sociated with zero duration and zero resource demand, respectively. For all 

other activities we issume that modes are sorted with non-decreasing duration. Given an Up­

per bound T on the processing time of all activities, earliest and latest finish times, EFTj and 

LFTj, are calculated for each activity j by traditional forward and backward recursion using 

the shortest possible iurations for activities. Introducing the binary decision variables xjmt = 1, 

if activity j is schedu ed in mode m to finish at the end of period t, 0 otherwise, we may for-

mulate the following i lodel [cf. e.g. Talbot (1982)]: 

M LFTj 
L Z xjmt= 1 j= (1) 

m= 1 t=EFTj 

Mi LFTj M- LF r; 

S Z tximt— A. (t ~ djrn) Xjmt (2) 
m= 1 t=EFTj m= 1 t=E rj 

J-l M- t+djw-l 
^ kjmr ^ • xjjfii — F • f s R, (3) 

7=2 W=1 z—t 

J-l M LFTj 
X f kjmr Z xjmt ^Kr reN (4) 

7=2 m=\ t=EFTj 

Xjmt e {0,1} j=\,...J,m=\,...,Mj,t=EFTj,...,LFTj (5) 

Constraint set (1) ensures thar each activity j= is performed in one of its modes and is 

finished within its time windov. [EFTj, LFTj]. Constraints (2) represent the precedence rela-

tions. The period capacity of the renewable resource types is maintained by constraint set (3). 
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The constraints (4) limit the total resource consumption of nonrenewable resources to the 

available amount. Finally, (5) defines all decision variables to be binary. The commonly used 

objective function for (l)-(5) is the minimisation of the makespan 

LFTJ 
minimise(j)= X txJ\t (6) 

t=EFTj 

Other objective functions, e.g. the minimsation of the mean flow time or the maximisation of 

the net present value can be found in Slowinski (1989). 

The problem (l)-(6) is one of the most general and most difficult (project) scheduling prob­

lems. As a generalisation of the well-known job shop problem it belongs to the class of NP-

hard problems [cf. Blazewicz et al. (1983)]. We will now prove that even the feasibility prob­

lem of the MRCP SP is already iVP-complete. To do so, we decompose the multi-mode prob­

lem into two subproblems: the mode-assignment problem (MAP) and the well-known (single-

mode) resource constrained project scheduling problem (RCPSP) [cf. e.g. Patterson / Roth 

(1976)]. In order to model the MAP, let us introduce the binary decision variables 

yJm = 1 if mode m is assigned to activity j, 0 otherwise. We can now State the MAP as follows: 

Is there a feasible mode-assignment, i.e. a vector of variables yjm such that constraints (7) - (9) 

hold? 

M-
E = 1 _/=!,-./ (7) 

7W=1 

J H 
Z £ kjmr yjm < Kr r eJV (8) 
j= 1 m= 1 

yjm e {0,1} j=\,...J,m=\,...,Mj (9) 

Constraint set (7) assures that to each activity exactly one of its modes is assigned while the 

constraints (8) limit the Overall consumption of nonrenewable resources to the available 

amount. 

Theorem: The MAP is NP-complete for \N\ > 2 and Mj >2,\<j<J. 

Proof: The MAP is in NP since the feasibility of any mode-assignment M=(|a(l),...,|i(J)), 

where mode p(/) is assigned to activity j, can obviously be checked in polynomial time. To 

prove that the MAP is iVP-complete we polynomially transform the knapsack problem, which 

is known to be iVP-complete [cf. Garey / Johnson (1979)], to the MAP. 

The knapsack problem can be stated as follows: Given a finite set U with elements u, \<u<\U\, 

a size s(u) e Z+, a value v(u) e Z+, for each u e U, a size B and a size D, is there a subset 
U' e U such that X s(u) < B and Z v(u) > D hold? 

ueU' ueU' 

The transformation of the knapsack problem to the MAP is straightforward: Each non-dummy 

activity represents one element out of U and has two modes, respectively, i.e. J =161+2, 
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Mj =2, 1 <j <J, and Mj =\,je{\J}. The subset U' is defined by the activities to which the 

first mode has been assigned, respectively. Furthermore, the two constraints of knapsack are 

depicted by two nonrenewable resource constraints, i.e. |7V] =2. The first constraint can be 

employed straightforward. Hence, w.r.t. resource r=l, the availability is K\ =B, and for each 

activity j=2,...iJ-l the resource consumption of the first mode equals kj\ \ =s(u) while the re­

source consumption of the second mode is zero, i.e. kj2\ =0. The second knapsack constraint 

is depicted by multiplying it with "-1". That is, w.r.t. resource r=2, the availability arises to 

K2 - -D, and for each activity j=2,...J-l the resource consumption of the first mode equals 

kj\2 = -v(u) while the resource consumption of the second mode is zero, i.e. kß2 =0. As de­

fined in Section 1, resource availability and consumption are restricted to non-negative values. 

This requirement is met by adding | U\ -max {v(z)|ze U] to both sides of the second nonrenew­

able resource constraint. Hence, for resource r=2 we end up with an availability of 

K2 =\U\-max{v(z)\zeU}-D. The resource consumption for each activity j=2,...,J-\ is 

kj\2 =max{v(z)|ze U}-v(u) when performed in the first mode and kj22 = max{v(z)\ze U} when 

done in the second mode. Consequently, each instance of the knapsack problem can be poly-

nomially transformed to an instance of the MAP. A Solution of the latter polyniomally con-

verts to a Solution of the further as follows: If the first mode has been assigned to activity 

j= 2,...J-\, i.e. p.(/)= 1, the corresponding u is in U'. This proves the iVP-completeness of the 

MAP and hence the iVP-completeness of the feasibility problem of the MRCPSP. • 

3. Review of Solution Procedures 

3.1 Optimal Procedures 

Optimal procedures for solving the MRCPSP have been presented by Talbot (1982), Patterson 

et al. (1989), Speranza / Vercellis (1993), Sprecher (1994), and Sprecher et al. (1994). 

Talbot (1982) was the first who presented an enumeration scheme in order to solve the 

MRCPSP to optimaltiy. Patterson et al. (1989) refmed this method by the introduction of a 

precedence tree which allowed a systematic enumeration of mode-assignments and Start 

times. Their procedure solved the 536 ProGen benchmark-instances [cf. Subsection 5.1] in an 

average computation time of 74.10 CPU-seconds on an IBM RS/6000 320 Workstation [cf. 

Kolisch et al. (1995)]. 

Sprecher (1994) enhanced this approach by four dominance criteria and one feasibility 

bounding rule. This lowered the computational effort to an average computation time of 0.71 

CPU-seconds on the same Computer. 

Speranza / Vercellis (1993) proposed a depth-first oriented brauch and bound procedure 

with a precedence-based lower bound. It has been shown by Hartmann / Sprecher (1993) that 

for \R\ > 2 this algorithm may not find the optimal Solution and ,moreover, that for instances 

with |iV) > 1, the algorithm may even be unable to determine an existing feasible Solution. 

Finally, Sprecher et al. (1994) extended the concept of delay alternatives as employed by 

Demeulemeester / Herroelen (1992) for the Single mode RCPSP to mode- and delay-alterna-

tives. Their Implementation solves the ProGen instances in an average of 0.53 CPU-seconds 

on an IBM-compatible 386-DX personal Computer with 40 MHz clockpulse. Despite this en-
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couraging results it has to be recalled that exact algorithms in general fail to solve problems 

with more than 15 activities. Hence, even for small size problems they are of limited use. 

3.2 Heuristic Procedures 

Heuristic Solution procedures for the MRCPSP have been provided by Talbot (1982), Drexl / 

Grünewald (1993), Slowinski et al. (1994), and Özdamar / Ulusoy (1994). Solution methods 

for the MRCPSP with |7V|=0, i.e. without nonrenewable resource types, were addressed in 

Dell'Amico (1990) and Boctor (1994a,b,c). 

Talbot (1982) recommends his exact method as truncated enumeration procedure which ba-

sically results in a priority-rule-driven serial scheduling method. Drexl / Grünewald (1993) 

proposed a regret-based biased random sampling approach which jointly employs a serial 

scheduling scheme and the SPT priority rule. Noteworthy is the fact that the Start time of a 

chosen activity is determined w.r.t. precedence constraints only. Feasibility w.r.t. resource 

constraints is checked only for the final schedule. The heuristic has been tested extensively on 

100 instances with 10 activities, a network complexity of 1.5, three renewable and one non­

renewable resource types as well as different measures of resource scarcity. The best results 

were obtained with a probability mapping parameter of a=2. The sample size - relying on the 

scarcity of resources - varied between 202 and 3779 in order to generate 100 feasible solutions 

for each problem, respectively. Depending on the scarcity of resources, an average 

Performance of no more than 3.5% deviation from the optimal objective function value has 

been documented. The Solution time varied between 17 and 321 CPU-seconds on an IBM 

compatible personal Computer with 8086 processor and 10 MHz clockpulse. 

Slowinski et al. (1994) proposed a decision support system for a multiple objective 

MRCPSP which embodies three different Solution strategies: A single-pass approach, a multi-

pass approach, and simulated annealing. The core of all Solution strategies is a precedence-

feasible activity list derived with one of 12 priority rules. The single-pass approach determi-

nistically selects the next activity on the list and schedules it in the shortest resource-feasible 

mode at the earliest period possible. Contrary, the multi-pass approach randomly selects one 

of the next c precedence-feasible activities of the list for scheduling. Finally, the simulated 

annealing heuristic employs the activity list in order to represent a Solution. The objective 

function is then calculated by applying the Single pass approach. A new neighbour is derived 

by interchanging the rank of two activities which are not precedence related. The DSS has 

been mainly proposed as a prototype and hence no rigorous computational experiments are 

reported. 

Very recentyl Özdamar / Ulusoy (1994) presented a constraint-based approach to solve the 

MRCPSP. They employ a parallel scheduling method in order to decide via so-called essential 

conditions which activity-mode pairs have to be scheduled. More precisely, at each schedule 

time, all combinations of feasible activitiy-mode sets are enumerated. A combination consists 

of precedence-feasible activities performed in exactly one resource-feasible mode. For each 

combination the increase above a lower bound of the project's makespan is calculated. The 

combination which induces the smallest increase above the lower bound is then scheduled by 

applying the essential conditions. The procedure has been tested on a set of 95 instances with 
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20 to 57 activities, 1 to 6 renewable and one nonrenewable resource type. The constraint-

based procedure yielded an average increase over the precedence-based lower bound of 59%. 

The average computational requirement varied between 20 and 25 CPU-seconds on an IBM 

70/386 PS2 Computer. Piain priority mies which where applied for comparison purposes 

yielded an average devitation of 65% within 7-9 CPU-seconds. The constraint-based approach 

has two disadvantages: First, the worst time complexity of the procedure is exponential. 

Second, it is not suited for solving MRCPSP's with scarce nonrenewable resource types since 

it does not provide any special mechanism in order to achieve feasibility w.r.t. constraint type 

(5). 

Boctor (1994a,b,c) developed three Solution strategies for the MRCPSP with renewable re­

source types only. The first heuristic given in Boctor (1994a) is a single-pass approach which 

employs a parallel scheduling sr^eme. An activity is in the decision set if all its predecessors 

are finished and it can be starteu at least one of its modes at the current schedule time. Out 

of the decision set activities are chosen in the order given by the MSLK priority rule and 

scheduled in the mode with shortest duration. In Boctor (1994b) all possibe activity-mode 

combinations which can be entirely started at the schedule time are evaluated by applying a 

lower bound on the increase of the makespan. Finally, Boctor (1994c) performs a simulated 

annealing procedure similar to the one proposed by Slowinski et al. (1994). On his own set of 

240 test problems, with 50 and 100 activities and up to 4 renewable resources, Boctor reports 

an average percentage deviation from the precedence-based lower bound of 36.8% for the 

single-pass procedure presented in (1994a), of 34.4% for the heuristic presented in (1994b), 

and of 26.5% for the simulated annealing method given in (1994c). Computation times are not 

reported. Nevertheless, while the running time of the single-pass heuristic should be quite 

modest, the enumeration and evaluation of all possible activity-mode combinations within 

Boctor (1994b) should take substantial more time. For simulated annealing it is theoretically 

well-known and has been experimentally shown by van Laarhoven et al. (1992) that conver-

gence to optimality may be achieved at the price of exponential running times. 

4. A Local Search-Based Heuristic 

It has been shown above that the feasibility problem of the MRCPSP belongs to the class of 

TVP-complete problems. Thus, for heuristics it is severely difficult to generale even feasible 

solutions, a fact which has been pointed out by Drexl / Grünewald (1993). The literature re-

view of the last section revealed that there are currently no heuristics available to handle 

problems with highly constrained nonrenewable resources. This knowledge has been the pri-

mary motivation when designing the Solution methodology which will be presented in the 

sequel. The main idea is to decompose the MRCPSP into two problems: the MAP and the 

RCPSP. Let the mode-assignment M be a J-tuple M:=(fi(l),...,|j.(J)) which assigns to every 

activity j a unique mode Further, let the schedule S be a J-tuple S\=(FT\,...,FTj) which 

assigns to every activity j a unique finish time FT}. Now a Solution for the MRCPSP is de-

fined by a mode-assignment M and a schedule S which we will denote by (M,S). We now pro-

pose the methodological framework given in Table 1. 
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(I) Construction Phase: Generation of an Initial Solution 

Generate an initial mode assignment M 

Given M, generate a schedule S with a fast heuristic for the RCPSP 

IF the Solution (M,S) is feasible THEN 

Save it as the so-far best Solution, (M*,S*):=(M,S) 

ELSE 

GOTO (IV) 

(II) Local Search Phase: Improvement of the Mode-Assignment 

FOR a prescribed number of iterations DO 

Move from the feasible mode-assignment M to a feasible neighbour M' 

Given M', generate a schedule S' with a fast heuristic for the RCPSP 

IF <|)(M',Sr) < THEN 

Save it as the so-far best Solution, (M*,S*):=(M',S') 
SET M:=M' 

(III) Intensification Phase: Improvement of the Schedule 

Given - <*, generate a schedule S with a near-optimal heuristic for the RCPSP 

IF THEN 

Save it as the so-far best Solution, (M*,S*):=(M*,S) 

(IV) Stop 

Table 1: Outline of the Solution Methodology 

Foliowing Papadimitriou / Steiglitz (1982) we can outline our Solution methodology as fol­

lows: In (I), the starting point of the search is generated by the Initialisation. A Solution is 

represented by a feasible mode-assignment vector M. The cost function associated with a So­

lution is gained by applying any fast heuristic for the RCPSP to M. In (II), a single neighbour 

of M is generated, evaluated, and stored as current Solution. This is done for a prescribed 

number of neighbour-moves. Finally, in (III) we use the best mode-assignment obtained in (II) 

in order to derive an improved cost function by means of a near-optimal RCPSP-heuristic. 

Before looking at details of our procedure we want to stress the fact that the outlined Solu­

tion methodology is a very general local search strategy. The way described it is a Single 

neighbourhood search where exactly one neighbour Solution is created and evaluated within 

each pass. Note that a new neighbour replaces the old Solution regardless of the objective 

function. Given this very basic, but also very general framework, we can now apply many lo-

cal-search-based Solution strategies to the MRCPSP. 

Let us now focus on two crucial points of the outlined method: The first is the generation of 

a feasible mode-assignment M within phase (I), the second is the move from a feasible mode-

assignment Mio a (feasible) neighbour M' within phase (II). Let us Start with the first topic. 

4.1 The construction phase: Generation of an initial Solution 

An inital mode-assignment M is generated in two basic steps: First, to each of the activities 

the mode with the smallest relative resource consumption is assigned. Second, the left-over 
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capacity of nonrenewable resources is allocated to the most promising activities in order to 

reduce the makespan. Let us use the following notation: 

SJ set of activities to which a mode has already been assigned, 
NJ set of activities to which a mode has not been assigned, 
nKr left-over capacity of the nonrenewable resource r, 
RCjm relative (nonrenewable) resource consumption of activity j in mode m, 
SRCj smallest relative resource consumption of activity j, 
LRC largest relative resource consumption, 
Mj) ordinal position of activity j within priority list X 

The left-over capacity and the relative resource consumption of nonrenewable resources are 

defined as: 

7lKr =Kr - X kj^Qjr (10) 
jeSJ 

RCjm = Ŷ  dl) 
reN T 

We can now give the following formal description of the inital mode-assignment procedure 

(Init-MA): 

Init-MA 

INITIALISATION: SJ:= 0; NJ:={l,...J}; nKr\=Kr V r e N; 
CALCULATE RCjm,j e NJ, m e {1 

(1) FOR n=\ TO/DO 
SRC/= min{ RCjm | 1 <m<Mj},j <E NJ; 
LRC:= max{ SRCj \j e NJ}; 
j*:= min{; | SRCj := LRC,j e NJ}; 

min{ m | RCj*m = SRCj*, 1 <m<Mj* }; 
SJ:=SJv {/*}, NJ:=NJ\ {/*}; UPDATE %Kr Vre N, RCjm,j e NJ, m e {1,...,^}; 

(2) IF %Kr < 0 3 r e N, STOP 
PERFORM forward recursion; SET LFTf.= EFTj, PERFORM backward recursion; 
SET Sj\=LFTj-EFTj, 1 <j <J; SORT activities according to non-decreasing sj\ 
STORE the activity order in the list X(J), 1 <j <J; 

(3) FOR n—\ TO /DO 

WHILE TM > 1 DO 
IF nKr - kjmr+kjpQy > 0 V r e N THEN 

UPDATE nKr V r e N; 

Stop: IF 7iKr > 0 V r e N THEN A feasible mode-assignment Mhas been generated; 

Init-MA works as follows: At the beginning, to none of the activities a mode has been as­

signed. Consequently the set SJ is empty and the left-over capacity of every nonrenewable re-
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source equals its overall capacity, respectively. Afterwards in Step (2), for every activity with 

a not yet assigned mode, the relative resource consumption for each mode is calculated and 

the activity which maximises the minimum relative resource consumption is selected. To this 

activity the mode with the smallest relative resource consumption is assigned. In case of ties, 

the lowest labelled activity and mode are selected, respectively. Finally, the set of activities to 

which a mode has been assigned and the left-over capacities of nonrenewable resources are 

updated. The idea why we select the activity which maximises the minimum relative resource 

consumptions is as follows: From constraint (1) we know that each activity has to be 

performed in exactly one of its modes. Obviously, the mode with the minimum relative 

resource consumption is the best way of performing an activity in order to save nonrenewable 

resource capacity. Hence, by choosing the activity which maximises the minimum relative re­

source consumption we decrease the left-over capacity of nonrenewable resources by an un-

avoidable amount as early as possible. This way the scarce resources are reflected properly in 

order to direct a feasible assignment of the not-yet assigned activities. 

After a mode has been assigned to each of the activities, it might be the case that there is 

still left-over capacity of nonrenewable resources. To allot this capacity efficiently w.r.t. our 

objective of minimizing the makespan we rank the activities within step (2) in the order of as-

cending slack as calculated by traditional forward and backward recursion with each activity 

in the currently assigned mode. Thus, the first activity to be considered has the minimum 

slack of all activities. Now in step (3), to each activity on the list it is tried to assign the next 

smaller indexed mode until the first labelled mode is reached or a mode becomes infeasible 

w.r.t. nonrenewable resource constraints. 

Observation 1: For |iV|=l, Init-MA always creates a feasible mode-assignment if one exists. 

Proof: Obvious, since for each activity the mode with smallest resource consumption is 

chosen. • 

Observation 2: For the nonrenewable resource-unconstrained case, Init-MA assigns to each 

activity its mode with shortest duration. 

Proof: Obvious. • 

4.2 The Local Search Phase: Improvement of the Mode-Assignment 

We define the neighbourhood of a feasible mode-assignment M as follows: For exactly one 

activity j, 1 <j <J, we change the current mode assigned to j from JI(/) to m, 1 < m, p(/) < Mj, 

If the new mode-assignment is feasible we stop with the new neighbour M'. Other-

wise we carry on changing modes for yet not selected activities. Thereby, to each activity a 

new mode can only be assigned once. This way we end up with two possible results: Either 

we obtain a new feasible mode-assignment where to a non propper subset of the activities a 

new mode has been assigned or we cannot reach a feasible mode-assignment. 

The question is now which modes we want to assign to which activities. A quite straight-

forward way is based on the following considerations: W.r.t. the last schedule generated, for 

each activity j, 1 < j < J, a modified slack cy which takes into account precedence as well as 

resource constraints is calculated. This can be done with the method given by Wiest (1967) 



-10-

which is reproduced in the Appendix. Now, if the constraints (3) are relaxed, we obtain for a 

mode-switch of one activity a change of the objective function as follows: Let \j,m\ denote the 

pair of the new mode m, 1 < m < Mj, which can be assigned to activity j, 1 <j < J. 

Then, the duration difference Ad(j,m) induced by assigning mode m to activity j can be written 

as: 

Ad{j,m) -djm-djyi(j) 1 < m, |i(/') ^ rn*\i(j) (12) 

Under the assumption of relaxed renewable resource constraints the difference for the 

makespan AT arises to: 

Now, the mode-switch associated with the maximum reduction of the makespan is performed. 

If the mode-switch causes an infeasible mode-assignment, we have to decrease the resource 

consumption of at least one other activity. Specifically, activities have to be chosen where a 

mode-switch frees resources currently causing infeasibility and does not create negative left-

over capacity w.r.t. the other nonrenewable resources. Let us define N' to be the subset of 

nonrenewable resources currently causing infeasibility, i.e. N' = {r \ r e N, nKr < 0}. Then, 

the number of nonrenewable resource units AMj,m) freed when assigning mode m to activity j 

can be written as follows: 

Let us now introduce the following additional notation: 

AJ the set of available activities, 
AM(j) the available modes of activity j, 
JM\ the activity-mode set 1, i.e. the set of activity-mode pairs \j,ni\ which can be chosen to 

improve the objective function value, 
JM1 the activity-mode set 2, i.e. the set of activity-mode pairs \j,m] which can be chosen to 

regain feasibility, 

with the following definitions: 

AM(j)={\,...,Mj) H-0) 
JM\ | j e AJ, m e AM{j)} 
JM1 ={\j,m\ | \j,m\ e JM\, Ak(j,m,r) > 0 V r eN', Ak(j,m,r)+nKr > 0 Vre N\N'} 

(13) 

Ak(j,m) = Z (kj^y-kjmr) 
rsN' 

1 < m, JJ.(/') < Mj, m*[i(j) (14) 

The procedure Generate New Neighbour (Gen-New-N) can now be presented formally: 
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Gen-New-N 

Initialisation: READ M=(p.(l),...,|^(J)); AJ\- {1,...,J}; CALCULATE AM(j), 1 <j <J; 
CALCULATE 7iKr \f r <= N; N':=0; CALCILATE JMLJM2; 

(1)UPDATE AT(j,m) V \j,m] e JMl; 
ATmm:=mm{AT(j,rn) | \j,m\ e JM\}; 

| AT(j,m)=ATm'", \j,m] e JMl}; 
AJ:=AJ\ {/*}, UPDATE iiKr V r e N, UPDATE N', JMl, JMl; 

IF N'=0 THEN STOP; 

(2) IF JM1=0 THEN Stop; 
UPDATE Ak(j,m) V [j,m] e JMl; 
Akmax: =max{Ak(j,m) \ \j,m\ e JMl}; 
\j*,m*]:={[/,m\ | AMj,m)=Akrnax^ (y?w] e JMl}; 
\i(j*y.=m*; AJ:=AJ\ {/*}; UPDATE %Kr Vre#; UPDATE N', JMl; 
IF jV'=0 THEN stop ELSE GOTO (2); 

Stop: IF N-0 THEN a new feasible mode-assignment Mhas been generated; 

Gen-New-N starts with every not currently assigned activity-mode pair as an element of the 

activity-mode set JMl. In step (1), the activity-mode pair which - under the assump-

tion of relaxed renewable resource constraints - gives way to the largest improvement of the 

objective function is chosen out of JMl. In case of ties, the lowest activity number is used as 

the first and the lowest mode number is used as the second tie-breaker. Activity j* is removed 

from the set of available activities AJ. Afterw rds, the left-over capacities of the nonrenew­

able resources iiKr, the set of nonrenewable re sources currently causing infeasibility N', and 

the activity-mode sets JMl and JMl are update d, respectively. If the new mode-assignment is 

feasible, Gen-New-N is fmished, otherwise step (2) is performed. 

Herein, activity-mode pairs of JMl, a subset of JMl, are choosable. These are all pairs for 

which activities have not yet been selected and a mode-change does fulfil the following two 

nonrenewable resource requirements: It does not increase the resource consumption w.r.t. 

currently infeasible resources and it does not alter currently feasible resources to become in-

feasible. The activity-mode pair [j*,m*\ which frees the most resources currently causing in­

feasibility is selected. Again, in case of ties the pair with the lowest activity (mode) number is 

selected. Activity j* is removed from AJ and updating of the left-over capacities as well as the 

sets N\ JMl, and JMl takes place. Step (2) is continued until either feasibility is regained or 

the set of choosable activity-mode pairs JMl is empty and hence Gen-New-N has to be 
fmished with an infeasible mode-assignment. 

4.3 Numerical Example 

In order to clarify the details of the outlined Solution methodology let us consider the example 

problem provided in Figure 1 and Table 2, respectively. 
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Figure 1: Ne work of the Example Problem 

J 1 2 3 4 5 6 7 

m 1 1 2 1 1 2 1 1 2 1 

djm 0 4 5 2 3 5 2 2 4 0 

kjml 0 2 i 1 3 1 1 2 1 0 

kjml 0 3 1 0 4 2 0 3 2 0 

N=-{2}, K\=4, K2=S 

Table 2: Data of :he Example Problem 

n SJ %K2 Rl # (MQ) LRC j* 

j 1 2 3 4 5 6 7 

m 1 1 2 1 l 2 1 1 2 1 

1 0 8 o .37 J2 0 .5 25 0 .37 25 0 .25 4 2 

2 4 6 o .5 A6 0 0 .5 33 0 .33 6 2 

3 4,6 4 0 .75 25 0 0 0 .25 2 2 

4 2,4,6 3 ö 0 0 0 0 1 1 

5 1,2,4,6 3 0 0 Q 0 3 1 

6 1,...,4,6 3 0 0 5 1 

7 1,.. .,6 3 0 7 1 

Table 3: Deriving the Initial Mode-Assignment within Step (1) of Init-MA 

Table 3 reports step (1) of Init-MA. Each row corresponds to one iteration of step (1) where 

the variable values are given in the columns. Since %r the example problem there is |JVj=l, the 

mode with smallest resource consumption is assig led to each activity, respectively. Hence, 

step (1) ends with the mode-assignment M=( 1,2,1,2.1,2,1). 

In step (2), the activities are ranked in the order 1 4,6,7,2,5,3. Table 4 reports the allocation 

of the remaining 3 nonrenewable capactr units wit! m step (3). Again each row corresponds 

to one of the n=J iterations. The \i(j) in the third va iable-column represents the initial mode 

assigned to activity j while the ju.(/) in the sixth va,; able-column depicts the new mode as-



-13-

signed to activity j. An empty entry symbolises that the inital mode has not been changed. The 

final mode-assignment derived by Init-MA is M={ 1,2,1,1,1,1,1). Applying the single-pass 

procedure of Kolisch (1994b) in order to solve the remaining RCPSP we obtain the schedule 

£=(0,6,2,5.8,7,8). As can be seen in Figure 2 it has a makespan of 8 periods. 

n KK.2 j =Hn) HGO m kj\i.(j)2-kjm2 \i(j):=m 

1 3 1 1 

2 3 4 2 1 -2 1 

3 1 6 2 1 - 1 1 

4 0 7 1 

5 0 2 2 1 -2 

6 0 5 1 

7 0 3 1 

Table 4: Allocation of the Remaining Capacity Units within Step (3) of Init-MA 

Ki, 
1 I 

4 H ; 

4(1) 
6(1) 

3(1) 
6(1) 

2(2) 5(1) | 

2 5 6 7 8 

Figure 2: Schedule Associated with the Solution of Init-MA 

Starting with the mode-assignment as obtained by Init-MA, the initialisation phase of Gen-
New-N terminales with A/={1,...,7}, KK2=0, N'=0, AM(j) for all j, 1 <j<J, as given in Table 

5, JM\={[2,\], [4,2], [6,2]}, and JM2={[4,2], [6,2]}. Table 6 and Table 7, respectively, report 

on the mode-assignments obtained by step (1) and step (2) of Gen-New-N. The AT-values for 

the activity-mode pairs in Table 6 were obtained with (13) using the precedence- and re-

source-based slack values as reported in the Appendix. Now, step (1) of Gen-New-N assigns 

the 1 -st mode to activity 2. Since this leads to infeasibility, step (2) has to be proceeded. 

Herein, one iteration, switching from the 1-st to the 2-nd mode of activity 4, is sufficient to 

regain feasibility. Hence, Gen-New-N stops after both step (1) and step (2) have been proc-

essed once. The mode-assignment derived is M={ 1,1,1,2,1,1,1). Solving the remaining RCPSP 

with the heuristic of Kolisch / Drexl (1994) brings forth the (optimal) schedule 

£=(0,4,2,5,6,7,7) with a makespan of seven periods as depicted in Figure 3. 
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j i 2 3 4 5 6 7 

0 {1} 0 {2} 0 {2} 0 

Table 5: Available Modes after the Initialisation Phase of Gen-New-N 

TZK2 N' JMl AT ATmin \j*,m*] 

0 0 [2,1], [4,2], [6,2] -2, 1, 1 -2 [2,1] 

Table 6: Report of Step (1) of Gen-New-N 

11K2 N' JMl Ak Akmax [/*,«*] 

-2 {2} [4,2], [6,2] 2,1 2 [4,2] 

Table 7: Report of Step (2) of Gen-New-N 

KU 

3(1) J 

2(1) 
5(1) | 

2(1) 
1 

6(1) | 

! > 
4(2) 

6(1) | 

! > 

2 4 5 6 7 

Figure 3: Final Schedule of the Example-Problem 

4.4 Adaption of the Methodology 

The proposed Solution methodology can easily be adapted to different objective functions. 

Furthermore, it may serve as a framework for specific local search-based heuristics. 

When seeking for different objective functions, e.g. the maximisation of the net present 

value, one has to consider the following components of the methodological framework: The 

fast and the near optimal problem-specicific heuristics employed in phases (I) and (III), re­

spectively, have to be exchanged by procedures for the respective objective function. Fur­

thermore, one may alter the ranking of the activites within Init-MA as well as the presorting of 

modes. Finally, one has to employ a different criterion than AT in order to choose activity-

mode alternatives within step (1) of Gen-New-N. 

Examples how specific local seach-based heuristics can be designed with the given meth­

odological framework may be simulated annealing and tabu search. Implementing simulated 

annealing one may accept a new neighbour only in case of a superior objective function or by 

an iteration-index-dependent probability, otherwise. In the case of tabu search one may ex-

clude a certain number of recently performed mode-changes from the evaluation. 
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5. Computational Investigation 

The computational study which will be presented in this section has been performed with 

two goals: First, to access the Solution quality of the outlined methodology and second, to 

compare our method with other heuristics for the MRCPSP which have been published in the 

open literature. 

For the computational study we have implemented our Solution methodology as a probabi-

listic local search method by performing step (1) of Gen-New-N with stochastic Clements [cf. 

Goldberg (1989)]. More precisely, we proceeded as follows: Instead of selecting the activity-

mode pair which minimised the makespan in step (1) of Gen-New-N, we have used the 

following mapping function in order to obtain a selection probability for each activity-mode 

pair out of the set JMl [cf. Kolisch (1994a)]: 

'S!.:,"'»-
[i,n\eJMl 

p[j,m] is the maximum makespan-difference max{AT(i,n)\(i,n)eJMl} subtracted by the 

makespan-difference AT(j,m) which is realisable when the activity-mode pair \j,m\ is chosen, 

i.e. p\j,m\=ma.x{AT(i,n)\(i,n)<=JM\}-AT(j,m). Adding the constant "1" assures that each activ­

ity-mode pair \j,m\ has a selection probability i))\j,m\ > 0. According to preliminary computa­

tional results we have set a=3. We did not perform the selection of activity-mode pairs within 

step (2) of Gen-New-N probabilisticly, since preliminary computational results indicated that 

this strategy does not improve the Solution in a significant manner [cf. Kolisch (1994a)]. 

As RCPSP-heuristics we have chosen a single-pass approach [cf. Kolisch (1994b)] and a 

hybrid sampling approach with a sample size of 30 schedules [cf. Kolisch / Drexl (1994)]. The 

choice of this two methods was motivated by the fact that these heuristics seem to be the most 

competitive suboptimal approaches available today. Nevertheless, it should be noted that any 

other heuristic can be linked to the local search methodology presented in this paper. 

The whole procedure has been coded in PASCAL and implemented on an IBM compatible 

personal Computer with 80386dx processor and 40 MHz clockpulse at the Computer labora-

tory of the Christian-Albrechts-Universität zu Kiel. Random numbers were drawn with the 

generator proposed by Schräge (1979). 

5.1 Test Instances 

As test problems we have employed the ProGen instance-set [cf. Kolisch et al. (1995)] which 

currently serves as the only systematically generated instance-set for scheduling problems 

with multiple execution modes and different resource categories [cf. Sprecher (1994) and 

Sprecher et al. (1994)]. The set consists of 640 instances which were generated due to the 

following three categories of problem parameters: Systematically varied parameters, constant 

Parameters, and randomly out of a specified interval chosen parameters. 

Systematically varied parameters are the resource factor RF and the resource strength RS for 

renewable and nonrenewable resources, respectively. The resource factor reflects the density 

of the coefficient matrix given in constraints (3) and (4), respectively. The two levels consid-
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ered for each resource factor are 0.5 and 1. The resource strength measures the degree of re-

source-constrainedness in the interval [0,1]. Generally, RS is computed as follows: RS=(Kr-

Krmm)l{Krmax-Krmin), where Krmin and Krmax are a lower and an upper bound of the resource 

demand. The four levels considered for each resource strength are 0.2, 0.5, 0.7, 

and 1. 

Constant problem parameters are as follows: 7=12, Mj=3 for y'=2,...,ll and Mj=l for 

j e {1,12}, |i?|=|iV]=2, jJS'i|=|Pi2|=3, and NC= 1.5, where S\ denotes the set of successor activi­

ties of the source activity j= 1 and NC stands for the network complexity which is the number 

of nonredundant arcs divided by the number of activities. 

Finally, Table 8 reports the parameters which were randomly chosen out of the specified 

interval. Q symbolises the number of resource types where an activity has a non-zero demand 

while U denotes the number of units an activity requests from one resource type when having 

positive demand. More details about the benchmark instances can be found in Kolisch et al. 

(1995). 

dj QR UR QN UN SJ Pj 

min 1 11111 1 

max 10 2 10 2 10 3 3 

Table 8: Intervals for Randomly Chosen Parameter Levels 

Employing a füll factorial design study, for each level combination of the systematicly var­

ied problem parameters, 10 instances were randomly generated within the limits given by the 

other parameter groups. Hence 640 instances emerged where only 536 problems had a feasible 

Solution. Optimal objective function values for each of these instances are reported in Kolisch 

etal. (1995). 

5.2 Computational Results 

Table 9 shows the Performance of our local search heuristic for different numbers of neigh-

bour-moves (#). Note that each neighbour-move corresponds to one Iteration within phase 

(II). 

# 10 50 100 500 

10.24 5.72 4.08 1.75 

DEV c 13.65 9.38 7.68 4.87 

max 69.57 57.14 47.50 47.50 

0.06 0.17 0.29 1.22 

Cf [/ c 0.04 0.05 0.07 0.31 

max 0.17 0.28 0.44 1.92 

Table 9: Effect of the Number of Neighbour-Moves 
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The computational effort measured in CPU-seconds (CPU) increases linearly while the av-

erage deviation from the optimal objective function value (DEV) improves in an (inverse) ex-

ponential manner. That is, good solutions can be obtained very quickly, whereas an extensive 

computational effort has to be undertaken in order to reach (near) optimal solutions. 

In order to compare the Performance of our procedure (with #=100) to already published 

heuristics for the MRCPSP we have coded and implemented the truncated enumeration of 

Talbot (1982), the biased sampling procedure of Drexl / Grünewald (1993), and the single-

pass procedure suggested by Boctor (1994a) under the same conditions as our local search 

heuristic. For all heuristics the recommendations given by the authors w.r.t. the adjustment of 

parameters were followed: That is, for the sampling approach due to Drexl / Grünewald 

(1993) the probability mapping parameter has been set to "2" and a sample size of 100 has 

been selected. Furthermore, the heuristic has been improved by calculating precedence- and 

resource-feasible start times for chosen activities [cf. Kolisch (1994a)]. For the single-pass 

approach of Boctor (1994a), the priority rule MSLK has been implemented. Finally, we im-

posed a time limit of 10 CPU-seconds on the truncated branch-and-bound procedure of Talbot 

(1982) when run with the LFT priority rule. Other heuristics are not considered in the study 

because at the time we undertook the experiments, the methods recently proposed by Boctor 

(1994b,c) and Özdamar / Ulusoy (1994) were not available. At the end of this section we will 

give a brief comment on the results to be expected by these procedures. 

Boctor (1994a) 

SOL DEV CPU 

Talbot (1982) 

SOL DEV CPU 

Drexl / Grünewald 

(1993) 

SOL DEV CPU 

Kolisch / Drexl (1994) 

SOL DEV CPU 

RFR 0.5 

1 

50.97 12.21 

52.71 17.31 

58.96 14.88 

57.04 16.89 

76.83 9.97 

83.03 12.46 

100 3.76 

100 4.37 

RSR 0.2 

0.5 

0.7 

1 

58.82 23.12 

52.52 19.26 

48.55 12.54 

48.57 4.04 

56.30 25.18 

60.43 19.40 

59.42 13.12 

55.00 6.98 

67.23 5.88 

84.17 14.40 

83.33 14.91 

83.57 7.04 

100 7.98 

100 4.54 

100 2.36 

100 1.98 

RFN 0.5 

1 

82.33 14.85 

28.26 14.97 

87.07 14.82 

35.53 17.93 

97.41 8.42 

66.78 13.99 

100 2.24 

100 5.48 

RSN 0.2 

0.5 

0.7 

1 

0.00 

24.84 22.56 

57.05 16.81 

100 11.82 

0.00 

32.68 22.74 

69.87 22.12 

100 9.16 

0.00 

86.27 10.02 

95.51 11.03 

98.01 6.56 

100 9.60 

100 4.91 

100 3.08 

100 1.48 

a 

max 

51.86 14.89 0.00 

18.05 0.01 

76.92 0.06 

57.83 15.91 4.40 

18.59 4.90 

86.67 10.06 

80.00 10.88 0.45 

17.07 0.03 

116.6 0.55 

100 4.08 0.29 

7.68 0.07 

47.50 0.44 

Table 10: Comparison of Heuristics for the MRCPSP 

Additionally to the Performance measures DEV and CPU we denote with SOL the percent-

age of instances for which a feasible Solution was derived. Table 10 shows the influence of the 
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problem parameters on the Performance measures SOL and DEV. With the exception of our 

procedure for the problem-class RSR, all heuristics show a monotonically deterioration of the 

Performance measure DEV for inreasing resource factors and decreasing resource strengths. 

When the average number of requested nonrenewable resources increases from RF]f=0.5 to 

RFff= 1 or when the scarcity of the nonrenewable resources is enforced by lowering RSN, the 

capability of the other heuristics to derive feasible solutions collapses. None of them succeeds 

in solving any of the highly nonrenewable resource-constrained instances out of the class 

RSj^=0.2. Even within the problem classes where the other heuristics find feasible solutions 

for the easier instances, e.g. RSj^=0.5 or RSjf= 0.7, the quality of the solutions in terms of the 

average deviation from the objective function value is much inferior than the solutions found 

by our local search procedure on all problems (including the hard ones) of a class. Further-

more, our procedure is faster than the other heuristics except the single-pass approach of 

Boctor (1994a). This is a benefit of the fact that only feasible mode-assignments are visited 

and hence no computational time is wasted by generating infeasible solutions. 

We can conclude that our local search procedure fulfils three important issues: it derives 

feasible solutions, the solutions are reasonably close to optimality, and the computational 

effort is polynomially bounded. Since all other heuristics so-far proposed for the MRCPSP do 

not explicitly take into account scarce nonrenewable resources, we conjecture that the results 

of very recently published suboptimal procedures [cf. e.g. Boctor (1994b,c) and Özdamar / 

Ulusoy (1994)] will show a better Performance for the easier problems but will fail again to 

derive feasible solutions for problems with highly constrained nonrenewable resources. Fur-

thermore, it has to be recalled that the heuristics of Boctor (1994c) and Özdamar / Ulusoy 

(1994) have worst-case exponential running times. 

6. Conclusions 

A very general project scheduling problem depicting renewable and nonrenewable resource 

types as well as activities with multiple execution modes has been considered. By transforma-

tion of the knapsack problem we showed that already the feasibility problem belongs to the 

class NP. Hence, we proposed a general local search methodology. It decomposes the overall 

problem into a mode-assignment problem and a resulting single-mode project scheduling 

problem. The methodology is characterised by a construction phase which tries to reach an 

initial Solution, a local search phase which performs a single neighbourhood search on the set 

of feasible mode-assignments, and finally, an intensification phase where on the basis of the 

best mode-assignment it is tried to find a schedule with an improved objective function. An 

in-depth computational investigation which included a comparison with other recently pro­

posed heuristics revealed that our local search approach was the only method which arived 

feasible Solution for all problem classes. Futhermore, the Performance in terms of the devia­

tion from the optimal objective function value was consistently lowest. On behalf of these en-

couraging results, refinements of the methodology, e.g. simulated annealing or tabu search 

applications, should be done in the fiiture in order to derive further improvements in solving 

general resource-constrained project scheduling problems. 
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Appendix: Calculation of Precedence- and Resource-Based Slack 

Given a schedule S, the procedure slack calculation (Sl-Ca) due to Wiest (1967) calculates a 

precedence- and resource-based slack aj for each activity j: 

Sl-Ca 

Initialisation: Given a feasible schedule S=(FT\,...,FTj), 

SORT activities according to non-increasing FTf, with 1-st tie-breaker min dj^Q), 
2-nd tie-breaker min Z kjrand final tie-breaker min activity number. 

r€.R 
STORE the activity order in the list X(j), 1 <j < J; 

FOR n= 1 TO J DO Stage n 

BEGIN 
j:=X(ri)\ 
Locally right-shift activityy as far as possible; 
Assign to activity j the (new) finish time FTf 

END; 

Stop: The precedence- and resource-based slack SL = (pi,...,aj) has been calculated; 

Applying Sl-Ca to the mode-assignment M=( 1,2,1,1,1,1,1) and the schedule 

^=(0,6,2,5,8,7,8) as obtained for the example problem by phase (I), the results given in Table 

11 and 12 are produced. 

J 1 2 3 4 5 6 7 

FTj 0 6 2 5 8 7 8 

0 6 2 3 2 2 0 

%/) 7 4 6 5 2 3 1 

Table 11: Priority List Obtained by the Initialisation of Sl-Ca 

n 1 2 3 4 5 6 7 

j =Un) 7 5 6 2 4 3 1 

FTj 8 8 7 6 5 2 0 

FT'j 8 8 8 6 6 3 0 

GJ 0 0 1 0 1 1 0 

Table 12: Report of Sl-Ca 
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