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Abstract

We analyze the dynamics of firms’ employment decisions which underlie lumpy and kinked
adjustment costs. We consider a dynamic structural model in which, in each period, firms face a
choice of whether to vary the labour input or to postpone the adjustment to the future. By
exploiting the first order condition for optimality, we derive a semi-reduced form in which firms'
intertemporal employment are defined by a standard static marginal productivity condition
augmented by a forward-looking term. In this way we obtain a marginal productivity equilibrium
relation which takes into account the future alternatives of adjustment or non-adjustment that
firms face as the result of the presence of fixed and linear adjustment costs. Linear costs amount
to 35% of average labour costs and fixed costs are estimated to be about 3.65 times average unit
labour costs.
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1. Introduction

Despite a period of real wage moderation in Europe, the response of employment has been
modest. Adjustment costs have been claimed to be responsible for the great persistence in
unemployment: a phenomenon defined by some economists as "Eurosclerosis" (see Bentolila and
Bertola, 1990). Firms face costs if they choose to adjust their staffing levels. During recessions
firms hoard labour and during expansions they may operate to some extent understaffed in order
to avoid the cost of adapting employment to the level they would attain in the absence of these
costs. Both economists and employers acknowledge that the non-wage component of the costs of
varying the labour input has played an increasingly important role in determining the temporal
pattern of labour demand in response to exogenous shocks. Labour adjustment costs affect the
timing and the extent of the employment variation in response to shocks. The form of the
constraint that they impose on optimal employment decisions is crucial in understanding firms'
behaviour over time. In particular, the presence of fixed and linear costs in hiring and firing can
give very different adjustment paths from those resulting from the standard assumption of strictly
convex (generally quadratic) costs.

A rapidly growing literature has considered forms of adjustment costs alternative to the
standard quadratic case and has examined the possibility of non-smooth or asymmetric
employment adjustment paths - see Nickell (1986), Hamermesh (1993) and Hamermesh and
Pfann (1994) for surveys. These developments have involved positing either linear costs and,
typically, asymmetries in hiring and firing, or fixed adjustment costs and lumpiness. See, for
example, Bentolila and Bertola (1990) and Aguirregabiria and Alonso-Borrego (1999) for the
former case; and Hamermesh (1989) and Caballero, Engel and Haltiwanger (1997) for the latter
case. These last two studies show how reference to the plant or firm-level structure of adjustment
is important if aggregate dynamics are to be correctly understood. In particular, the effects of
heterogeneity, idiosyncratic uncertainty and lack of coordination across firms or plants may result
in highly nonlinear behaviour in aggregate time series (see also Bertola and Caballero, 1990 and
Caballero and Engel, 1993).

In this paper we analyze firms’ intertemporal employment decisions in the presence of
both lumpy and kinked adjustment costs and emphasize the importance of non-convexities for

modelling and estimating dynamic labour demand. Since the optimizing response in the presence



of non strictly-convex adjustment costs may be inaction, there is the possibility of corner solutions
in the demand for labour. In this case, the standard marginal conditions for optimality given by
the Euler equation fail to hold. In our model we explicitly take into account the existence of corner
solutions by considering a discrete-time-discrete-choice dynamic structural model. While discrete
time is obviously a characteristic of firm level data, discrete choice also represents the natural
framework within which to analyze firms’ intermittent adjustment. The use of the information
contained in the optimal discrete choice faced by the firm allows us to characterize the adjustment
cost function. Our focus is empirical. Previous studies on labour demand which have adopted a
continuous-time and continuous-state-spaces framework have obtained important analytical
results which prove the optimality of (S,s) policies, but, due to the difficulty of obtaining closed-
form solutions, direct estimation of the structural parameters has not been viable (see for instance
Bentolila and Bertola, 1990). We utilize a two stage procedure within a more general framework.
At the first stage, we estimate a first order condition augmented by forward-looking terms. These
estimates allow us to test for the presence of both linear and fixed adjustment costs, and to
quantify the linear costs. We are then in a position to use these estimates to develop a structural
model of the employment adjustment decision which in principle allows identification of the fixed
cost component of the adjustment costs.

Our framework makes Hamermesh’s (1989) fixed cost model dynamic. In that model, the
instantaneous jump to the desired level of employment and the implied discontinuity in the
demand for labour result in the optimal decision problem being perceived as static rather than
dynamic. This is because we are left with a (static) marginal productivity type of relation since
the term which represents adjustment costs drops from the first order conditions, in contrast to the
case of strictly convex costs which generate the familiar Euler equation. Labour demand is
governed by a threshold rule: either the firm decides not to vary the labour input or it chooses to
completely adjust the input to the long run level corresponding to the (static) marginal
productivity relationship and the dynamics implied by the presence of fixed adjustment costs seem
to disappear.

We estimate the structural parameters using a panel dataset of more than 3000 Italian
firms. Italy has often been regarded as an extreme case in which the regulatory burden of hiring
and firing has imposed a major constraint on employers’ decisions with regard to their desired

level of employment (Emerson, 1988; Del Boca and Rota, 1998). Our emphasis is on adjustment



costs relating to the number of jobs and on the effects of adjustment costs on firms’ decisions as

to whether to expand, contract or maintain their size unaltered.

We proceed in two stages:

1. We estimate the parameters of the production function and linear cost function, by exploiting
the first order conditions for optimality, we derive a semi-reduced form and define a (dynamic)
marginal productivity equilibrium relation which takes into account the future alternatives that
firms face of adjustment or non-adjustment, due to the presence of fixed and linear costs. The
important new result is that, conditional on having adjusted employment between #-1 and ¢, the
marginal revenue product of labour will differ from the wage the firm pays by a forward looking
term which embodies the discrete choices implied by the cost structure. We show that this term
may be estimated non-parametrically. This procedure allows us to exploit standard orthogonality
conditions in estimation and it may also provide a way of properly estimating intertemporal
relations for a variety of other problems (eg investment demand and inventory adjustment).

2. We exploit the structural parameters obtained in part 1 in the estimation of the discrete choice
structural model. Here, we use a method similar to Hotz and Miller (1993) and Aguirregabiria
(1999). Our procedure is simplified by using the parameters estimated in the dynamic marginal
productivity equation.

Our estimates support the view that adjustment costs in Italy are high and non convex, and
in particular, linear costs amount to 35% of average unit labour costs. We find also clear evidence
for fixed costs which amount to 3.65 times average unit labour costs. Simulation analysis
indicates that linear costs are responsible for the largest proportion of non-adjusting firms, but

these results are qualified by the presence of a substantial residual component.

The paper is organized as the following. In Section 2 we illustrate the dataset. Section 3
we present the dynamic stochastic discrete choice model of labour demand. In Section 4 we obtain
an empirical representation of the optimal decision rule. In Section 5 we describe the empirical
model, derive the first order condition and obtain a dynamic marginal productivity condition
which allows us to take into account the choice of non adjusting the firm face in the presence of
non-convex adjustment costs. In Section 6 we estimate the production function parameter and the

linear cost function. In Section 7 we estimate the dynamic discrete choice structural model and



discuss identification issues. Conclusions follow in Section .

2. The dataset

The dataset, which we use to estimate the structural model, was drawn from the Centrale
dei Bilanci databank of company accounts. It contains information on companies located in the
highly industrialized district of Lombardia and which in 1982 had less than 500 employees. The
data cover 3247 manufacturing companies for the period 1982-1989. Relatively few of these firms
are publicly quoted, from 20 to 25 throughout the period, reflecting their predominant small-size.

The configuration of firms by number of employees in the starting year is reported in Table 1.

Table I Configuration of firms by number of employees in 1982

No. of employees 1-19 20-49 50-99 100-199 200-500

Frequency 494 1125 827 519 288

Small-sized firms (1-49 employees) account for nearly 50 per cent of the sample. To obtain a first
approximation to the process of employment adjustment we consider the distribution of the rate
of change in employment each year, starting from 1982, in relation to the rate of change in sales
and wages. A number of features suggest the existence of some non-convexity in the cost of
adjusting labour. First, changes in employment show a recurring pattern throughout the sample
period. In Fig. 1 we report the percentage rate of change in 1982-1983; the distributions are

similar in subsequent years.
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Figura 1 Rate of change in employment: 1982-1983

The very high spike at zero shown, in the graphs and recorded reveals a considerable
stickiness in employment. In Table II, the first column shows the number of firms which did not
adjust each year and the second column the sample size.

Table II Number of firms with no change in employment

year Firms with AL =0 Total no of firms
1982-83 913 3253
1983-84 640 3258
1985-85 717 3258
1985-86 735 3260
1986-87 662 3263
1987-88 648 3263
1988-89 587 3266

Throughout the period, the rate of change in employment was zero on average for more than 20
per cent of the firms. This is confirmed by Gavosto and Sestito (1994) who aggregate monthly
employment data and find a very similar proportion of firms not changing the employment from
one year to another. There is some evidence of a higher frequency of small decreases in

employment relative to small increases. By contrast the rate of change in sales and in wages is



characterized by a standard bell-shaped distribution. The distribution of the percentage change in

output and in the wage rate, in year 1982-1983 are shown in Figures 2 and 3 respectively where
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Figure 2 Percentage rate of change in real output
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Figure 3 Percentage rate of change in real wage

the histograms omit changes of less than -50% and greater than 50%. A similar pattern is evident
throughout the sample period. Our focus is on firms’ decisions of whether to expand or to
contract, or to maintain the number of employees unaltered. This is particularly important in a
dynamic context where adjustment costs may affect a firm’s optimal size. However we are aware

that hiring and firing costs may also affect job and worker reallocation. In this context, zero



changes in employment may represent the net sum of people who have quit, together with their
replacements. (Note that in Figure 1, negative changes include dismissals as well as voluntary
quits and retirements.) In some cases, these may coincidentally cancel leaving an unintended zero
net-change, while in other they may cancel to give a planned net zero adjustment. We consider the
former case as reflecting measurement errors, which we will model explicitly as imperfect
knowledge on behalf of the econometrician. By contrast, we view the latter possibility, as outcome
of the firm’s optimal decision problem.

It is also possible that apparent non-adjustment arises from reporting deficiencies and does
not represent actual employment changes. Without independent measures of employment we
cannot be completely confident that this is not the case. We checked whether there is an
association between round numbers of numbers (for instance, multiples of five) and zero changes.
We did not find any recurrent pattern; indeed zero adjustment occurs randomly throughout the

sample.
3. The Dynamic Model

In a discrete time, infinite horizon framework, the firm’s intertemporal problem is

maxadE{; sfn[d,,ct,s,]} (1)

where fe(0,1) is a discount factor; d,=d(s,) is a two-component vector of mutually exclusive
discrete choices: A if the firm decides to adjust employment and NA, if the firm decides not to
vary the stock of employees at time t; c(s,) is an M-dimensional vector of continuous choices made
at time t; s=[L,;, W, w] is the vector of the state variables, respectively beginning of period stock
of workers and current wages, W,, and w, is an idiosyncratic productivity shock.' In order to keep
notation simple we consider a single firm and hence omit the subscript i, i=1,...,N. The firm knows
the stock of workers at the beginning of the period and current period wage rates, but it is
uncertain about the future wage. The exogenous state variables, the wage and the productivity

shock, evolve stochastically according to a stationary first order Markov process with transition

"In principle we could also add an aggregate shock, but the length of the time series in our dataset does
non allow us to consider this type of shock.



probability py(W,,,=W’|W=W) and p (w,,,=w’|w=w) respectively. We assume that W, varies
across firms because of workers’ differing skill (human capital) levels. II(.) indicates a time-

additive, separable, one-period profit function which may be specified as
I={AL-b|AL| -K1(L*L, )WL} @)

where A>0, 0<a<I, b>0 is the cost per unit of labour, the absolute value indicates that linear costs
have a kink at AL, =0, K represents the fixed cost and 1(L ,#L ) is an indicator function. When
the firm adjusts employment it pays both kinked and lump-sum costs. We assume here that
adjustment costs are symmetric’.

The assumptions of infinite time horizon, time-separability of the profit function, B€(0,1)
and stationary Markov transition probabilities characterizing the motion of wages guarantee the
stationarity of the decision rule and of the optimal value function (Blackwell, 1965). We may thus

omit the time subscript in the following Bellman equation:

M(s)=max V (es) =max ([ I(e.s) «B [ Vs Dplas | .s) | @

dc dc

where d=(A, NA) is the discrete choice relating to the decision of adjusting and not-adjusting,
respectively; c(s,) indicates the continuous decision ie, conditionally on d(s,)=A, the firm chooses
how many workers to hire/fire (otherwise it leaves employment at the previous period level); the
prime indicates variables that are unknown to the firm at the time of the decision and p(.) is the
Markov transition probability which stochastically determines next period’s state s’ as a function
of the current state vector and the current choices (d,c).

The presence of both a continuous and a discrete control makes this problem non-standard.
We follow Pakes (1994) and Miller (1997) and show that the problem may be reduced to a
standard discrete choice problem. Conditional on the discrete choice, the continuous control
implies that a maximum is reached. For each discrete decision d=(A, NA), the firm chooses ¢ to

maximise

% The role of asymmetries has been discussed in various studies. However, those studies assume only
linear costs (or strictly convex in some case) whereas we adopt a more complicated adjustment cost
structure. Since our focus is the identification of linear and fixed adjustment costs, we use symmetry as
simplifying assumption. Asymmetric adjustment costs are considered in Rota (1997).
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[Hdcs BfV ds/]c s)] @)

Let c, be the solution to maximizing (4) and successively substitute it to the d-subproblems into
current profits and transition probability. Then we obtain reduced form profits II%(s,)= IT%(c?,s) and

transition probabilities p'(s’|s)= p(s’|c?,s).The optimal discrete choice d satisfies: *

maxd{Hd BfV(s ds/\s)} 5)

over d=A,NA and we obtain a discrete choice problem where the control variable is restricted to
a countable set of alternatives (see Eckstein and Wolpin, 1989 and Miller, 1997, for a survey on
the stochastic discrete choice models). The firm chooses to adjust its labour stock if its value given
the optimal adjustment exceeds its value with no adjustment. Equation (5) represents the starting

point of our representation of firms’ intertemporal employment decisions.
4. Optimal Decision Rule

At the beginning of period t, the firm chooses the profit maximizing level of employment.
It observes the number of workers, the current wage and the productivity shock, but it is uncertain
about future wages and productivity shocks.

Following the literature on discrete decision processes, we introduce an error term which

3 The proof follows Miller (1997, p. 256). Consider profit as a function of the two state variables, L.,
and W, and write the transition probability as h'(s,,,|s,), assumed to be differentiable almost everywhere.
Set ¢,= L, to obtain the following first order conditions:

NL,s) Il J(L,,s)
oL B[

b [V< )

oML ,,s )

h (s, |s)ds,, +

t+1’ t dW

t+1

=0

I

where the optimal choice is to adjust. The continuous choice has two dynamic effects: it directly affects
future profits, since outcomes of the past endogenous choices form part of the state variable and it may
affect the transition probability. Substituting the optimal decision rule into the intertemporal profit function
we obtain the mapping (5).

10



captures the lack of perfect information, from the viewpoint of the econometrician, on the state
variables relevant for the decision process. Lack of perfect knowledge on the part of the
econometrician may be the consequence of difficulties in obtaining exact information in large
datasets: prohibitive costs, inaccessibility and imperfect monitoring - no dataset is sufficiently rich
to fully measure all the characteristics of a firm.* In our context, wages are imperfectly observed
by the econometrician due to lack of information on the costs of monitoring workers, and
heterogeneity with respect to human capital. We thus allow the state vector, s, to comprise an
unobservable component, €, which captures the heterogeneity in both the outcome paths and the

employment choices observed in the data and define it as:

§= [Lt—l’Wt’(‘)ﬂet] ()

where L, is previous period’s employment.

We denote the vector of observables as

x=[L, 0] )

We make the following assumption:

Assumption 1.

The profit function is additively separable and may be written as

(s,d)=E[I(x,d)] +€(d) 8)

where the unobserved state variable is a vector with at least as many components as the number

of alternative choices (McFadden, 1981; Rust, 1987) °

e(d) =[e "] ©)

* Miller (1997, p. 259) explains very well the role of unobserved state variables to avoid obtaining a
deterministic decision rule.

> As in static discrete choice, a sufficient condition for obtaining a saturated decision rule is that:

d(x,e) = argmaxdeD(x)[ V(x,d)+e(d)]

where 8(.) is the optimal decision rule and D(x) is the choice set. (See McFadden, 1981 for the proof and
Rust, 1991 for a discussion)

11



Set E[IIY(x)]=m‘(x), the one-period profit, conditional on the observables x and the choice d, may
be partitioned into two components: an observable component 7" or ©* and a non observable
component, €* or e"*:

t(x)+e!  if d=A4

(s) = (10)
(x)+eM if d=NA

where €?and x are orthogonal. Since our problem is dynamic we need to introduce the following

assumption about serial correlation of the €’s:

Assumption 2.
Problem (5) satisfies “conditional independence” (Rust, 1987,1991,1992) according to which,

conditional on x, the unobservables € are independent of their past values:

Pridx'de'|x,ed}=Prie'|x"}Pr{x'| x.d} (11)

where Pri{x’[x,d) is the transition probability of state x’ given state x and decision d.

Assumption 2 restricts the role of unobservables, implying that any serial dependence

between € and is transmitted entirely through x’, which becomes a sufficient statistic for €’

PAe'|x' x,e,d}=Pre’|x) (12)

The second term on the right hand side of (11) restricts the law of motion of the observables.
Conditional on the discrete choice, d, and on the observables, the next period stock of workers
does not depend on €’. The only way the unobservable can affect the stock of worker is through

the decision the firm makes:

Pr{x /\x,e,d} :p(x /]x,d> (13)

Assumption 2 makes the problem tractable avoiding an increasingly expanding state space, in
particular together with assumption 1 allows us to integrate out the unobservables from the next
period value function.

Thus, Bellman’s equation takes the following form:

12



V(s) = maxd{nd(x) rel B [V(s) | xdlpr(@e’ |x p(ax'| x,d)} (14)

Under Assumption 2, we may express the value function and the conditional value functions as
expectations which only depend on the observable state variables:

vAX)=E[V(s)|x,d (s)=4]
and v (x)=E[V(s)|x,d"(s)=NA]

as)
This allows us to define the conditional value function, ie the value function after having optimally
decided to adjust as:
v A(x) = i(x) + €1+ BEv A(x )
=mi(x) et B TPy )+ P MY M) Tp(r fed =) (16)

where v4= maxj{v M’ x,d =4 ]}

and where j=A,NA, d'=A, indicates the optimal choice and P*(x) and its complement PN(x") are
the conditional choice probabilities. The conditional value function for decision NA is defined
symmetrically. We have now expressed the value function in terms of the observables, as the
weighted sum of the expected value functions, conditional on having optimally taken one of the
two mutually exclusive choices; weights are given by the conditional choice probabilities.
The optimal decision takes the following form:
NA if [GNA - GA]>[TEA(x)—TEM(x)+BE{v_A(x />—vm(x /ﬂ}

d"= - a7
A i [ min)-m¥e) g )5 e )

The optimal decision depends on the differences in the expected profits associated with the two
alternative choices. For instance, the firm will decide to adjust if the difference between the choice
specific stochastic terms (€*-€™*) is less than the difference between profits (current and

expected), and it will decide not to adjust if the reverse inequality holds.

5. The Empirical Model

13



Rather than directly solve the Bellman equation, we reduce this complex intertemporal
model to a directly estimable form following the method suggested by Hotz and Miller (1993). We

may now express the second term on the right hand side of equation (16) as the following:
Evi(x) =P () +(1-PA )M @)

(18)
=4+ (1PN ) v ()

Then the following applies:

Proposition (Hotz and Miller, 1993)
The difference in the conditional value functions may be expressed as a mapping from the

conditional choice probabilities.

The conditional probability is given as

PAs[n [ dlet e )-olav) .

where  A(V) =(VNA (x") —VA(X/)>

where g is the choice specific error joint density and Q(.) is a real valued, invertible function such
that Av=Q™'( P*). In the special case that " and €™ follow a type 1 extreme value distribution,
the difference in the conditional valuation functions, Av, reduces to a log-odds transformation

which we denote as q:

1-P4(x")

PA(x"

Av(x')=0 [P (x")]=v,qx") =y log (20)

where vy, is a constant of proportionality.® Conditional on the optimal decision to adjust, d' =A, the

value function may be expressed in terms of the continuous control L, as:

® We assume vy, is constant across firms, but that it may vary over time as the result of
heteroscedasticity. We have not attempted a conditional representation for the y process.

14



v A(Lt,xf): IIA(Lf,xt)+ef1 + BE[(VA()CH] )+PNA()Cf+1>’Yf+1 q(xh1 )) |x,d, :A] (21)

where we have reintroduced the time subscript to focus on the arguments of each term in the value
function and x=[L,,, W, w,]. The term P"*(.)y,., q(.) embodies all the alternatives the firm faces
in the future between adjusting and not. We may take the first order condition with respect to L,
and, given consistent estimates of the future conditional choice probabilities, we may directly

estimate the marginal productivity condition. The first order condition is therefore:

A A

oIL,
% oL +BEZ,)+BY, E

! t

NA 9
t+1 NA qt+1

o, e

t !

-0 (22)

where Z=sign(AL,). Here, the first term is standard and relates to increased profits from the current
period adjustment, but this is augmented by the square-bracketed term which relates to the
consequences of maintaining this new level of employment in subsequent periods, as the result
of lumpy and linear adjustment costs. The second component on the right hand side is an indicator
variable which takes the sign + (-) if hiring (hiring) is expected to occur in period t+1.

Using the profit function specified in (2), we obtain the following marginal productivity

condition:
( %) =Y, W+, Z,-BE(Z,)]+ ¥s(pa),., +V,., (23)
t
where
apzjff N4 99,1
=—— +p — 24
(Pq),., oL qp1 *Pp oL, (24)

and v,,, is a realization error. The structural parameters are related to the coefficients of (23) by

Y, =—; Y=—; 1|J3:*BY (25)

o o o

Equation (23) represents a simple marginal productivity relation augmented by the

forward-looking term (pq),,, which captures the alternatives of future adjustment or non-

15



adjustment arising from the presence of fixed and kinked adjustment costs. The indicator variable
Z, arises from the presence of linear costs.

Suppose that the firm increases (decreases) employment in period t but, because of high
adjustment costs, expects not to adjust in the subsequent period (P,,,"*>P,.,*). Thus P, " is high
and q,,, positive. Suppose that at the beginning of period t+1, L, is above the desired level, then
the derivatives of both PN, and q,,, with respect to L, will typically be positive. This implies
that the term (pq),,, will be positive. The firm expects to reduce employment in the future but, at
present, L, is higher than it would have obtained in the absence of adjustment costs, and marginal
productivity is low relative to the wage rate. In the opposite case, the firm intends to hire new
employees in the future, but at present L, is below the desired level and marginal productivity is
high with respect to the wage rate (the term (pq),,, is negative). The term (pq),,,, therefore allows
us to take into account the future choices the company faces subsequent to adjustment at t.

Our approach extends the Euler equation methodology to a world in which adjustment
costs are linear and/or lumpy. When adjustment costs introduce the possibility of corner solutions,
the standard marginal conditions for optimality given by the Euler equation fail to hold. 7 Despite
this, Pakes (1994) showed that the presence of both discrete and continuous control variables does
not prevent derivation of stochastic Euler equations. His method involves selection of only those
observations associated with adjustment - ie he considered the set of changes irrespective of the
time between adjustment. This allowed him to obtain a random sample of interior solutions and
exploit the moment conditions to obtain the Hansen and Singleton-type estimator (Hansen and
Singleton, 1982). The mixed discrete and continuous control approach to Euler equation has
several limitations - see Aguirregabiria (1997). In our case, the censored observations represent
a large part of the sample and the duration between two adjustment periods may be quite long
with respect to the sample time dimension. Thus, selecting only the adjustment periods causes a
considerable loss of information and introduces a potentially serious sample selection bias.

Moreover, the fixed cost parameter does not enter the first order condition directly and it is

" In Rota (1994) we assumed quadratic adjustment costs and analysed the Euler equations
characterizing firms' adjustment processes. Estimation of this model demonstrated that the type of
dynamics implied by strictly convex adjustment costs, i.e. smooth continuous adjustment, is strongly
rejected by the data. Moreover, the near coincidence of the long run and short run elasticities of
employment to wages suggested that the dynamics of labour market adjustment cannot be satisfactorily
explained within the quadratic costs model. This supports the hypothesis that non-convex costs may be
present.
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therefore not possible to identify the effects of fixed costs. In order to properly take lumpy
adjustment costs into account, we need to model the information contained in the discontinuous

adjustment process and consider the discrete decision explicitly.

6. Estimation of the First Order Condition

We estimate equation (23) using a two stage procedure; we first estimate the conditional
choice probabilities P,,;*and P,,,"* and the slopes dP,,,*/0L, non-parametrically, using a kernel
method, and construct the term (pq),,,- The estimation method is described in Appendix A.1.

In the second stage we use GMM to estimate the augmented marginal productivity
equation (23), by conditioning the model on adjustment occurring at time t. We thus consider the
sub-sample of interior solutions, which comprises the firms which have optimally adjusted at time
t. For this purpose, we adopt the following selection window: we keep or drop the observation on
L, according to whether it is different from or equal to L ,. This is consistent with the theoretical
model which requires conditioning on the sample and it differs from conditioning estimation on
the dynamic adjustment followed by companies, which would give rise to potential sample
selection bias. In this case, selecting firms which have adjusted will not affect the error term in the
levels equation (23), since the theoretical model is conditional on the decision to adjust. In other
words, on the null hypothesis of a correctly specified model, the selection process is not
endogenous and we do not need to add any correction for selectivity. Nevertheless, we will test
for non-random selectivity in estimation. If we restrict our attention to a model without linear
costs, errors, due to imperfect knowledge on the state variables on the part of the econometrician,
would enter the model only through the term (pq),.,. Hence, this would rule out, at least in
principle, the possibility of fixed effects in the empirical equation. The absence of fixed effects,
in that formulation, is a direct consequence of the conditional independence assumption. In the
actual estimated equation, see equation (26) below, there is a second source of error which arises
from replacement of an expectational term by its realization. If firms form expectations rationally,
the expected value of this error term will be zero for each firm. Again there should be no fixed
effects. We test for the presence of fixed effects.

The theory characterizing the discrete decision process defines the sources of stochastic

disturbance in the model. First, the error term v,,, reflects a realization error due to the use of
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actual values of variables t+1 as an approximation to their expected values in the calculation of
(pq)..1- The treatment of this disturbance term as purely innovational implies that this error is only
correlated with the variables dated t+1 or later. If this were the only source of disturbance in the
model, we would be able to use as all the available history relating to period t and earlier in the
levels equation instruments. However, with linear costs, the indicator variable Z, is jointly
determined with productivity and we are restricted to using instruments dated t-1 or earlier. Rust’s
assumption that any serial dependence between €, and €, is transmitted entirely through the
observed state L., thereby limiting the pattern of dependence in the {L,,€,} process, implies that
the probability density function of L., depends only on last period's stock L, and not on the error
€,. If this assumption is valid it follows that the error term is serially independent in the conditional
representation (23) and that instruments dated t and earlier remain valid. We use as instruments:
employment, output, wages, wage-bill, new investment in machinery, gross profits, firm size, the
absolute value of the change in output and the absolute value of the change in employment. * We
estimate the following empirical specification *:

( %) ‘ =, VVit+IIJZ(Zif_BZi,t+l)+l|J3(pQ)n+1 Vi (26)

where [ is set equal to 0.95. Equation (26), estimated in levels, supposes the absence of both fixed
effects and endogenous selection, using instruments dated (t-1), (t-2) and (t-3) as instruments,
which allows for the possibility of errors dated t as in the case of disturbances to the adjustment
function, or in the case of technological shocks. Results are reported in Table III.

In column (a) both the linear cost and the forward-looking term are estimated with
coefficients which conform to the theory and are significantly different from zero. This model
conforms well to the theoretical specification although the Sargan instrument validity test suggests
the presence a bias arising from the presence of fixed effects. As noted, the theoretical

specification implies that selection should be random and should not contain fixed effects.

¥ Size is measured as the reciprocal of employment and gross profits as value added minus wages,
salaries and other personnel costs, among which the mandatory fund for severance payments).

? Estimation is based on the Arellano and Bond (1988) DPD procedure modified to take into account
non-adjustment. The program is available from the author.
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Table 11T
Dependent variable: (Q/L),
Estimation in: LEVELS DIFFERENCES
Model: (a) (b) (©) (d) (e)
Constant -0.301 -0201
(2.260) (1.783)
W, 7.923 9.092 9.384 7.081 7.763
(67.366) (23.465) (13.559) (4.853) (5.485)
Z.-BZ,., 0.799 0.180 0.076 0.331 -0.152
(2.781) (2.957) (1.404) (1.328) (3.221)
P -3.932 -3.652 -1.881 -2.095 -12.586
(4.413) (4.276) (2.036) (2.226) (1.778)
A -0.215 -0.099
(3.381) (1.515)
size82 9.718 9.418
(5.622) (5.886)
empl82 -0.002 -0.002
(7.235) (5.752)
nfi82 -0.603 -0.685
(1.851) (2.019)
prof82 2.469 2.504
(9.347) (9.538)
wages82 -0.507 0.769
(0.818) (0.740)
No. obs. 12794 12974 12794 12794 10195
Sargan tests x*(152) x*(156) x*(175) x*(171) x(111)
for overident. 3047.7 4387.3 3752.0 3402.9 178.23
restrictions
First order 0.320 0.845 0.887 0.715 -0.243
residual
autocorr.
Hausman-Wu
test ¥2(2)=1.78 x*(2)=5.92

The dependent variable is productivity: (Q/L),. The regressors are: the real wage W,, the sign L, variable,
the forward-looking term (pq),,;, the inverse Mills ratio A,, and size, employment, new fixed investment,
gross profits and wage in the pre-sample year: size82, empl82, nfi82, prof82, wage82. The firm subscript
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is omitted from the table. Absolute t-statistics in parentheses.

We test for selectivity bias this by inclusion of an estimated inverse Mills’ ratio A,
calculated from a prior ordered probit using as regressors the two state variables.'’ The results
reported in column (b) show the inverse Mills’ ratio to be significant, providing apparent evidence
for selectivity bias. In column (c), we test for possible fixed effects by including a vector of pre-
sample firm characteristics."" In columns (c) and (d) we have allowed for an intercept in order to
obtain residuals with zero mean. A likelihood ratio test of the estimates in column (b) against
those in column (c) gives a value of %*(5) = 970.28 confirming the presence of fixed effects. In
these estimates, we can accept the hypothesis of random selection indicating that the evidence for
non-randomness in the previous estimates may have arisen from omission of fixed effects. The
estimates in column (d) omit the inverse Mills’ ratio but retain the vector of firm characteristics.
The estimated coefficients are broadly comparable with those in column (a), which omitted the
firm characteristics, except that the coefficient of Z, -BZ,.,, which measures the size of linear costs,
is substantially lower.

The standard alternative procedure for accounting for fixed effects is to estimate the
equation in differences. Here, the error terms become Av,, =v,.,-v, and Au ;=u ,-u, ,. Instruments
dated t-1 are no longer valid and we therefore use as instruments all the available history starting
from t-2 backwards for the difference equation. Moreover, the method for selecting only the firms
which have adjusted requires that we now use only observations corresponding to two successive
periods of employment changes. Results from the difference equation are less encouraging in that
the linear costs coefficient |, is estimated with a theoretically uninterpretable negative sign. The
coefficient 5, of the forward looking term is on the margin of conventional significance. In order
to compare the specification in levels and differences we consider two Hausman-Wu tests over the
reduced sample (see Appendix A.3). The values of the ¥ statistics are reported in the final row
of Table III . Both tests fail to reject the hypothesis of equality between the column (a) and column

(e) estimates and between the column (d) and column (e) estimates, although in the latter case the

' See Appendix A.2 for a description of the procedure used to obtain the inverse Mill’s ratio. The
negative estimated coefficient implies a negative covariance between the equation error v, and the error
¢, on the selection (adjustment) equation - see Appendix A.2. This suggest that the term (pq),,, may not
fully account for forward looking behaviour.

" Firm size, employment, new fixed investment, profitability and wage (respectively, size82, empl82,
nfi82, prof82, wage82).
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failure is marginal. This allows us to infer that the vector of firm characteristics incorporated in the
column (d) estimates adequately account for fixed effects. Differencing involves loss of
information and consequential inefficiency. The estimates in column (d) are therefore are preferred
set.

The estimated coefficient of the forward-looking term( pq),,, implies that the discrete
choice the firm faces in the future, imposed by lumpy and kinked adjustment costs, plays an
important role in the marginal productivity condition and in the determination of optimal
employment. In this dynamic framework, if, at any level of wages, the term (pq),,, is positive,
marginal productivity is lower than implied by the standard static marginal productivity condition
and, conversely, is higher if pq,,, is negative. If, for instance, current employment is higher than
the level the firm would obtain in the absence of fixed and linear costs, then (pq),., is negative (the
firm expects to adjust in the future) but current employment remains low relative to the level which
would have been attained in the absence of this costs structure, and marginal productivity is
correspondingly high relative to wages.

The value of o from the model is equal to 0.141. This is lower than estimates typically
obtained from production functions, but not implausibly low given that we are holding capital
stock fixed. It is not possible to separately identify 3 and y. The estimated coefficients yr, and s,
are consistent with a level of linear costs around 35% of unit labour costs. '* By contrast the fixed
cost parameter K is not identified from these estimates. In order to estimate fixed costs we need

to directly model the discrete choice.

7. Estimation of Fixed Costs

Hotz and Miller (1993), Slade (1998) and Aguirregabiria (1999) have developed a
modelling methodology which directly exploits the information contained in the discrete decision
which in principle might allow us to obtain an estimate of the fixed cost parameter K. We are able
to simplify their procedure by exploiting the model reduction discussed in Section 7 and utilising
the structural parameter estimates obtained from estimation of the first order condition. Rewrite

the two conditional value functions as:

12 Calculated as J,/(,*w) where w is the average wage.
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where p* and p™* are the transition probabilities conditional on having optimally decided to adjust
and non adjust at time t, respectively. The conditional value functions are known functions of the
structural parameters, the observed state variables, the conditional choice probabilities and the
transition probabilities. From the estimation of the first order condition in Section 7 we know the
conditional choice probabilities, the linear cost, b, and the parameter of the production function,
«. To estimate the size of fixed costs we need to estimate first the transition probabilities p* and
p™. To estimate the discrete decision process we require a discretization of the space of the
observable exogenous state variables, W, and w, We consider a grid of m=5* =25 cells with

approximately equal numbers of observations. Write (27) as

v A(®) (%) +e’
(1,,,~BR) - 28)
v NA()Z) ﬂNA(f)+€NA
where
T AP A T AP NA
R= 29)

TNAPA TNAPNA

and where I is the identity matrix, T and T"* are (m>m) matrices of the one-period transition

probabilities and P* and PM are diagonal matrices with the conditional choice probabilities on the

diagonal. The value functions and profits are evaluated at the mean cell values of the state variable.

The one-period transition probabilities are estimated non-parametrically. Then the future term is
() +e! Tl(3) +e’

ﬁA(f) 7‘7NA()€) :(Im: 71/,1)[(12”17[3R>71712m} TENA()EI)+€NA EA RNA()Z)"'GNA (30)

where ¥4(X) and ¥"A(X) correspond to vA(X) and v*A(X) without the first term. This representation
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is equivalent to that in Aguirregabiria (1999).

Define the indicator function

P Y K | [A S }
it i w, i w, irLi,t—l irLi,t—l
31
oA, 1—1& ~
-b W _Li,t—l _K(g1;6)+ V(VVJ(WH))

where g; is a vector of firm-specific variables, j(W,,) is the discretization cell corresponding to W,
and V is the continuation value. The parameters o and b are obtained from the estimation of the
first order condition and the firm-specific A, are calculated from the residuals implied by the

parameters estimates from the first order condition. The virtual wage w;, is implicitly defined by

1 1
od. |7 od | 7=
1-a 1-a
w_ =W +b|l NUSL -1 —2 %<
it it W i1 W it-1
it it (32)
A, A, A, A,
_BbE 1 l,f*l > _l,l _1 l,f*l < _l,l
Wi,t+1 Wi,t Wi,t+1 Wi,t

According to the structural methodology, firm i should adjust in period t if J,, >0 but otherwise it
should remain with an unchanged labour force. This motivates definition of a set of a generalized

residuals

Jit
e =d -® 7| -5 33)

where @ is the standard normal distribution function, o, is the sample standard deviation of the J,

and & is an intercept.'* Following Slade (1998), we adopt a two stage procedure. In the first stage

'> Note that the term relating to current period profits disappears from equation (30) as the result of
subtraction of the identity matrix I,,, in the square-bracketed term.

' The alternative is to include the intercept within the normal distribution function ®(.). That has the
advantage of ensuring that the fitted values lie within (0,1) and are therefore interpretable as probabilities.

23



we choose 0 to minimize
e'A7'Q7) 7' (34)

where Z is a matrix of instruments, Q is a covariance-weighting matrix which corrects for
heteroscedasticity (White, 1980). At the first stage €2 is replaced by the identity matrix and at the
second stage Z’QZ is calculated using the first stage residuals."

Note that if the discount factor beta were equal to zero, so that the forward-looking term
disappears from (31), the fixed cost parameter K would simply be a constant term in the indicator
function J,. In that case, identification of a fixed cost parameter constant across firms implies the
restriction that the function does not contain any independent intercept. It follows that, in the
absence of a forward-looking term, the fixed cost parameter is identified by the functional
specification of firms' technology and the choice of the normal distribution function ®(.) in the
definition of the generalized residuals - see Aguirregabiria (1999).

We specified fixed costs in three alternative ways, the last two are taking into account
measures of firm size:

1. Fixed costs constant across firms.

2. Fixed costs proportional to the first year productivity level (a;,);

3. Fixed costs proportional to the inverse of the number of employees in the first year of the sample
(size).

For each method we have both included and excluded the intercept 0. Only the third specification,
with the intercept included, generated positive estimates of fixed costs. As in estimation of the first
order condition (26) we set 3=0.95. The estimated fixed cost coefficient, defined relative to the size

variable, was 28.57 with a t statistic of 11.05.This implies that the fixed costs are

The specification in (33), which gives a marginally superior fit, is more directly compatible with the GMM
criterion function (34).

"> Our estimation procedure partitions the structural parameters between those estimates for the first
order conditions (& and the linear cost parameter b) and those estimated from the adjustment equation (the
fixed cost parameter K). The fixed cost parameter is not identified in the first order condition, but the other
two parameters might in principle be estimated also form the adjustment equation. It turned out that b was
very poorly determined by the adjustment equation, while the estimated value of ¢ was implausibly high
and associated with a very high estimated level of fixed costs (since firms’ profits are rising in «). It is
natural to consider joint estimation of the first order and adjustment equations, but this is complicated by
the fact that the first order condition is only satisfied by adjusting firms. We therefore chose not to pursue
this possibility.
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disproportionately associated with firms with a relative small number of employees.

This result is consistent with the effects of the legislation on hiring and firing in Italy.
While in general individual dismissals are very difficult except for rare cases of clearly
unsatisfactory behaviour in the work place, medium and large firms may avoid unfair dismissal
procedures by resorting to the legislation on redundancies which provides a relatively less
expensive means of reorganizing personnel - a firm with more than fifteen employees must be
willing to fire at least five employees to gain access to this legislation (Mobilita’)."® The
implication is that medium and large size firms have significantly greater flexibility in reducing
their labour force, whereas for a smaller firm it is difficult to make five or more workers redundant
without having to reschedule the whole production process. It also seems plausible that hiring and
training costs are lower for large firms.

The estimation remains robust even when we discard firms with less than 15 employees
which benefits from less strict hiring and firing legislation. In the case of firing, firms up to 15
employees are subject to lighter sanctions in case of unfair dismissal (up to 2-6 months pay) than
larger firms. It has been argued that this has often provided incentives for firms not to expand their
personnel beyond this thresholds, but to organize themselves as single-plant.

The median level of fixed costs corresponds to approximately 3.65 times average unit
labour costs, while the level of linear costs, per worker, is 35% of the unit labour costs. For large
firms, which will find it profitable to alter employment in almost all years, the linear cost terms is

likely to dominate, while for smaller firms, which adjust less frequently and by smaller amounts,

1 If it is to reduce its labour force, a firm with more than 15 employees must be willing to fire at least
5 of these. To do this, it has to prove that there are no alternatives to firing. The firm is then obliged to pay
a month of supplementation for the redundant employees. Those workers laid-off receive a subsidy equal
to 80% of the wage, up to a maximum of a monthly 1,250,000 lire ($778). The subsidy diminishes to 80%
of the initial subsidy after 1 year (about 900,000 Lire; ($560)) and can be extended for 1 year if the
employee is 40 or over and for 2 years if he/she is 50 or over. In the case of conflict, the firm is obliged
to pay 6 months of subsidy if it does not reach an agreement with the union. This legislation is designed
to discourage individual dismissals by making the cost of releasing workers very high. In practice, except
for rare cases of clearly unsatisfactory behaviour in the work place, a dismissed employee will invariably
initiate a claim for unfair dismissal. Bargaining between the firm and the employees will typically result
either in a job buy-out, or in rehiring. Whenever an employee is fired without a fair reason she has the
option either to be re-employed within 30 days, and compensated with an amount equal to at least five
months and up to a maximum of 12 months wages or to accept a job loss indemnity up to 20 months
wages, including 5 months wages as a fine on the company. (The legislation described was that current
during the sample period and the lira/dollar exchange is the average over the period). See Del Boca and
Rota, 1998.
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the fixed cost term may be more important. Comparison of the practical importance of these
magnitudes requires counterfactual simulation of the model."” The results are reported in Table
IV. Linear costs account for nearly half of the sample non-adjustments, while fixed costs account
for only one sixth. However, the implied non-adjustment bands are not additive, in a number of
cases firms which decide not to adjust because of linear costs would also have done so because of
fixed costs - if either linear or fixed costs become sufficiently high, all firms would remain with
constant levels of employment. There is also a small proportion of non-adjustments which result
from the fact that the smallest adjustment possible is that of one worker. The high residual arises
from the failure of the model to fully capture the causes of non-adjustment, and requires that our

conclusions be appropriately qualified.

Table IV
Simulated decomposition of non-adjustments
Fixed costs 3.32%
Linear costs 9.10%
Interaction -1.37%
Integer adjustment 0.09%
Residual 9.23%
Total 20.37%

8. Conclusions

Adjustment costs affect firms’ employment decisions in the face of shocks. In this paper
we have focussed on the dynamics underlying lumpy and kinked costs of adjusting firm size. We
have derived a simple dynamic marginal productivity equilibrium relation which takes into account
the alternatives of adjustment and non-adjustment that firms face in the future, due to the presence
of fixed and linear adjustment costs. The model requires addition of just one term to the static
marginal productivity condition. This term is the result of a discrete decision process which takes

explicitly into account the discontinuous character of the adjustment process and allows us to

17 We performed an iterative fixed point simulation in which the adjustment probabilities P* and PN*
in (29) were recalculated at each iteration until convergence.
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exploit the information contained in the corner solution. We estimate the model using a two stage
procedure: we first estimate the conditional choice probabilities non-parametrically and construct
the forward-looking term; in the second stage we condition on firms which and exploit moment
conditions to estimate the augmented first order condition.

The forward-looking term summarizes the departures from the static first order condition
resulting from firms’ rational anticipation of future adjustment. A marginal productivity regression
which omits this term will only give asymptotically unbiased estimates if this term is uncorrelated
with the wages paid by firms. This result is comparable to that obtained by Bertola (1992) in the
case of linear adjustment costs, which also gives rise to “bang-bang” adjustment behaviour. We
show that it is possible to characterize the forward looking aspects of adjustment in a particularly
simple way in the presence of both fixed and linear costs.

Estimation underlines the importance and significance of non-convexities in the costs of
adjusting employment. This is consistent with numerous prior studies of the Italian labour market
which has been considered as highly regulated. We have found clear evidence for both linear and
fixed costs by estimating the augmented first order condition, although this only permits
quantification of the linear cost component. We estimate linear costs to be of the order of 35% of
average unit labour costs. We also explored a structural model drawn from the literature of discrete
decision processes, which allows us to estimate the level of fixed costs. We find that fixed costs
amount to 3.65 times average unit labour costs. Simulation analysis indicates that linear costs are
responsible for the largest proportion of non-adjusting firms, but these results are qualified by the

presence of a substantial residual component.
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Appendix
A.1. Non-parametric estimation of the conditional choice probabilities
In order to estimate (23) we require estimates of the term (pq),, and, hence, of the

conditional choice probabilities P, ,*, and the slopes dP,.,*/dL,, as may be seen by rewriting (23)
as:

. pll, 1
(Py)=-—=—|g+ (35)
oL 15/1

The conditional choice probabilities and the slopes, may be estimated from their sample
frequencies. We use a multivariate kernel framework and adopt the Nadaraya-Watson estimator
(Nadaraya, 1964; Watson, 1964). The regressors are given by the two state variables,w, and W,,,.
Given a sample of n observations on a binary variable y, (i=1,...,n), the standard Nadaraya-Watson
regression estimator of the probability p(§) = Pr(y=1|x=€) where £ is a vector of regressors, is

defined by
_hEK( = )yf
p(g) = 222 (36)
izK( : _x"]
nh i=1 h

where K(.) is the kernel and h is the window. We use a normal kernel and, for two regressors, set
the kernel width as

h= = 37

following Silverman (1985, p.87). The estimates are not very sensitive to small variations in this
choice. The slope p;(§) with respect to the jth regressor at x = £ is given by

Al ) J( (E,i(a 0 e

where K(.) is the derivative of the kernel with respect to x;.Our model requires us to estimate the
probability of adjustment p*, but it seems likely that this is non-monotonic in these variables.
Although the nonparametric estimation procedure is capable, in principle, of accounting for this
non-monotonicity, we found it preferable to adopt a conditional framework and to model

M =
M

s
M=

Pfe) - (

J

(38)

Z
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pt =pU+(1-pY)pPrv (39)

where pV is the probability that the firm adjusts upwards and p°'V is the conditional probability

that it adjusts downwards, given that it did not adjust upwards. It is more plausible that the
probabilities p and p° "V are near monotonic. We found that this formulation resulted in more
precise estimates.

We also investigated the converse formulation, setting

pt=pPe(1-pP)ptP

The choice of conditioning did not make any appreciable difference to the estimates. The Gauss
kernel regression program is available from the author on request.

A.2. Inverse Mill’s ratio

We prefer ordered probit to standard bivariate probit in order to obtain monotonic
responses. Write the ordered probit indicator function as z, = 8’x;+¢; and let upward adjustment
correspond to z>a and downward adjustment to z.<b. Noting that E(z | z>c) = ¢(c)/[1-P(c)] and
E(z | z<c) = - ¢(c)/[1-®(c)], the inverse Mills’ ratio is defined as

)\'i :E(Cl"Zl‘>a) +E(Cl"Zi<b) :E(Ci‘ci>a _6’xi) +E(Ci‘ci<b _6’xl‘)

41)
=(a-8x)/[1-®(a-6"x)]-p(b-6"x )/[1 -D(b-5"x )]

where ¢(.) denotes the standard normal density function and ®(.) denotes the standard normal
distribution function.

A.3. Hausman-Wu test

Denote the estimate of the sub-vector of coefficients ¥ in equation (23) from model (d or a) in
Table III by b, with variance V,, and that from model (e) by b, with variance V,. Write AV=V,-V,.
The Hausman test is:

H=(b,~by) (AV) ' (b,~by) ~ % 42)

where k is the number of coefficients. We find V,, to be very close to V, with the consequence that
one of the three eigenvalues of AV is very small and negative. Write AV=P’AP, where A is the
diagonal matrix of eigenvalues of AV and P is the associated matrix of eigenvectors, and partition

A as
A 0
0 A,

43)

where A, corresponds to the negative eigenvalue and A, corresponds to the k, positive eigenvalues.
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This allows us to calculate a modified Hausman-Wu statistic
-1

0 0
P(b,~by)~ 14, (44)

H=(by=by)'P'| A,

Note that the sample employed for the column (e) estimates in Table III is smaller than that used
for the estimates reported in columns (a)-(d). The Hausman-Wu tests are calculated from estimates
corresponding to those reported in columns (a) and (d) but over the smaller sample.

33



