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ABSTRACT

In this study, we approximate the financial cycle in Europe by combining potential common and relevant financial indicators. We consider different credit aggregates and asset prices but also incorporate banking sector indicators for 11 European countries. We develop seven different synthetic financial cycle measures in order to best capture the characteristics of the financial cycle. We assess the various financial cycle measures using both graphical and statistical investigation techniques. The best-fitted financial cycle measure includes the following financial ingredients: credit-to-GDP ratio, credit growth and house-prices-to-income ratio. This study also highlights potential applications for the financial cycle measure in the macro-prudential policy context.
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Non-technical Summary

The global financial crisis of 2007 has drawn significant attention to the analysis of financial stability and the causes of financial crises. Macro-prudential policy has emerged as an important policy area designated to safeguard financial stability. The vulnerabilities within the financial system are often based on cyclical movements of financial variables (e.g. booms or busts phases). These are fraught with risks and may lead to serious financial and macroeconomic tensions. Therefore, the understanding of the financial cycle and its drivers is essential for the conduct of macro-prudential policy. This has particular relevance for activating certain macro-prudential tools, such as time-varying capital buffers, that are linked to certain stages in the financial cycle.

In contrast to cyclical movements in the real economy (business cycle), no “natural” cycle measure is available for the financial sector. In comparison to business cycles, financial cycles evolve over the medium term and their analysis goes beyond the shorter-term focus of business cycle theory. The cyclical movements of financial variables may amplify economic fluctuations, trigger imbalances, lead to macroeconomic destabilisation and/or threaten financial stability.

In this paper, we review different construction techniques to create a financial cycle for European countries. We consider various financial indicators (e.g. asset prices, credit aggregates and banking sector variables) in the process. We create different synthetic financial cycle measures that vary in the involved variables and identify the most appropriate measure by employing graphical and statistical assessment techniques. The key ingredients of the best fitted financial cycle measure for Europe include credit aggregates (credit-to-GDP ratio, credit growth) and assets prices (house-prices-to-income ratio).

Our paper contributes to the literature by developing a commonly applicable financial cycle measure for Europe. This paper further highlights potential applications of the financial cycle metric in financial stability analysis and contributes to the ongoing discussion on macro-prudential policy. We investigate the characteristics of business and financial cycles and provide evidence that financial cycles are often associated with the onset of financial crises. We also investigate the synchronicity of financial cycles across various European countries and find evidence that financial cycles are more correlated during stress times than in boom periods - an insight that should be taken into account in the policy-making process. Lastly, the paper provides a starting point for further analysis regarding the potential drivers of the duration and amplitude of the financial cycle as well as their importance for macro-prudential policy.
1 Introduction

The recent global financial crisis of 2007 has triggered a re-evaluation of the macroeconomic policy. In particular the crisis has drawn significant attention to the analysis of financial stability and the causes of financial crises, such as financial linkages and systemic risks. As a response to the crisis, more attention is paid to the development of macro-prudential policy tools and the establishment of a new institutional framework for the conduct of macro-prudential policy. The new institutional setting is often similar to that of monetary policy and comes with the definition of new policy mandates and objectives. However, macro-prudential policy faces huge challenges. In the literature there is an ongoing debate on how to define macro-prudential objectives and how to measure systemic risk or the financial cycle (Hansen, 2012). This uncertainty may lead to either inactivity of policy makers by deferring necessary policy decisions or to dubious decisions that are not accepted or properly understood by market participants. Despite these open issues, the newly designed macro-prudential entities in Europe have begun to conduct macro-prudential policy (ESRB, 2014). Overall, policy making seems to be ahead of the empirical underpinning.

Cyclical movements of the financial indicators are a recurring influencing factor for vulnerabilities within the financial system. During the last few decades academics have started endeavours to obtain a better understanding of empirical regularities of the “financial cycle”. Cyclical financial movements such as expansions or booms and contractions (or busts) phases are fraught with risks and may lead to serious financial and macroeconomic tensions. In particular, the behaviour and development of the credit cycle has been explored for a long time. Although credit booms are the foundation of credit crunches, causes of financial crises and vulnerabilities may have more than just the credit dimensions. Moreover, also other financial variables with unstable expansion may contribute to the vulnerability.

The understanding of the financial cycle and its drivers, as well as policy-makers’ awareness of the actual phase in the financial cycle, is essential for the conduct of macro-prudential policy (e.g. Borio, 2013). The activation of macro-prudential measures, such as time-varying capital buffers, refers to stages in the financial cycle (Detken et al, 2013).

In contrast to business cycles, no obvious “natural” financial cycle measure is available. Recent literature shares a broad description of the financial cycle but struggles to come up with an appropriate indicator. Financial cycles can be distinguished from business cycles through their amplitude and frequency. Financial cycles evolve over the medium term and their analysis should go beyond the shorter-term focus of business cycle theory. This means that the completion of full peak-to-trough cycles may last up to decades (Aikman et al, 2010, 2014). Borio (2012) defines financial cycles as “self-reinforcing interactions between perceptions of value and risk, attitudes towards risk and financing constraints, which translate into booms followed by busts”. The interactions may amplify economic
fluctuations, trigger imbalance and lead to macroeconomic destabilisation and/or threaten financial stability. In this study, we follow this financial cycle definition.

In this paper, we aim to reduce the uncertainty arising from the unclear definition of the financial cycle by creating a synthetic or artificial financial cycle measure. Individual cyclical measures may neglect important developments in other financial market segments. Accordingly, it appears more sensible to construct cycle measures for the whole financial sector. We try to capture the financial cycle in Europe by accounting for and combining the different influences of financial indicators. A synthetic measure allows us to analyse the joint behaviour of different potential influence factors. Our goal is to come up with a common synthetic measure that is suitable to capture the financial cycle for European countries. It should be emphasised that a common measure is needed to ensure accountability and comparability of the cycle among countries and for macro-prudential policy purposes.

Before capturing financial cyclical movements and creating a synthetic financial cycle, we briefly review the literature. One strand of literature describes financial cycles indirectly and obtains findings of financial cycles en passant their respective analytical goals. Studies relate financial indicators such as asset prices or credit aggregates to economic activities (e.g. Detken and Smets (2004), Goodhart and Hofmann (2008), Schularick and Taylor (2012), Aizenman et al. (2013), Borio et al. (2013), Bracke (2013)). Others use financial factors as leading indicators in early warning systems (e.g. Borio and Lowe (2002, 2004), English et al. (2005), Borio and Drehmann (2009), Alessi and Detken (2011), Ng (2011)).

The direct way of characterising the financial cycles started in the aftermath of the Global Financial Crisis. Aikman et al. (2010, 2014) investigate credit cycle characteristics across 14 advanced countries over a long period (1870–2008). Claessens et al. (2011a, b) analyse cyclical movements of credit, housing and equity prices for 21 advanced countries from 1960 to 2007. Both analyses provide evidence of high synchronicity of the individual series, in particular between the credit and house price cycle. The paper by Drehmann et al. (2012) is the first attempt to construct a synthetic financial cycle measure by combining medium-term fluctuations of financial variables for seven advanced countries from 1960 to 2011. The combination of credit aggregates and house prices works well, whereas equity prices tend to be destructive rather than beneficial. They also show that a financial cycle’s amplitude and duration have increased since the mid-1980s. Aikman et al. (2010, 2014) and Drehmann et al. (2012) exhibit tight links between peaks of financial cycles and systemic banking crises. Although the literature employs different metrics, it provides similar conclusions and
insights: Compared to business cycles, financial cycles tend to have a higher amplitude and lower frequency.\footnote{Busch (2012) confirms these findings for Germany by exploring the cyclical nature of credit measures and business cycles.}

Closely linked to the literature on financial cycles, our study is also related to the macro-prudential policy framework. An increasing amount of literature is devoted to investigating the effectiveness of the cyclical movement of credit measures (e.g. credit-to-GDP gap) for defining the counter-cyclical capital buffer rate. The cyclical movement of this credit measure is used as an early warning indicator to spot the build-up of financial vulnerabilities, although the predictive power of various credit aggregate measures varies (e.g. Detken et al. (2014), Drehmann and Tsatsaronis (2014), Wezel (2014)). Recent studies confirm the ability of the credit-to-GDP gap to spot vulnerabilities within the financial system in a cross-country framework (e.g. Bush et al. (2014), Detken et al. (2014), Giese et al. (2014), Hiebert et al. (2014)). In addition to these studies on the effectiveness, there is also an emerging strand of literature providing guidance on the implementation and calibration of the counter-cyclical capital buffer (e.g. Behn et al. (2013), Detken et al. (2014), Drehmann and Juselius (2014)).

Our paper contributes to the literature in four ways. First, we use a wider country sample to determine the financial cycle measure. Thereby, we focus on European countries and incorporate as many countries as possible. In doing so, we develop a commonly applicable financial cycle measure. Second, we enlarge the scope of financial indicators. Besides traditional credit and asset price indicators, we also include banking sector variables. Third, we perform a ‘horse race’ of different financial cycle measures using graphical and statistical techniques to determine the potentially best measure to describe the financial cycle. Lastly, our paper highlights various potential application options of the financial cycle metric.

The remainder of this paper is organised as follows. In the next section we describe the underlying data for the construction of the financial cycle. The third section explains the methodologies used for constructing financial cycles, whereas Section 4 constructs different financial cycle measures for a European sample. The fifth section employs various tools to assess the different synthetic financial cycle measures with respect to their fit. Section 6 elaborates on potential applications of these financial cycle measures, before concluding and discussing the policy implications in Section 7.

2 Data Description

To capture the financial cycle we aim to incorporate as many European countries as possible in our empirical exercise. The selection of EU Member States in our sample is driven purely by the data availability. We require a country’s variables to have long time spans to be able to characterise financial cycle patterns and to draw conclusions regarding the
appropriateness of financial cycle measures. Accounting for these constraints and using quarterly data, we construct financial cycle measures for 11 countries (Belgium, Denmark, Finland, France, Germany, Ireland, Italy, the Netherlands, Spain, and United Kingdom) for the period of 1980Q1 to 2012Q4.

The literature on financial cycles is relatively new and less researched than business cycle theory. In constructing the synthetic financial cycle we follow the approach by Drehmann et al. (2012) and combine different individual filtered time series. The variable choice is not obvious due to the lack of a common financial cycle definition. Also the requirement of long time horizons cancels out many potential financial variables (e.g. default rates or risk premiums).

In total, we consider seven different potential components of financial cycles. Four potential ingredients describe financial sector developments (asset prices and credit aggregates). The choice of the financial sector variables follows the spirit of Kindleberger (1978) and Minsky (1972, 1982, 1986) as well as recent financial cycle literature (Aikman et al. (2010, 2013), Claessens et al. (2011a, b), Drehmann et al. (2012)):

a) For assets prices we include the development of property prices by using the nominal house prices-to-nominal disposable income (per head). Both underlying time series are sourced through the ECB Statistical Data Warehouse (SDW) and are based on European Member States national statistics.

b) To capture credit developments we incorporate the credit-to-GDP ratio. This measure is often employed in macro-prudential literature (e.g. Detken et al, 2014). As a credit measure we use the ‘nominal bank credit to households and non-financial counterparties’ from the BIS credit database. The GDP is sourced via the IMF’s International Financial Statistic database and is included in nominal terms.2

In addition, we calculate growth rates using the data series from (a) and (b), respectively. These growth figures are designed to capture different movements of acceleration and speed of the indicators:

c) Annual growth rates of the nominal bank credit to households and non-financial counterparties.

d) Annual growth rates of house prices.

Moreover, we incorporate three bank balance sheet data variables which characterise the behaviour of the banking institutions directly. We source the potential banking sector variables through the OECD Banking Statistics database.3 This database is not an optimal

2 We also applied various credit data (series of credit levels vs growth rate) and the credit source (IMF vs BIS), but our results do not depend on this choice. The results are available upon request.
3 OECD series are yearly data and only available until the year 2010. The series are transformed from annual into quarterly series to meet the units of the remaining variables.
source, since the availability of the data is heavily constrained in comparison to the former financial indicators. However, to the best of our knowledge, this is the most comprehensive database on balance sheet variables from the banking sector. We consider the following variables:

- **e)** *(Short-term)* Funding-to-total assets accounts for cyclical behaviour in bank funding.
- **f)** Net income-to-total assets captures profitability of the banking sector over the cycle.
- **g)** Proportion of loans to total assets captures banking sector lending over the cycle.

All indicators are incorporated in nominal terms and are normalised to a common level to ensure comparability of their units. The two growth variables are the four-quarter difference in log-levels, whereas the other indicators are in percentage points. We also incorporate real variables, but the results do not depend on this choice.

For assessment and evaluation purposes of the potential synthetic cycle measures, we utilise two banking crises databases. On the one hand, we adopt the European System of Central Banks (ESCB) *Heads of Research Group Banking Crises Database* as described in Detken et al. (2014). On the other hand, we cross-check the results with the Laeven and Valencia (2008, 2010, 2012, 2013) *Systemic Banking Crises Database*. The two databases contain different crisis events due to the diverging compiling strategies. The former one condenses different banking crisis databases but also involves a discretionary judgment by local authorities whereas the latter database follows a purely rule-based approach. To overcome potential divergences and issues, we employ both crisis indicators for investigating the coincidence of synthetic financial cycle measures with financial crises. We adjust and control both measures for the post-crisis bias identified by Bussiere and Fratzscher (2006) by considering only the start period of the crisis. Remaining periods of the on-going crisis are omitted to avoid any influences to the leading indicators after the onset of the crisis.

### 3 Methods to Construct the Financial Cycle

Previous literature has delivered first insights in financial cycles but falls short of developing a commonly accepted medium-term financial cycle measure for a heterogeneous set of countries. Indeed, the literature diverges both on the construction techniques and the ingredients of the cycle. We try to tackle this by creating and analysing various synthetically combined financial cycle measures for European countries. Our goal is to identify the best measure for approximating empirically the financial cycle.

Synthetic cycles are obtained by aggregating individual financial indicator cycles. The idea behind synthetic measures is to capture a range of potential influences without quantifying

---

4 The database does not provide any data for the United Kingdom. For other countries such as Ireland or Italy certain years are not available.
their exact relationship. Before presenting the creation and selection process of the synthetic financial cycle indicators, it is important to discuss the range of construction techniques. The methodologies used are adapted from business cycle literature. Recent financial cycle literature portrays two analytical approaches (e.g. Aikman et al. (2010, 2013), Claessens et al. (2011a, b), Drehmann et al. (2012)). The turning point analysis determines cyclical peaks and troughs within the time series using an algorithm, whereas the frequency-based filter analysis is a statistical filter technique to isolate fluctuations with different frequencies.

The turning point analysis allows peaks and troughs of a certain underlying time series to be determined. The algorithm was developed to identify the turning points of business cycles (e.g. Burns and Mitchell (1946), Bry and Boschan (1971), Harding and Pagan (2002)). The intuition behind the procedure is to identify local minima and maxima of a time series. This enables the algorithm to disentangle contraction and expansion phases of the time series.5

The frequency-based filter is a technique to study the behaviour of cyclical movements by isolating the cyclical pattern of the underlying time series. In recent literature two dominant types of frequency-based filters are used to visualise cyclical behaviours: the Hodrick-Prescott (HP) filter and the band-pass filter (BP). The HP filter, developed by Hodrick and Prescott (1981, 1997)6, basically splits the data series into trend and cycle components by applying a criterion function to penalise deviations from the trend by using pre-specified weights (Comin and Gertler, 2006). The two-sided HP filter incorporates both historic and future information on the time series, whereas the one-sided HP filter only employs historical data. One-sided HP filters are often used in the macro-prudential literature due to using only past information (e.g. Dekten et al, 2014).7 The second frequency-based filter technique is the BP filter developed by Christiano and Fitzgerald (2003). This is basically a two-sided moving average filter isolating certain frequencies in the time series.

In the following, we employ the frequency-based filters due to their favourable characteristics from an analytical perspective. Given that single frequency filtered time series are additive (Drehmann et al, 2012), we consider them as a proper tool to construct a synthetic financial cycle measure. In this study, we opt for the band-pass filter, although the results do not depend on the choice of filter used.8

5 The procedure requires certain conditions. One of these conditions is an alternating pattern of peaks and troughs. Details of this procedure are explained in Bry and Boschan (1971), and Harding and Pagan (2002).
6 The filter technique was originally proposed by Leser (1961, 1963) and employs methods that were developed earlier by Whittaker (1923).
7 This development is mainly driven by the literature on the counter-cycle capital buffer and the implied work on the Credit-to-GDP ratio (e.g. Borio and Lowe (2002), Borio and Drehmann (2009), Basel Committee on Banking Supervision (2010, 2011), Drehmann et al. (2011)). It is obvious that a prudential tool has to rely purely on historic information, so that it is equipped to be handy in the future.
8 See Drehmann et al. (2012) for more information.
4 Creating a Financial Cycle Measure

The construction of synthetic financial cycle measures involves two steps. In the first step, we apply the frequency-based band-pass filter to each individual series to compare the behaviour of medium-term cycles. In the second step, we combine several financial indicators to build the synthetic financial cycle measures.

To ensure consistency within the macro-prudential literature, we rely on the recommended settings for frequency-based filters. In detail, we transfer the proposed HP filter settings (lambda of 400.000) by the Basel Committee on Banking Supervision (2010), Borio (2012) and Detken et al. (2014) to the BP filter. The resulting parameter choice is in line with recent financial cycle literature (Drehmann et al, 2012), however the choice of the parameter remains more or less arbitrary. Recent literature argues that the length of the financial cycle is four times the length of a business cycle (Ravn and Uhlig (2002), Gerdrup et al. (2013), Detken et al. (2014)). Therefore, the duration of a financial cycle spans from 32 to 120 quarters (or 8 to 30 years) using this band-pass methodology. The rationale behind choosing the BP-filtered time series is not only that their cycles are smoother than HP filtered series but also the comparison of time series is easier. 9

In the first step, we develop medium-term cyclical components for each of the six individual indicators: credit-to-GDP ratio, house-prices-to-income ratio, credit growth, house price growth, bank funding ratio, bank-net-income-to-total-assets ratio and loans-to-total-assets ratio. However, due to the data constraints not all series are available for all countries at all points in time. In Figure 1, we exemplify the patterns of individual cycles by illustrating them for Sweden. The individual graphs of the cyclical movements of the seven financial indicators for the remaining countries suggest a similar conclusion and are provided in the Appendix (Figure A1). The grey shaded areas in the figures reflect financial crisis periods identified by the ESCB Heads of Research Group Banking Crises Database.

---

9 Comin and Gertler (2006) apply the settings of 2 and 32 quarters for business cycles. Alternatively, one may argue to use these BP settings for medium-frequency components by Comin and Gertler (2006). However both lines of reasoning imply the same parameters. Like Drehmann et al. (2012), we restrict the upper bound to 30 years due to the constrained data availability.
The left panel of Figure 1 shows the cyclical components of the credit-to-GDP ratio, house prices-to-income ratio, as well as credit growth and house price growth, whereas the right panel outlines the cyclical components of bank-funding, loans-to-total-assets and bank-net-income-to-total-assets ratios. Both panels help us to characterise the underlying indicators and to make statements about their potential usefulness. An obvious caveat of this investigation is the limited number of full cycles incorporated in this time period.

The left panel reveals that cyclical components of credit aggregates and asset prices concur closely. The peaks and troughs of the individual time series occur within a tight time frame. In addition, the frequencies of the time series are similar, whereas the amplitudes appear to be divergent. Two of the four measures – both growth rates – tend to pick up quickly, whereas the other indicators adjust more gradually. In total, both growth rates tend to behave as leading indicators, whereas the credit-to-GDP ratio seems to be rather a lagging one. All asset and credit indicators peak around the outbreak of financial distress in the early 1990s and the late 2000s.

The data coverage in the right panel is a major concern and potential interpretations should be drawn carefully considering that for some countries the available data is much more constrained (e.g. United Kingdom). The explanatory power and the concurrence of the banking sector variables tend to diverge among countries. The frequencies but also the amplitudes appear to be different. In detail, for Sweden the peaks of the individual series in the right panel are less closely aligned than in the left panel. The funding and income ratios pick up the development more quickly than the loans-to-total-assets ratio. In comparison to asset prices and credit aggregates, banking variables are lagging and feature higher amplitudes.
Combining both panel interpretations, the graphical investigation reveals that variables capturing asset prices and credit aggregates are more suitable for visualising cyclical patterns of the financial variables than banking sector variables.

These results provide a first indication of the relative importance of individual financial indicators for characterising the financial cycle. However, the validity of these cyclical movements is limited because single measures may miss certain developments in the financial markets. Accordingly, we construct cycle measures for the whole financial sector. Since no obvious financial cycle measure is available, we derive synthetic measures. Of course, synthetic financial cycles have to be checked for their appropriateness before drawing any conclusion. Due to the favourable characteristics of frequency-based filter series, we are able to create aggregated synthetic financial cycle measures by averaging the underlying frequency-based filtered individual cycles for each point in time.10

In total, we construct seven potential financial cycle measures (FC) with different ingredients. Table 1 exhibits the seven synthetic financial cycle and the corresponding variables included in the combined measures. All cycle indicators include core component(s) but also vary with regard to additional variables considered in the analysis. FC1 is not a synthetic measure but is a single component financial cycle measure. Recent macro-prudential literature is in favour of using this indicator, arguing that filtered credit-to-GDP time series is helpful in predicting financial crises and that the explanatory power can only be increased gradually by adding further indicators (Detken et al, 2014). Therefore, we use this variable as our starting point.

<table>
<thead>
<tr>
<th>Financial Cycle</th>
<th>Ingredients</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC1</td>
<td>Credit-to-GDP ratio</td>
</tr>
<tr>
<td>FC2</td>
<td>Credit-to-GDP ratio, House prices to income ratio</td>
</tr>
<tr>
<td>FC3</td>
<td>Credit-to-GDP ratio, House prices to income ratio, Credit growth</td>
</tr>
<tr>
<td>FC4</td>
<td>Credit-to-GDP ratio, House prices to income ratio, Credit growth, House price growth</td>
</tr>
<tr>
<td>FC5</td>
<td>Credit-to-GDP ratio, House prices to income ratio, Credit growth, Bank funding ratio</td>
</tr>
<tr>
<td>FC6</td>
<td>Credit-to-GDP ratio, House prices to income ratio, Credit growth, Bank net income to total assets</td>
</tr>
<tr>
<td>FC7</td>
<td>Credit-to-GDP ratio, House prices to income ratio, Credit growth, Loans to total assets</td>
</tr>
</tbody>
</table>

The data coverage is a major concern of this study. By incorporating only asset and credit variables we are able to cover nearly all time periods. For FC measures 1–4, 1446 out of 1452 possible observations can be included.11 For banking sector variables the picture is different. By employing banking sector variables we lose nearly one-third of the

10 This is applicable, since the components are continuous series of comparable units of measurements (Drehmann et al, 2012).
11 The theoretical maximum number of observations is calculated using the maximum number of 33 years with four quarters each (1980q1 to 2012q4) multiplied by 11 countries.
observations. We are able to include for FC measure 4–7 only 1019, 1076 and 1076 observations, respectively. Based on this coverage restriction, it would be advisable to employ one of the former four financial cycle measures to ensure a wider data coverage. However, we assess and compare all different financial cycle measures in our analysis.

Figure 2 illustrates the seven potential synthetic financial cycle measures for Sweden. It allows the behaviour of different financial cycle measures to be compared. The graphs for the remaining countries are provided in Figure A2 in the Appendix but they do support the interpretation and conclusion for Sweden. Turning points occur at different points in time and the amplitudes of cycle measures tend to differ. All of the seven financial cycle measures share similar characteristics and patterns. This similarity is explained by the fact that the measures share some common ingredients. The peaks of the cycle measures seem to be related to periods of financial distress although not every peak is associated with a financial crisis. However, by combining the FC1 measure with additional financial indicators the turning points of the time series are shifted and also the amplitudes vary. Figure 2 also confirms the limitation of the data, since not every financial cycle measure is available at every point in time (e.g. FC5–7 from 2010 onwards).

Figure 2: Financial Cycle Measures

The graphical investigation of financial cycle measures does not provide a conclusive indication as to which financial cycle measure to choose, but it provides some intuition that banking sector variables do not seem to be essential to model the financial cycles. Nonetheless, we continue the search for the best synthetic financial cycle measures by employing statistical methods to evaluate the different measures.
5 Assessment/Evaluation

The previous section focused on the graphical investigation in order to identify the best financial cycle measure. In this section we extend the analysis by employing statistical methods to assess the various measures and to determine the best financial cycle measure. On the one hand, we analyse the concordance of the financial cycle measures and their ingredients. On the other hand, we explore the fitting of the financial cycle measures by investigating the development of synthetic cycle measures with regard to the outbreak of financial crises.

In the first step, we investigate the synchronicity between the cyclical characteristics of financial cycle ingredients and the aggregated financial cycle measures. For this purpose we use a bivariate index of synchronisation, called the concordance index. This statistical measure was developed by Harding and Pagan (2002). Basically, it expresses the time periods in which two time series are in the same phase in relation to all periods. If both time series are expanding or contracting, the index will be at 100% (positively concorded). In cases when the series are in different phases, the concordance measure is zero (negatively concorded).

Table 2: Concordance Measures for Medium-term Cycles

<table>
<thead>
<tr>
<th>Cycle Measure</th>
<th>FC1</th>
<th>FC2</th>
<th>FC3</th>
<th>FC4</th>
<th>FC5</th>
<th>FC6</th>
<th>FC7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concordance</td>
<td>100%</td>
<td>79%</td>
<td>76%</td>
<td>73%</td>
<td>74%</td>
<td>67%</td>
<td>72%</td>
</tr>
</tbody>
</table>

Table 2 exhibits the concordance measures for the ingredients of the financial cycle and its synthetic financial cycle measure. Each number reflects the average of the underlying concordance measures of the synthetic financial cycle measure and its corresponding time series. More specifically, it represents the fraction of time in which the individual underlying time series components and the corresponding financial cycle share a common phase. The financial cycle measures FC2 and FC3 show very distinctive values in the concordance index indicating a close co-movement of the financial cycle ingredients and that the synchronicity of the individual ingredients with the synthetic financial cycles is high. Other cycle measures tend to be less harmonised. Moreover, it is worth noting that the credit-to-GDP ratio seems to be in comparison to other ingredients less concorded with the financial cycle. Typically, the concordance is around 50 - 60% for the credit-to-GDP ratio, whereas the concordance index of other indicators is considerably higher.12

In the next step, we explore the relationship between financial cycles and financial crises. In detail, we study the coincidence and timing of a financial cycle’s peak and the outbreak of a

12 This finding may also deliver some insight that cyclical movements can be grouped into leading and lagging parameters. As noted in Section 4, the growth rates of credit and house prices seem to act as leading indicators in our sample. The credit-to-GDP-ratio seems to act rather as a lagging indicator.
financial crisis. It is important to stress that we do not attempt to forecast crises as in early warning literature. Therefore, we restrain from employing usefulness measures or specifying any policy loss function which is typically used in this type of literature to gauge the model’s predictive ability (e.g. Alessi and Detken (2011), Detken et al. (2014)). Rather, we are interested in evaluating the goodness of fit properties of financial cycle measures in an early warning framework.

In the spirit of Bush et al. (2014), we utilise the well-established statistical measure “Area Under the Receiver Operating Characteristic” (AUROC) to assess the goodness of fit of each financial cycle specification (e.g. Detken et al. (2014), Drehmann and Juselius (2014), Drehmann and Tsatsaronis (2014), Giese et al. (2014)). This technique does not require any assumption on possible threshold values and weights of the signal ratio against the noise ratio. The AUROC summary statistics are bounded between 0 and 1, whereas higher AUROC values reflect more informative models. A value of 1 would represent a perfect fit, whereas a value below 0.5 corresponds with an uninformative specification.

In line with the dominating strand of the macro-prudential literature, we employ a simplistic univariate standard panel logistic model approach.13

\[ \text{Crisis}_{t} = C + FC_{t}, \]

In turn, we incorporate two financial crisis variables Heads of Research Group Banking Crises Database by the ESCB and Systemic Banking Crises Database by Laeven and Valencia as the dependent Crisis variable. As independent variables we include a constant term C and one synthetic financial cycle measure FC at a time. Our estimation procedure involves multiple steps. To determine the power of each financial cycle measure in explaining crisis events, we estimate the specification for each financial cycle measure separately. Furthermore, we consider 13 consecutive time horizons. We specify for each synthetic financial cycle measure a separate model, lagging the independent variable up to 3 years (12 quarters). In total, we estimate 12 regressions for each financial cycle measure. For each specification, we determine the AUROC which allows us to judge the model’s adequacy and the goodness of fit. We repeat this estimation procedure for both measures.14

In Figure 3 we plot the AUROC paths of the various synthetic financial cycle measures with the corresponding time period for both crisis measures. All seven synthetic financial cycle measures are informative using both crisis indicators and tend to give reliable signals ahead of crises indicated by AUROC values higher than 0.5. Thus, all specifications are equipped

---

13 The framework is similar to a majority of the macro-prudential literature. For example, Behn et al. (2013), and Bush et al. (2014) employ the logit estimation technique. For more information see Dekten et al. (2014).
14 For information on the area under the receiver operating curve (AUROC) measure see Bush et al. (2014), Dekten et al. (2014) and Giese et al. (2014)
with well-behaving characteristics and are well-determined. In particular, the higher the AUROC curve, the better is the performance of the model.

Figure 3: AUROC of Financial Cycle Measures Over Time

Both panels in Figure 3 show similar patterns. In both panels, the measures tend to behave quite similarly (except for FC1 and FC6) and it is challenging to distinguish between the various cycle measures as well as to identify the best-performing measure. Nonetheless, the figure reveals that specific financial cycles tend to be more informative than others. In the left panel (Heads of Research Group Banking Crises Database) the FC3 and FC7 measures have the highest AUROC values and can be described as the best-performing models. In the right panel (Systemic Banking Crises Database) the FC2 and FC3 measures provide the highest AUROC values. For both financial crisis measures, indicator FC3 is in the top ranks over all horizons and the value starts to decline slightly six quarters before the crisis. In comparison, AUROC values of the FC1 measure which is the sole credit-to-GDP ratio decline steadily with each further lag. In addition to that, it is observable that the explanatory power of the financial cycle measures in terms of the AUROC value can be improved by adding further variables to the credit-to-GDP ratio. For example, in the left panel the AUROC value of the FC1 measure is much lower during the period of T(-12) until T(-3) than for the other cycle measures.

Taking the graphical and statistical examinations as well as the data availability concerns into account, we conclude that the FC3 measure consisting of the credit-to-GDP ratio, credit growth and house-prices-to-income ratio seems to be the best choice for a synthetic financial cycle measure. In comparison with other measures, this indicator is constantly ranked among the top in different graphical and statistical investigations.

6 Applications of the Financial Cycle Measure

After deriving the best-fitting financial cycle indicator, we turn to some possible applications of the financial cycle measure. The synthetic financial cycle could be of help for various policy purposes such as early warning indicators for detecting exuberance or distress within
the financial system. In this section we briefly highlight three applications for policy purposes that may provide insights for policy makers. First, we compare financial and business cycles and assess similarities and differences. Second, we explore the synchronicity of financial cycles across the 11 countries. Last, we highlight the impact of banking sector characteristics on the financial cycle measure. In this part, we employ the financial cycle with the best-fit - FC3 measure - and refer to it as the financial cycle.

In the first application, we compare financial and business cycles by employing filtered times series for the financial and the business cycle over time. As in the previous section, Figure 4 exemplarily exhibits the cycles for Sweden. Other charts are provided in Figure A3 in the Appendix but suggest a similar conclusion. Beside the synthetic financial cycle measure, we also employ a band-pass filtered nominal GDP series as the business cycle measure using the recommend settings to retrieve the cyclical pattern of business cycles (Harding and Pagan, 2002, 2006).

**Figure 4: Comparison of Business and Financial Cycles**

![Graph showing comparison of business and financial cycles for Sweden](image)

Previous literature has investigated the long-established relationship between credit and business cycles for more than 130 years across countries (e.g., Aikman et al. (2010, 2014)). Although our time span is considerably shorter, we spot similar cyclical patterns. We are able to confirm their findings for a wider range of European countries and spot similar divergences. For example, the average duration of financial cycles in Figure 4 seems to be longer than that of business cycles. Furthermore, business cycles seem to be more volatile and have a higher order of variance. This finding also offers insights into the appropriate design of macro-prudential policy: Peaks of financial cycles are more associated with the onset of financial crises than with business cycles. Haldane (2014) underpins this strong empirical link between macroeconomic destabilisation and cycle peaks. In addition, Drehmann et al. (2012) also emphasise that in the aftermath of a financial cycle peak, a serious weakening in economic activity is more likely. These findings also support the
intuition that dampening the financial cycle is an important element of policy measures aiming at enhancing financial and macroeconomic stability as well.

In a second application, we analyse the synchronicity of financial cycles across the 11 European countries. We define the cycle dispersion or synchronicity as the one-year cross-country standard deviation of filtered time series.15 This dispersion measure can be used to evaluate whether cycles converge or diverge over time. A lower dispersion measure represents a higher synchronicity and, vice versa, a lower synchronicity constitutes a higher dispersion.

![Figure 5: Synchronicity of Cycles](image)

Figure 5 offers an important insight: In awakening of cross-border financial stress events (darker shaded line and labelled as “Early 1980s recession”, “1987 stock market crash”, “Nordic banking crisis”, “European exchange rate mechanism crisis”, “Burst of the dotcom bubble”, “Global financial crisis”) the financial cycle dispersion tends to decrease and financial synchronicity tends to increase.16 Or to put it the other way around, financial cycles are less synchronised in good times.17 This divergence of financial cycles calls for differentiated and well-targeted policy responses that take into account the cyclical position of individual Member States.

In a third and last step, we shed light on the potential drivers of the financial cycle amplitude and its importance for macro-prudential policy purposes. Based on the newly

---

15 There are multiple options to analyse and model the synchronicity of cycles. For a detailed review on different synchronisation measures see Gächter et al. (2012, 2013).

16 The different shading during the Global financial crisis refers to the European Debit Crisis.

17 Straetmans (2014) also finds that cross-asset crisis spill-overs – co-movement of stocks, bonds and commodities prices – become more pronounced and thus diversifying portfolio risks becomes more difficult during recessions. Straetmans (2014) defines recessions in relation to the business cycle.
available instruments within the Capital Requirements Regulation and Directive (CRR/CRD IV) framework in Europe, designated macro-prudential authorities obtain the power to implement and calibrate certain capital buffers. The financial sectors feature different cyclical and structural characteristics across Member States, suggesting that capital buffers should be calibrated and implemented differently. Moreover, the timing of introducing macro-prudential measures in the financial cycle appears to be a key question to minimise unintended economic costs. From a financial stability perspective, awareness of the drivers of the financial cycle as well as its current state is essential to determine the adequate policy actions. For instance, our synthetic financial cycle measure could be employed as an indicator in the early warning system to assess countries’ financial sectors.

A detailed analysis of the relationship between certain structural features of the banking sector and the financial cycle is undertaken by Stremmel and Zsámboki (2015). The authors identify bank concentration, the market share of foreign banks as well as the share of foreign currency loans in total loans which explain a significant part of the variation of the financial cycle amplitude. In addition, they also argue that macro-prudential measures addressing cyclical movements and structural characteristics of the banking system could be considered in combination.

7 Conclusion

In this paper we identify key ingredients for the financial cycle in Europe. We review construction techniques and contrast different financial indicators such as credit aggregates, asset prices and banking sector variables and create various synthetic financial cycle measures to guide our choice. Employing various graphical and statistical assessments, we identify the most appropriate financial cycle measures. Our results suggest that the best-fitted synthetic financial cycle measure contains the credit-to-GDP ratio, credit growth and house-prices-to-income ratio.

Moreover, our paper elaborates on different potential applications of the financial cycle measure, contributing to the on-going discussion on macro-prudential policy. Awareness of the drivers of the financial cycle as well as its current state is essential to take the correct policy actions. We investigate the synchronicity of financial cycles in Europe. Our results suggest that financial cycles are highly correlated during stress times and diverge in boom periods that should be taken into account in policy actions.

Further, we provide examples for potential application of the financial cycle measure. This paper paves the way for further avenues of research. From a research perspective it may be interesting to further elaborate on the decomposition of financial cycles and whether the relative influence of individual components varies over time. In addition, our study provides also the foundation to employ the financial cycle measures in other econometric frameworks. A possible application could involve using the financial cycle measures in VAR models to conduct impact studies. Another interesting application is related to early
warning systems. This financial cycle metric could be employed in the early warning framework to assess the cyclical position of financial systems in countries and to issue signals if emerging vulnerabilities are detected.
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Figure A1: Cyclical Movements of Financial Indicators
Each panel reflects the cyclical movements for seven different financial indicators. The cyclical movements are obtained using the described methodology in Section 3. The left part of each panel, represent the cyclic components of macro-financial variables such as credit-to-GDP ratio, house-prices-to-income ratio, credit growth, whereas the right part of each panel represents the cyclical components of banking balance variables such as bank funding, loans-to-total-assets, and bank-ne-income-to-total-assets ratios. This figure reveals that coverage of the banking sector balance sheet variables differs across the countries. For example, in the Italian case for some periods no data is available, whereas for the United Kingdom no balance sheet data is available at all. Other countries such as Spain have considerable higher data coverage. The grey shaded areas refer to financial crisis periods identified by ESCB Heads of Research Group Banking Crises Database for the corresponding country. For a detailed interpretation, please see Section 4.
Figure A2: Financial Cycle Measures

Each country panel reflects seven constructed individual synthetic financial cycle measures. We use the following ingredients:

- FC1: Credit-to-GDP ratio (CG).
- FC2: Credit-to-GDP ratio (CG), House prices to income ratio (HP).
- FC3: Credit-to-GDP ratio (CG), House prices to income ratio (HP), Credit growth (dC).
- FC4: Credit-to-GDP ratio (CG), House prices to income ratio (HP), Credit growth (dC), House price growth (dHP).
- FC5: Credit-to-GDP ratio (CG), House prices to income ratio (HP), Credit growth (dC), Bank funding ratio (Fun).
- FC6: Credit-to-GDP ratio (CG), House prices to income ratio (HP), Credit growth (dC), Bank net income to total assets (Inc).
- FC7: Credit-to-GDP ratio (CG), House prices to income ratio (HP), Credit growth (dC), Loans to total assets (Loa).

Grey shaded areas reflect financial crisis periods identified by ESCB Heads of Research Group Banking Crises Database for the corresponding country. In line with Figure A1, for the United Kingdom the financial cycle measures FC5, FC6, and FC7 are not available due to the lack of balance sheet variables. For an interpretation of these country panels please see Section 4.
In each of the country panels, we plot the financial and the business cycle over the time. For the financial cycle, we employ the financial cycle measure FC3 and for the business cycle we use the band-pass filtered nominal GDP series. In each graph, the grey shaded areas reflect financial crisis periods identified by ESCB Heads of Research Group Banking Crises Database for the corresponding country. For a detailed interpretation of these country panels please see Section 6.
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