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Abstract

The primary driver of commercial bank failures during the Great Recession was exposure to the real
estate sector, not aggregate funding strains. The main “toxic” exposure was credit to non-household real
estate borrowers, not traditional home mortgages or agency-issued MBS. Private-label MBS contributed
to the failure of large banks only. Failed banks skewed their portfolios towards product categories that
performed poorly on aggregate, and within each category invested in assets of lower quality than survivor
banks did. They expanded more rapidly into real estate during the pre-crisis period, but rapid growth
alone cannot explain differences in asset performance.

JEL classification: G21, G28
K eywords: bank failures, Great Recession, real estate, mortgage-backed securities, credit lines
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Non-technical summary

This paper sets out to identify the major drivers of commercial bank failures in the United States during

the Great Recession. Aggregate funding pressures in the banking sector during 2007-2008 have been widely

discussed in the literature as a precipitating cause of the crisis and have been directly connected to the

failure of some large broker-dealers. Although funding pressures may have indeed exacerbated strains on the

profitability of financial institutions, the majority of commercial bank failures took place after 2008, that

is during a period by which funding pressures in the banking sector had completely abated. The timing of

these failures suggests that the primary cause of failure for commercial banks cannot have been illiquidity

due to aggregate shocks in the markets for wholesale funds.

I argue that commercial bank failures can be explained by the deterioration of conditions in the real

estate sector, a process which started as early as 2006 and lasted well after the funding crisis ended. I

identify three sources of bank exposure to the real estate sector, which operate through its (a) illiquid assets,

(b) marketable securities, and (c) off-balance sheet credit line portfolios, and ask whether pre-crisis choices

which shifted the balance of each portfolio towards real estate products increased the probability of bank

failure during the Great Recession.

I find that accumulation of real estate risk was a strong contributor to failure for all banks, but more so

for large banks. In particular, accounting for pre-crisis exposures to real estate increases the fit of a baseline

model of failure by approximately 50% for small banks (Assets<$1 billion) and by 150% for large banks

(Assets> $1 billion).

I find no evidence that holdings of traditional home mortgage loans or of agency-issued MBS contributed

more to bank failures than exposures to non-real estate loans and non-MBS securities did. The estimates

indicate that the primary drivers of failure were exposure to loans and commitments issued to non-household

real estate borrowers. Exposure to private-label MBS (the securitization vehicle for subprime loans) increased

the probability of failure for large banks only.

I perform further tests to assess whether the composition of a bank’s sources of income is a more relevant

predictor of failure than its exposure to real estate products, and find that it is not. The results are robust

to accounting for the co-determination of the product mix and locational mix by banks, to an alternative

definition of bank failure which includes all banks that received government assistance in the form of capital

injections through the Troubled Asset Relief Program (TARP), and to the exclusion of banks deemed too

big to fail.

The question remains of how it is that the identified toxic pre-crisis exposures influenced the financial
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health of banks and led to subsequent failure during the crisis. To answer this, I track the performance

of loans and securities moving through the crisis and find that (a) failed banks invested more heavily in

real estate products that performed uniformly poorly across both failed and survivor banks during the crisis

(systematic component), and (b) within each of the potentially toxic product categories failed banks invested

in assets of lower quality than survivor banks did (idiosyncratic component).

The portfolio effects discussed above rely on a snapshot of the business model with which banks entered

the crisis, and I perform further tests to examine how this model evolved during the buildup to the crisis.

During this period, both failed and survivor banks moved towards a more real estate-focused business model,

but there is no evidence of an increase in on-balance sheet exposure to either traditional home mortgages

or agency-issued MBS. Failed banks built their exposure to real estate products at a more rapid pace than

survivor banks did, but I find that rapid expansion alone cannot explain the within-category differences in

asset performance observed during the crisis.
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I. Introduction

The recent financial crisis was marked by a number of failures of large financial institutions.1 The stresses

that led to the failure of financial institutions during the peak of the crisis in 2007-2008 have been discussed

extensively in the press and generated a number of scholarly articles,2 with the commentary regarding bank

risk and failure during this episode to a large extent being informed by the experience of brokers-dealers.

The wave of commercial bank failures that immediately followed the main events of the crisis received

less attention. The FDIC reported 492 bank failures from January 1, 2005 to December 31, 2013. Although

the rapid deterioration in funding conditions in the markets for wholesale funds has been identified as one of

the precipitating causes of the crisis (Gorton and Metrick (2012)) and has been tied to the rapid deleveraging

of brokers-dealers (Adrian and Shin (2009)), the majority of commercial bank failures during this episode

(462 failures) took place after 2008, in a period during which aggregate funding pressures in the banking

sector had abated. As Cole and White (2012) discuss, the risk-determinants for commercial banks during

the Great Recession were much different than those for broker-dealers, and in this paper I build on Cole and

White (2012) to provide further evidence in support of this thesis.

Bank failures result in the loss of non-transferable components of charter value, such as profitable lending

opportunities, the presence of which can countervail the moral hazard problems created by the deposit

insurance system (Demsetz, Saidenberg and Strahan (1996), Keeley (1990)). Failing banks may impose

externalities on competitors within the relevant market for deposits, in the form of increased funding costs

(Acharya and Mora (2012)), and can also have an adverse effect on real economic activity (Ashcraft (2005)).

Even in the absence of actual failure, the banks’ response to distress can directly affect the real economy

through the bank credit channel. Studying the Great Depression Calomiris and Mason (2003) show that

variation in credit supply due to bank distress can explain income growth and activity in the construction

sector in 1931-1932. Cornett et al. (2011) show that during the financial crisis of 2007-2008 liquidity risk

led to a significant contraction of credit. And as Peek and Rosengren (2000) show, with the globalization of

banking the bank channel is no longer local but can operate across borders and affect the real economy in

1New Century Financial Corporation filed for bankruptcy in April 2007, Countrywide Financial Corporation warned of
financial difficulties in July 2007 and was acquired by Bank of America in June 2008, Bear Stearns liquidated two MBS hedge
funds in July 2007 and was acquired by JPMorgan Chase & Co in March 2008, and September 2008 was the epicenter of the
crisis with Fannie Mae and Freddie Mac placed in government conservatorship, Lehman Brothers and Washington Mutual filing
for bankruptcy, and AIG bailed out by the Federal Reserve Bank of New York. The Federal Reserve Bank of St. Louis provides
a detailed description of the timeline of the crisis at http://timeline.stlouisfed.org/index.cfm?p=timeline

2See for example, Ivashina and Scharfstein (2010), Gorton and Metrick (2012), Reinhart (2011), Johnson and Mamun (2012),
Brunnermeier (2009)
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countries other than the one in which bank risk originated.

Given the negative consequences of excessive risk-taking in the banking sector, it is important for policy-

makers to understand which particular choices made by banks, as reflected in their business model, increase

bank risk and raise the probability of failure. Recent studies have examined bank performance during the

financial crisis of 2007-2008,3 but with the exception of Cole and White (2012) these studies do not consider

bank failure as the performance metric and do not attempt to attribute variation in bank performance to

granular differences in the composition of the banks’ various portfolios (the product mix).

Composition effects are important. We know, for example, that during the Great Recession the real

estate sector experienced severe stresses. Empirical models that aim at examining the determinants of bank

failure during this episode should therefore account for the specific channels through which stresses in the

real estate sector may have transmitted onto the banks’ balance sheets and contributed to bank distress and

eventual failure; this paper makes progress on this front.

I examine a pre-crisis snapshot of the banks’ business model, and identify three possible channels through

which stresses in the real estate sector could have transmitted onto bank balance sheets. These channels

operate through the composition of a bank’s (1) illiquid assets portfolio, (2) marketable securities portfolio,

and (3) off-balance sheet portfolio of credit lines. For each of these portfolios, I consider how pre-crisis

choices which shifted the composition of the portfolio towards real-estate products impacted the probability

of bank failure during the Great Recession.

I first ask whether portfolio composition holds relevance in predicting the probability of failure, and find

that accumulation of real estate risk was a strong contributor to failure for all banks but more so for large

banks. Pseudo-R2 measures of fit indicate that accounting for the compositions of banks’ product mix into

real estate products improves the fit of a baseline model by an approximate 50% for small banks (assets less

that $1 billion) and 150% for large banks (assets greater than $1 billion).

Contrary to what the commentary surrounding the crisis would suggest, I find no evidence that commer-

cial banks which held more of their illiquid assets in traditional home mortgage loans, rather than in non-real

estate loans, experienced a higher probability of failure. This result should not be interpreted as stating that

the mass of defaults on traditional home mortgage loans did not pose problems to financial intermediaries.

Rather, the result suggests that commercial banks were successful at offloading part of home mortgage risk

to other financial intermediaries and at adequately provisioning capital for the residual risk that was kept

3See for example, Berger and Bouwman (2013), Beltratti and Stulz (2012), Fahlenbrach, Prilmeier and Stulz (2012), Cole
and White (2012).
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on balance sheet.

In terms of loan exposures that did contribute to bank failure, I confirm the results of Cole and White

(2012) and find that it was banks which placed a greater emphasis on other non-household real estate loans

(such as commercial real estate and land development projects), and on loans for investment-type purchases

of multifamily properties that were more likely to fail during the crisis. I also find that home equity loans

were a precipitating factor in bank failures, but this result is more difficult to interpret due to the fact that

home equity loans are substitutes for a range of credit products (small business, student, consumer loans,

etc...) and their performance is subject to a wider array of influences than just the performance of the real

estate sector.

I also examine whether a high concentration of MBS in a bank’s portfolio of marketable securities con-

tributed to bank risk. I find no evidence that holdings of agency-issued MBS impacted the probability of

bank failure more severely than holdings of non-MBS securities. I do find, however, that holdings of private-

label MBS –the securitization instrument for subprime mortgages– contributed to the probability of failure

of large banks. The survival of small banks was not impacted by holdings of private-label MBS possibly due

to their very low levels of exposure to this asset category.

The absence of a link between holdings of agency-issued MBS and bank failure can be subject to several

interpretations. First, the Federal Reserve’s support of the market for agency-issued MBS was successful in

stemming the potential significant mark-to-market losses that banks would have had to take on these assets.

The timing of the reduction in unrealized losses for agency-issued MBS that banks listed in their books

provides support for this hypothesis. Second, it may also be the case that government sponsored enterprise

(GSE) rules on conforming loans were successful in securing underlying assets of higher quality than those

backing the corresponding issuances led by private parties. Testing this theory is unfortunately not possible

with the balance sheet data employed in this paper due to the absence of information on default rates for

the underlying assets.

Drawdown risk was significantly raised during the crisis of 2007-2008. Studies have shown that firms

drew down their credit lines during the crisis in anticipation of shocks to their liquidity position (Ivashina

and Scharfstein (2010), Campello et al. (2011)), and that riskier borrowers tend to utilize a larger portion

of their credit lines, especially so during a crisis (Dwyer, Zhang and Zhao (2011)). I find that banks which

substituted lines of credit to non-household real estate borrowers –such as for commercial real estate, land

development projects, etc...– for lines of credit to non-real estate borrowers were more likely to fail during

the crisis. Exposure to home equity lines of credit (henceforth, HELOCs) on the other hand, appears to
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have reduced the probability of bank failure. This could be due to the active cancellations of HELOCs by

banks during the crisis, which limited the banks’ exposure to the drawdown risk discussed in Dwyer, Zhang

and Zhao (2011).

I perform further tests, in the spirit of DeYoung and Torna (2013), to assess the degree to which the

composition of a bank’s sources of income (the income mix) is a more relevant predictor of failure than the

bank’s product mix. I find that accounting for a bank’s income mix does not affect the identified relations

between a banks’ product mix and the probability of bank failure. Importantly, I also find that the income

mix carries significantly less explanatory power than the product mix in predicting failure on the horizon

examined in this paper. I therefore conclude that the product mix was the dominant mechanism driving

bank failures during the Great Recession. The results are robust to the inclusion of location fixed effects to

account for the co-determination of the product mix and locational mix by banks,to an alternative definition

of bank failure which includes all banks which received government assistance in the form of capital injections

through the Troubled Asset Relief Program (TARP), and to the exclusion of banks deemed “too big to fail”.

The question still remains of how it is that the identified “toxic” exposures contributed to bank failure.

I track the performance of various assets moving through the crisis and find, as one would expect, that real

estate loans exhibited higher non-performing loan rates and lower returns than non-real estate loans. Loans

to non-household real estate borrowers had the highest non-performing rates. Also in line with expectations,

I find that private-label MBS performed worse than the reference portfolio of non-MBS securities.4 Agency-

issued MBS on the other hand performed better than the reference non-MBS portfolio possibly due to the

Federal Reserve’s support of this market.

The aforementioned differences in performance across asset categories hold for both failed and surviving

banks, indicating that stresses in the real estate sector were partly systemic in nature. This raises the

possibility that variation in the probability of bank failure could have been driven solely by ex-ante portfolio

choices which skewed the composition of each bank portfolio towards asset categories that during the crisis

performed uniformly poorly across all banks.

A complementary mechanism would be that within each potentially “toxic” asset category there also

existed idiosyncratic differences in asset performance between failed and surviving banks; I find support

for this view too in the data. The real estate loan portfolios of failed banks exhibited consistently higher

average non-performing loan rates than those of surviving banks, and the differences in performance are

significant across years, bank size and loan categories. Returns from interest payments indicate that the

4I use unrealized mark-to-market gains to asses the performance of securities.
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ex-post differences in non-performing loan rates were priced in the right direction by failed banks during

the pre-crisis years.5 Returns, however, were not high enough to compensate for the loss rates that the loan

portfolios of failed banks experienced during the crisis.

I also find that for both small and large banks the agency-issued MBS held by failed banks performed

worse than those held by survivor banks during the crisis. The direction of the difference runs in the same

direction for holdings of private-label MBS but this result is much less robust. This could be driven by

strategic misreporting of the fair value of private-label MBS but could also be a statistical artifact due to

the small number of commercial banks that held private-label MBS on their balance sheets.

The portfolio effects discussed above rely on a snapshot of the business model with which banks entered

the crisis, and I perform further tests to examine how this model evolved during the buildup to the crisis.

Comparing the business model in 2005 to the one in 2001, I find that banks uniformly increased their exposure

to all real estate products both in their loan and in their credit line portfolios; an important exception is

the decrease in exposure to traditional home mortgages. In terms of the securities portfolio, I find that

on-balance sheet exposure to MBS remained relatively flat during this period, with the exception of large

banks which increased their exposure to private-label MBS.

Failed and survivor banks moved towards this more real-estate-centric business model at different paces, as

failed banks increased their exposure to loans for multifamily properties and to both loans and commitments

to other non-household real estate borrowers more rapidly than survivor banks did during the buildup to the

crisis. I do find, however, that the differences in asset performance within product categories discussed earlier

cannot be solely attributed to the rapid expansion of failed banks into the real estate sector. Difference-

in-means tests show that the subset of surviving institutions that also expanded rapidly into real estate

during the pre-crisis period did not experience the same subpar levels of asset performance as failed banks

did during the crisis.

This paper builds on Cole and White (2012) to provide a more refined understanding of the impact of

stresses in the real estate sector on commercial bank failures during the Great Recession. I provide a more

complete treatment which recasts the question as one about portfolio choice and, where the focus of Cole and

White (2012) is on the banks’ loan portfolio, I also examine the banks’ marketable securities and off-balance

sheet credit line portfolios in detail. In addition, I consider and reject a number of alternative hypotheses

5The dataset does not contain information on returns for each of the real estate categories separately, but rather contains
aggregate returns for real estate assets. Therefore, the analysis cannot determine whether the risk component that was priced
was the one due to portfolio allocation choices across product categories or the one due to idiosyncratic differences in risk levels
within each product category.
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such as the impact of the income mix, the co-determination of the locational and product mixes, and the

effect of capital infusions through TARP. Importantly, I track the performance of various assets moving

through the crisis and shed light on the specific manner in which portfolio risk materialized on commercial

banks’ balance sheets. Last, whereas Cole and White (2012) consider bank failures only in 2009, and have

to rely on estimated proxies for “would be” failures for later years, I use more complete data which include

all bank failures until the end of 2013.

The rest of the paper proceeds as follows: Section II discusses the relevant literature, Section III presents

the data sources and outlines the timeline of bank failures and evolution of bank risk moving through the

Great Recession. Section IV discusses the identification strategy. Section V presents estimates of the baseline

model for bank failure. Section VI augments the model to account for exposures to the real estate sector

and examines the potential presence of a size dichotomy in the results. Section VII tests the main results

for robustness against a number of alternative specifications. Section VIII tracks the performance of various

real estate assets moving through the crisis and identifies the presence of significant variation in performance

across both asset categories and banks. Section IX describes changes in the banks’ business models during

the buildup to the crisis and tests whether differences in asset performance can be attributed to the rapid

pace with which failed banks expanded into the real estate sector prior to the crisis; Section X concludes.

II. Literature Review

The paper builds on the extensive literature on the determinants of bank failures during crises, and con-

tributes to the literature by examining the role of real estate in the wave of commercial bank failures during

the Great Recession.

The depletion of a bank’s capital buffers is the trigger of bank failure and a number of empirical studies

have naturally focused on the effect of bank capital on the probability of failure. The New England experience

of the early 1990s has shown that even seemingly well-capitalized banks can fail, as capital buffers deteriorate

rapidly when banks approach failure (Peek and Rosengren (1997)). In a more recent paper, Berger and

Bouwman (2013) exploit an exogenous source of variation in the stock of capital buffers to study the effect of

capital on two dimensions of bank performance, probability of survival and market share, and find the effect

to vary across banking crises, market crises, and normal times. In particular, capital increases the probability

of survival and market share of smaller banks for all three types of crises, but improves the performance of

medium and large banks primarily during banking crises. Though these studies advance our understanding
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of bank capital’s primary function as the buffer that stands between bank survival and failure, they do not

speak to the root causes of the losses that capital buffers are set to absorb.

Bank failure is normally attributed to excessive risk-taking by banks, and some studies have modeled

bank risk as an outcome variable of managerial quality and/or corporate governance. Wheelock and Wilson

(2000) show that during the 1984-1993 banking crisis banks with low managerial quality were more likely

to fail and less likely to be acquired. Laeven and Levine (2009) use an international sample of banks to

study the effect of conflicts of interest between managers and shareholders on risk-taking during the early

2000s. They find that banks with more powerful owners tend to take greater risks and also find the impact of

banking regulations to vary with shareholder concentration. Beltratti and Stulz (2012) confirm the findings

of Laeven and Levine (2009) for the pre-crisis period, but challenge the view that poor bank governance

was a major cause of the crisis by showing that banks with more shareholder-friendly boards performed

significantly worse during the crisis. In addition, Fahlenbrach and Stulz (2011) find no evidence that banks

with incentive structures which better aligned the interests of shareholders to those of the CEO performed

better during the crisis. These studies identify agency-type drivers of bank risk, but, with the exception of

Beltratti and Stulz (2012), abstract away from the specific ways in which risk-taking by bank management

manifests itself in the choice of business model.

Related research has addressed directly the question of whether certain business models were more prone

to distress than others during the financial crisis of 2007-2008. Ratnovski and Huang (2009) examine bank

performance on a sample of large OECD banks and show that higher levels of capital adequacy, deposit

funding, and asset liquidity were associated with both a lower probability of government intervention and

lower stock price declines. Altunbas, Manganelli and Marques-Ibanez (2012) use a sample of listed banks

operating in the European Union and the United States, and explore several measures of realized bank risk

to show that credit expansion, lower dependence on deposit-funding, larger size, and weaker capital buffers

in the run up to the crisis accounted for higher ex-post levels of distress. Fahlenbrach, Prilmeier and Stulz

(2012) identify the presence of persistence in bank risk, showing that stock return performance during the

1998 crisis can predict stock return performance and the probability of failure during the Great Recession.

The authors also show that reliance on short-term funding, high leverage, and high growth rates are all

associated with poor bank performance in both crises. Beltratti and Stulz (2012) examine the determinants

of stock return performance across an international sample of banks during the period from July 2007 to

December 2008, and find that banks which were more dependent on wholesale funding and held less capital

performed poorly during the crisis.

ECB Working Paper 1779, April 2015 10



DeYoung and Torna (2013) focus on composition effects, and examine the degree to which the compo-

sition of a bank’s income sources affected bank distress during the recent financial crisis. They show that

for distressed banks the probability of bank failure increased with asset-based nontraditional activities (ven-

ture capital, investment banking and asset securitization), but declined with pure fee-based nontraditional

activities (securities brokerage and insurance sales). DeYoung and Torna (2013) also show that banks with

a substantial amount of asset-based nontraditional activities tended to take more risk on their traditional

banking activities.

The Great Recession is strongly associated with the US real estate crisis and recent work has explored the

link between real estate stresses and bank distress. Aubuchon and Wheelock (2010) find that both during

the 2007-2010 and the 1987-92 episodes, bank failures were concentrated in regions with the largest declines

in economic activity (as evident in declines in personal income or gross state product, and in increases in

unemployment) and with the most severe stresses in the real estate market (as evident in declines in house

prices and increases in delinquency rates). Beltratti and Stulz (2012) find that banks whose returns were

more exposed to US real estate exhibited better stock performance during the crisis, but this effect they find

to only be present in a subsample of very large banks (assets greater than $50 billion).

Cole and White (2012) is the only study known to the author that identifies the composition of a bank’s

loan portfolio into real estate products as a relevant predictor of bank failure during the Great Recession.6

Cole and White (2012) decompose the bank’s loan portfolio into various categories of real estate loans and

show that exposure to commercial real estate loans, loans for construction and development projects, and

multifamily mortgages increased the probability of failure relative to exposure to non-real estate loans. The

authors do not find similar effects stemming from holdings of traditional mortgages or MBS, though the

absence of an effect for MBS holdings is likely a result of their model not explicitly accounting for holdings

of MBS.7

III. Data Sources and Timeline of Failures

I obtain financial data for commercial banks from the Reports of Condition and Income (Call Reports) made

available online in summary form by the Federal Reserve Bank of Chicago. The reports cover all commercial

6 Cole and Fenn (2008) examine the effect of portfolio choices on bank failure during the 1985-92 crisis.
7The model in Cole and White (2012) accounts for aggregate holdings of marketable securities, but does not have any

refinements beyond that level. The authors infer the non-effect of MBS holdings from the lack of a statistically significant
coefficient on marketable securities in the subsample of large banks, which, the authors argue, are the banks more likely to have
held MBS on their balance sheets.
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banks and contain detailed financial information in a number of different schedules (balance sheet, income

statement, securities holdings, etc...). I obtain the list of failed institutions from FDIC and merge the two

datasets using the FDIC certificate number as the key identifier.

The FDIC reported 492 bank failures during the period January 1, 2005 to December 31, 2013. When

I merge with the 2005 call reports, I have 8,541 banks 405 of which failed. To achieve a more uniform

sample, I drop a number of observations. I first drop thrifts, savings banks, and other institutions that are

not classified as commercial banks in the call reports, because such banks operate under a different charter

and have different business models than commercial banks; this leaves 7,650 commercial banks (384 failed).

I drop small banks with average assets in 2004 less than $50 million, and have 5,802 banks (323 failed),

and then drop banks that entered the sample after 2004, and have 5,634 banks remaining in the sample

(301 failed). Last, I drop banks that exited the sample before Dec 31, 2013 without being reported as bank

failures by the FDIC (possibly due to mergers, parent BHC failure, or changes in reporting requirements)

and I am left with a final sample of 4,320 banks of which 301 failed between January 1, 2005 and December

31, 2013.

A. Timeline of Bank Failures

Figure I shows the number of bank failures per quarter for the period January 1, 2005 to December 31,

2013. A total of 301 commercial banks in the sample failed during this period. The first bank failure in the

sample occurred in the last quarter of 2007.8 The rate of bank failures per quarter picked up steam in 2009

and reached a high of 32 banks failing during the third quarter of that year (up from 16 during the second

quarter). The number of failures gradually declined past that point, and by the fourth quarter of 2013 it

had dropped down to two failures.

[Figure I about here]

B. Evolution of Default Risk

The deterioration of funding conditions in the markets for wholesale funds has been identified as one of

the precipitating causes of the crisis,9 but the timeline of commercial bank failures shown above exhibits

a significant lag with respect to the time-series variation in aggregate funding conditions, as proxied for

8Some smaller non-commercial banks that were dropped from the final sample failed before the fourth quarter of 2007. The
general patterns observed in I, however, do not change if I include all bank failures.

9See for example Gorton and Metrick (2012)
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example by the TED spread (shown in II). That the mass of bank failures takes place in a period during

which funding pressures in the banking sector had completely abated, suggests that commercial bank failures

during this episode cannot be solely explained by the inability of banks to meet short term debt obligations

due to deteriorating funding conditions.

[Figure II about here]

To get a better sense for how default risk evolved across the banking sector during the crisis, I examine

the time series variation in a measure of default risk, the z-score. The z-score is defined in Equation 1,

where µROA is the mean of the distribution of asset returns ( ˜ROA), CAR is total equity capital divided

by total assets, and σROA is the standard deviation of asset returns. A state of insolvency results when

˜ROA+CAR < 0. If profits (and hence ˜ROA) are normally distributed then the z-score is inversely related

to the probability of insolvency (Roy (1952)). Banks with higher z-scores are therefore further removed from

a state of insolvency.

zscore =
µROA + CAR

σROA
(1)

In Figure III, I plot the yearly evolution of the z-score separately for the groups of failed and survivor

banks through to the end of 2013. For each year, I plot the median z-score for all quarters for all banks in

each group.10 Failed banks enter the crisis with a lower median z-score than survivor banks. The median

z-score of failed banks increases until 2007 but drops significantly in 2008. As expected, the downward trend

in the median z-score of failed banks continues at an accelerating pace through to 2013.

Additional insights are obtained from observing the variation in the z-score for survivor banks. For these

banks we first observe a small decline in the z-score in 2008, followed by a steeper drop in 2009. The declining

trend continues through to 2011 – that is during a period where funding conditions had already returned to

their pre-crisis levels– and starts reversing in 2012. The path of the z-score for survivor banks suggests that

bank failures were not solely driven by mechanisms idiosyncratic to the failed institutions, but were at least

partly due to systemic stresses that also affected institutions that survived the crisis.

[Figure III about here]

To further understand what the main determinants of the time-series variation in the z-score were during

this period, I plot the evolution of CAR and ROA in Figures IV and V respectively. I plot ROA instead of

10I aggregate over the four quarters to avoid over-interpreting variation in the z-score due to seasonal variation in ROA. I
plot the median instead of the mean because the z-score is highly skewed. The observed time trends remain unchanged if I plot
the natural logarithm of the z-score instead.
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µROA as it tracks more closely the shocks in profitability that banks experienced moving through the crisis.

For completeness, in Figure V I also show a plot of the evolution of σROA but do not comment further on

it because during this period volatility in ROA very closely tracks the time-series variation in ROA.

Failed banks enter the crisis with lower median capital buffers than survivor banks. The size of the

capital buffers is increasing for both groups until 2007. The capital buffers of failed banks experience the

first losses in 2008, whereas those of survivor banks continue to gradually increase in size through the crisis.

The path of ROA on the other hand, shows that for both failed and survivor banks declines in profitability

began as early as 2007, though the declines were more pronounced for failed banks. These early declines in

profitability were likely due to a combination of rising funding costs11 and increasing rates of non-performing

loans. Failed banks experience another steep decline in profitability in 2009, with large and negative returns

persisting through to 2013, suggesting that non-performing loans may be the more prevalent explanation for

losses past 2008. Profitability started recovering in 2010 for surviving banks and in 2011 for failed banks,

though the latter observation may be a result of sample attrition.

[Figures IV-VI about here]

IV. Identification Strategy

The z-score is a good proxy for bank risk, but has certain limitations. One is that at a certain distance

from failure the z-score may be only weakly correlated with the probability of bank failure.12. Furthermore,

variation in the z-score (or its constituent components) does not offer insights into what the underlying causes

of shifts in bank risk may be; understanding what these mechanisms are is fundamental to microprudential

regulation.

A commercial bank can broadly be viewed as consisting in three portfolios: (a) assets, (b) liabilities,

and (c) an off-balance sheet portfolio of credit lines. The performance of these three portfolios determines

variation in the bank’s equity capital through its impact on profitability. Equity capital reflects the net book

11In its early stages, the crisis manifested as a liquidity crisis which raised the funding costs of banks, particularly those
depending more heavily on wholesale funding. In addition, Acharya and Mora (2012) show that during the crisis failing banks
scrambling for liquidity sought to attract deposits by raising their rates. This put funding pressures on healthy banks which
reacted by raising their deposit rates too.

12In my sample the correlation between the failure dummy and the z-score in 2005 is very low at approximately -0.10
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worth of the bank, and as a stock variable it can be thought to obey the law of motion shown in Equation 2:

Capitalit+1 = Capitalit +
∑
a

(Assetait ·Rasset
ait ) +

∑
l

(Liabilitylit ·Rliability
lit )

+
∑
f

(Offfit ·Roff
fit ) +

∑
x

(Otherxit ·Rother
xit ) + εit

(2)

For each bank i in time period t, capital in the next period is equal to the stock of capital the bank enters

the current period with, plus net adjustments to capital due to the performance of each asset, liability, and

off-balance sheet product, indexed a, l, f , respectively, with levels (stock) denoted by Assetait, Liabilitylit,

and Offfit, and corresponding net returns Rasset
ait , Rliability

lit , and Roff
fit . I also allow for the possibility that the

stock of capital may be affected by other observable factors and unobservable idiosyncratic shocks, denoted

by Otherxit and εit respectively.

A bank becomes insolvent when its capital buffers are depleted, so we can determine the relative influence

of each explanatory variable on the probability of bank failure by estimating the probit model shown in

Equation 3, where Faili is a binary indicator variable which takes the value of 1 if bank i was placed under

FDIC receivership during 2006-2013, I(.) is the indicator function and Wi is defined in Equation 4. Note

that Equation 4 is a simple two-period version of Equation 2, in which the pre-crisis financial condition of

the bank determines its capital stock and thereby the probability of failure during the crisis.

Faili = I(Wi < 0) (3)

Wi = βC · Capitali +
∑
a

βA
a ·Assetai +

∑
l

βL
l · Liabilityli

+
∑
f

βF
f ·Offfi +

∑
x

βX
x ·Otherxi + κ+ εi

(4)

Banks actively manage their business model in response to changing economic and financial conditions,

and one can reasonably assume that during the recent financial crisis, such active management was at

least partly driven by each bank’s internal assessment of its probability of default. Using contemporaneous

financial variables to fit a model of bank failure during the crisis would thus introduce endogeneity bias to

the estimates.13 To address this source of endogeneity, I focus on a pre-crisis snapshot of the banks’ business

models and ask whether cross-sectional differences in business models can explain the probability of failure

13This source of endogeneity can be exacerbated by the inclusion of bank fixed effects.
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during the crisis.

I choose 2005 as the pre-crisis year and make this choice based on two identifying assumptions. First,

in 2005 banks did not anticipate the severe shocks that the banking sector would experience during the

financial crisis,14 and the business models observed in 2005 were not set in response to the banks’ internal

assessments of their probability of failure due to the events of the impending crisis. This is a reasonable

assumption to make, as 2005 was followed by one more year of rapid credit expansion, the first aggregate

shocks in the real estate and financial sectors were experienced in 2006 and 2007 respectively, and in my

sample there were virtually no bank failures until 2008.15 The second identifying assumption is that 2005 is

close enough to the crisis, to ensure that the static 2005 picture is a good proxy for the financial condition

and business model in which the banks entered the crisis.

V. Baseline Model

I focus on a key set of financial variables to capture the bank’s financial condition and business model. I

include standard CAMEL indicators employed by bank supervisors to assess the financial health of banks.

The acronym stands for (C)apital adequacy, (A)sset quality, (M)anagement capability, (E)arnings, and

(L)iquidity. In addition, I augment the model to include additional indicators of risk identified in the

literature on bank failures. Table I provides definitions for the variables used.

To control for capital adequacy I include the bank’s equity capital ratio.16 Thick capital buffers increase

a bank’s loss-absorbing capacity and are positively correlated with survival during banking crises (Berger

and Bouwman (2013)). As Calomiris and Mason (2004) show, however, the presence of large capital buffers

may also indicate the accumulation of significant on- and off- balance sheet risk, where the binding capital

constraint would be a market rather than a regulatory one; capital could therefore also correlate positively

with the probability of failure.

Commercial banks hold the majority of their assets in loans, and losses on a bank’s loan portfolio

normally constitute the prime cause of bank insolvency. To control for asset quality, I include the ratio of

14For each bank, I use the values of control variables averaged over the four quarters of 2005.
15At any point in time, banks estimate their own internal models of bank risk and the estimates of these models are fed

directly into the decision-making processes of the bank. Though one cannot reasonably argue that the 2005 levels of financial
variables were not partly determined in response to the banks’ own internal assessments of their probability of failure, it would
nonetheless not be controversial to assume that these models did not incorporate information about the impending crisis.

16The results reported throughout the paper remain unchanged if I include the equity capital to risk-weighted assets ratio or
the Tier 1 leverage ratio instead.
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non-performing loans to total loans.17

I proxy for managerial quality by including the bank efficiency ratio, which measures the bank’s ability

to turn resources into income. The ratio decreases in the presence of unproductive overhead, but could

also decrease due to higher expenditures reflecting the more customer-centric business model employed in

relationship lending. The direction of the effect of this variable is thus difficult to predict on a priori grounds.

To control for earnings, I include the return on average assets. More profitable banks are better placed to

absorb losses on equity, by rebuilding their equity buffers from retained earnings, and are thus expected to

have a lower probability of failure. On the other hand, during the upswing of the cycle high asset returns may

also reflect excess risk, and may thus be associated with a higher probability of failure during the downturn.

The last CAMEL indicator is asset liquidity. Banks with high asset liquidity are better positioned to

absorb negative liquidity shocks, such as the ones experienced during the recent financial crisis, and high

asset liquidity should thus be associated with a lower probability of default. Though it is common practice in

the literature to include a single ratio of total liquid assets over assets as the sole measure of asset liquidity,

I choose cash holdings as the omitted category and decompose the asset structure of the bank into three

remaining categories: holdings of money market instruments, holdings of marketable securities, and other

illiquid assets.18 These three asset categories have different levels of both asset liquidity and asset risk, and

their coefficients should be interpreted relative to the base effect of the omitted category of holdings of cash,

which is the most liquid and least risky asset.

I augment the model with four additional control variables that could affect bank risk. First, I include a

dummy variable indicating whether the bank is member of a bank holding company (BHC). Members of a

BHC can draw on internal capital markets to dumpen the impact of financial shocks (as in Campello (2002)

for example) and ceteris paribus should be more likely to survive a crisis. The second variable is the natural

logarithm of total assets. Size can proxy for a number of unobservables, such as opacity and “too big to fail”

effects, and though it is not clear on a priori grounds in which direction the net effect of asset size should

be, I nonetheless include size as a possibly significant determinant of bank failure.

The third variable is the ratio of core deposits to total assets, which captures the extent to which a bank

is funded with stable sources of funds. As argued earlier, the timing of bank failures suggests that aggregate

funding shocks cannot have been the primary cause of commercial bank failures. On metrics other than

17Following Campello (2002), I define non-performing loans as loans past due 90 days or more and still accruing plus loans
not accruing. This definition reduces the effect of managerial discretion in reporting losses.

18The results presented throughout remain virtually unchanged if I include an additional category for trading assets or if I
include trading assets in the marketable securities category.
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actual failure, however, a number of studies have shown that banks with more stable funding structures

performed better during the crisis (Ratnovski and Huang (2009), Beltratti and Stulz (2012), Fahlenbrach,

Prilmeier and Stulz (2012)) so I include the funding structure of the bank as a contributing factor to bank

performance during the crisis.

Last, I include the ratio of unused lines of credit to total assets to capture the effect of drawdown risk

on the probability of failure.19 Ivashina and Scharfstein (2010) show that rapid take-down demand after the

collapse of Lehman Brothers had an adverse effect on the liquidity position of banks that participated in

loan syndicates with Lehman. In addition, Dwyer, Zhang and Zhao (2011) show that riskier borrowers tend

to utilize a larger portion of their credit lines, and that defaulted firms draw down more of their lines than

non-defaulted ones do, doing so more heavily as they approach default. Drawdown risk can thus be directly

related to default risk.

A. Summary Statistics and Difference-in-Means Tests

Panel (a) of Table II displays summary statistics for the 2005 levels of the explanatory variables used in the

baseline model, averaged over four quarters. All variables are winsorized at the 1% and 99% levels.

The distribution of asset size is skewed to the right, with the median asset size at $155 mil but the mean

asset size much higher at $1.6 bil. 19% of the banks are members of a BHC. The average ROAA is 1.2%.

The average bank efficiency ratio is 1.66, indicating that for each $1 in non-interest expense the average

bank generates $1.66 of total non interest and net interest income. On average, during the pre-crisis period

only a very low percentage (0.6%) of the banks’ loans were non-performing.

The average bank is funded by a combination of 10% equity capital, 67% core deposits; the remaining

23% represents less stable sources of funds. These figures indicate that on average the funding structure of a

commercial bank is far more stable than that of a broker-dealer. Regarding asset composition, the average

commercial bank holds 4% of its assets in cash, 3.0% in money market instruments (reverse repo and federal

funds sold), 23% in marketable securities, and 70% in other illiquid assets. Last, for every $1 of assets held

on the balance sheet, banks on average hold $0.12 of off-balance sheet exposure to unused lines of credit.20

To test for differences in means between the groups of failed and survivor banks, I perform a series of

univariate comparisons and the results are shown in Panel (b) of Table II. The average survivor bank is an

order of magnitude larger than the average failed bank and 5% more likely to be a member of a BHC. Failed

19I exclude commitments associated with credit cards from the aggregate measure of credit lines, to avoid skewing the
distribution of the variable towards the few large credit card issuers in the sample.

20Excluding credit card commitments.
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banks have a higher efficiency ratio but are not significantly different in profitability from survivor banks.

Survivor banks enter the crisis with a slightly higher rate of non-performing loans, but are better-capitalized

by 0.7% and obtain 7% more of their funds from stable, core-deposit funding. Survivor banks are also more

liquid. They hold 0.7% more of their assets in cash, 10% in marketable securities, 0.4% less in money market

instruments, and 10% less in illiquid assets. These ratios suggest that one important difference in the asset

structure of survivor and failed banks is the extent to which they substitute marketable securities for illiquid

assets. Last, survivor banks are 7% less exposed to credit lines and, interestingly.

[Table II about here]

B. Probit Estimates

To identify the independent effect of each variable on the probability of failure, I estimate the binary probit

model described earlier and shown in Equation 3. The results are shown in column (1) of Table III, where the

reported coefficients are average marginal effects (AMEs) and are interpreted as the increase in the average

probability of failure for a unit increase in the corresponding covariate.21

Larger banks are less likely to fail and, as expected, so are banks with BHC membership. More profitable

banks have a lower probability of failure, but more efficient banks are more likely to default. These two

variables may be reflecting choices regarding the bank’s product mix, a possibility which I will explore in

the next section, and interpretation of their coefficients should thus be treated with caution.

Banks that were funded more by equity capital and core deposits had a lower probability of failure. On

asset composition, substituting holdings of money market instruments, marketable securities and illiquid

assets for cash all result in a higher probability of failure, though this effect is not statistically significant

for holdings of marketable securities. Last, off-balance sheet exposure to credit lines results in a higher

probability of failure during the crisis.

High levels of non-performing loans in 2005 are not positively related to the probability of failure. There

can be two explanations for this result. The first, and more likely explanation, is that the levels of non-

performing loans in 2005 do not reflect the unanticipated surge in losses that banks experienced during the

crisis. A second explanation could involve strategic (under)reporting of loan losses by banks, though this

mechanism is more likely to have gained in significance during the recession, when the true extent of the

21Average marginal effects (AMEs) are different from the often-used marginal effects at the means (MEMs). The MEM
estimator imposes a linear approximation of the probit model around a single point representing an arbitrary “average” bank,
and thus ignores the distribution of risk along the probit curve; the AME estimator, however, fully incorporates this information.
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losses started becoming more clear to the banks.

[Table III about here]

VI. The Real Estate Story

One of the characteristics of the financial crisis of 2007-2008 is the severe stresses experienced in the markets

for wholesale funds. As discussed in Section III, however, funding pressures in the banking sector had

almost completely abated by the time commercial banks started experiencing the bulk of their losses and we

witnessed the mass of bank failures.

A longer-lasting shock came in the collapse of real estate prices. For example, Figure VII shows the

S&P/Case-Shiller U.S. National Home Price Index, which measures shifts in the total value of all existing

single-family housing stock in the US. The index clearly demonstrates that unlike the recovery in funding

conditions, the steep declines in housing prices during 2007 and 2008 did not reverse until much later in

2012-2013, and even then housing prices remained significantly below pre-crisis levels.

[Figure VII about here]

To examine the extent to which a bank’s pre-crisis exposure to the real estate sector impacted its prob-

ability of failure during the crisis, I introduce three groups of variables that capture the composition of a

bank’s three portfolios of (1) illiquid assets, (2) marketable securities, and (3) off-balance sheet credit lines

into real estate products. I posit that pre-crisis choices that increased the exposure of each of these portfolios

to real estate increased the probability of bank failure.

One approach to incorporating information about portfolio choice into the baseline model, would be to

decompose, in the simplest case for example, the ratio of illiquid assets into two ratios (a) the ratio of illiquid

assets not invested in real estate loans and (b) the ratio of illiquid assets invested in various categories of real

estate loans. This particular formulation would effectively cast the question of portfolio allocation as one

concerning the choice between the omitted asset category of cash and real estate loans (or non-real estate

loans). Estimating this model would thus identify some rather trivial relations between asset risk and the

probability of failure –i.e. entering the crisis having invested more of a bank’s assets in real estate loans

rather than in cash increases the probability of failure.

In reference to the example above, a more relevant formulation is one that casts the question of portfolio

choice as one between holdings of real estate loans and holdings of other non-real estate loans. Banks
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do of course choose the composition of their assets into liquid and illiquid ones based on a number of

considerations, such as for example liquidity risk, but one can think of the next margin of adjustment as

taking place internally within each portfolio.

To identify such substitution effects, I augment the baseline model with ratios that capture the degree

of exposure to various real estate products within the three portfolios of interest, while at the same time

retaining the ratios of total illiquid assets, total marketable securities, and total unused lines of credit to

total assets in the list of control variables. From an interpretation standpoint, under this specification the

coefficients of the variables that capture real estate exposures identify the incremental effect of such exposures

on the probability of bank failure relative to the baseline effect of non-real estate exposures within each of

the corresponding portfolios. The coefficient for traditional home mortgage loans, for example, would answer

the question of “how would the marginal probability of failure change if a bank substituted traditional home

mortgage loans for non-real estate loans in its illiquid assets portfolio?”.

A. Portfolio Decomposition into Real Estate Products

Banks hold a significant portion of their illiquid assets in loans, and a high portion of loans is normally

invested in real estate. To identify the effect of real estate exposures on the probability of failure, I augment

the baseline model with the ratios to total assets of loans in four real estate categories: (1) traditional home

mortgages, (2) home equity loans, (3) loans secured by multifamily residential properties, and (4) other real

estate loans to non-household borrowers. Each of the estimated coefficients will identify the impact on the

marginal probability of failure of substituting one unit of the particular category of real estate loan for one

unit of a non-real estate illiquid asset.22

Part of the commentary surrounding the crisis has revolved around traditional home mortgages. The

basic storyline involves mortgage borrowers who, carried away by rapidly rising home prices, overextended

themselves and assumed loan obligations on which they would consequently default during the downturn of

the economy. The first ratio thus tests whether exposure to traditional home mortgages contributed to bank

failures during the crisis.

A home-equity loan is collateralized by the equity that the borrower holds on his property, and its default

risk is also tied to price fluctuations in the housing market. These loans, however, are used as substitutes

for a wide array of credit products, such as consumer loans and small business loans, and the mechanisms

22For example, if the estimated coefficient on traditional home mortgages is β then this should be read as “shifting 1% of
assets from non-real estate illiquid assets into traditional home mortgages will increase the probability of failure by β%”.
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governing their performance are rather more involved than those for traditional home mortgages.

The last two categories represent real estate loans to non-household borrowers. Loans secured by mul-

tifamily residential properties are not traditional mortgage loans, but rather commercial loans representing

investments in larger residential properties, and their risk-level is assessed along dimensions such as rental

income potential, experience in managing multifamily properties, etc... The ratio of non-household real

estate loans to total assets examines whether loans in other non-household real estate loan categories –such

as loans for commercial real estate, construction or land development projects– impacted the probability of

bank failure. Both of these categories of real estate represent higher-risk loans, which have been shown to

have a detrimental effect on bank health during crises (Cole and Fenn (2008), Cole and White (2012)).

Choices regarding a bank’s portfolio of marketable securities may have also impacted bank health dur-

ing the crisis. Entering the recent financial crisis brokers-dealers held a significant portion of their assets

in mortgage-backed securities (MBS), and subsequently experienced severe liquidity spirals of market and

funding illiquidity (as in Brunnermeier and Pedersen (2009)), which in some instances led to insolvency.23

It is thus reasonable to ask whether holdings of MBS was a contributing factor to the failure of commercial

banks too.

To control for the composition of the bank’s portfolio of marketable securities, I include the ratios

of agency-issued and private-label MBS to total assets. Agency-issued MBS are issued or guaranteed by

government-sponsored enterprises, such as Ginnie Mae, Fannie Mae or Freddie Mac, and must conform to a

set of criteria that are put in place to cup the risk-profile of the underlying mortgages. Private-label MBS

on the other hand, are issued by private parties, are subject to less stringent underwriting requirements, and

are therefore more likely to serve as the securitization vehicle for higher-risk assets (e.g. subprime mortgage

loans).

The last source of exposure I consider is off-balance sheet exposure from unused lines of credit. During

the period of the crisis, the drawdown risks identified in Dwyer, Zhang and Zhao (2011) should have been

particularly pronounced for lines of credit extended to real-estate borrowers. To test this hypothesis, I include

the ratios to total assets for two categories of credit lines: credit lines extended to household real estate

borrowers (HELOCs) and credit lines extended to other non-household real estate borrowers (commercial

real estate, land development projects, etc...). The coefficients for these variables should be interpreted in

relation to the base effect of credit lines issued to non-real estate borrowers.

23The collapse of Bear Stearns for example.
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B. Summary Statistics and Difference-in-Means Tests

Panel (a) of Table IV displays summary statistics for the composition ratios. In 2005, banks held 17% of

their assets in non-MBS securities, 6% in agency-issued MBS, and a very small portion of the order of 0.2%

in private-label MBS. As the median indicates, in 2005 most commercial banks did not hold any private-label

MBS on their balance sheets. Banks also held on average 24% of their assets in non-real estate illiquid assets,

15% in traditional home mortgages, 2% in home equity loans, 1% in loans secured by multifamily residential

properties, and 27% in other non-household real estate loans. Regarding off-balance sheet exposures, banks

held unused lines of credit to non-real estate borrowers at 6% of total assets, to non-household real estate

borrowers at 4% of total assets, and HELOCs at 2%.

Panel (b) of Table IV displays difference-in-means tests for survivor vs failed banks for the real-estate

related predictors. Significant differences exist in the means of the distributions of these variables between

the two groups. Failed banks hold on average 8% less of their assets in non-MBS securities, 2% less in agency

MBS and 0.1% more in private-label MBS, though the latter difference is not statistically significant.24 Failed

banks hold a significantly lower portion of their assets in non-real estate illiquid assets and traditional home

mortgages(6% and 4% respectively), they do however invest 0.7% more in home equity loans, 1.3% more

in multifamily loans and 18% more in non-household real estate loans. These differences suggest that it is

potentially the exposure to real estate loan categories other than traditional home mortgages that might

have been one of the driving factors of bank failures during the crisis. Last, failed banks hold less exposure

to credit lines to non-real estate borrowers (0.4%), higher exposure to HELOCs (0.3%), and significantly

higher exposure to credit lines for non-household real estate projects (6%).

[Table IV about here]

C. Probit Estimates

The difference-in-means tests discussed above suggest that exposure to certain categories of real estate assets

may have precipitated bank failures during the Great Recession. To test this hypothesis more rigorously,

I re-estimate the baseline probit model presented in Section 5, now augmented to include the portfolio

composition variables described above. The results are shown in column (2) of Table III.

There is no substitution effect for holdings of agency-issued MBS but the probability of bank failure

24The difference in holdings of private-label MBS should be viewed in the context of most banks having had no exposure to
private-label MBS in 2005.
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increases significantly with holdings of private-label MBS. From the four real estate loan categories, tra-

ditional home mortgages is the only category with a coefficient that is both economically and statistically

undifferentiated from 0. All other real estate loan products enter with positive coefficients that are statis-

tically significant at the 1% level. Exposure to lines of credit issued to non-household real estate borrowers

increased the probability of bank failure relative to non-real estate lines of credit but, surprisingly, HELOCs

decreased the probability of bank failure.

The estimated coefficient for the effect of holdings o traditional home mortgage, should not be read as

suggesting that there were no significant losses during the crisis stemming from rising non-performing loan

rates in this category. Rather, the results suggest that commercial banks were successful in off-loading part

of that particular risk to other types of financial intermediaries, possibly through the securitisation channel,

and in provisioning an adequate amount of capital for the residual risk associated with home mortgage loans

retained on-balance sheet. Furthermore, the absence of an effect for holdings of agency-issued MBS could be

a result of the significant support that this market received through a number of interventions carried out

by the Federal Reserve.

The coefficients for both home equity loans and HELOCs should be interpreted with caution. Home

equity loans are substitutes for a wide array of loan products (such as small business and student loans)

and their performance can also be affected by reasons unrelated to stresses in the real estate sector. Also,

during the course of the crisis banks canceled a significant number of HELOCs, thus effectively severing the

link between HELOCs and the type of drawdown risk discussed in Dwyer, Zhang and Zhao (2011). Last,

the correlation between these two exposures is close to unity and the coefficients cannot be interpreted in

isolation from each other. For these reasons, in the remainder of the paper I will abstain from making further

inferences based on the estimates for these two coefficients.25

D. Size Dichotomy

The literature has traditionally studied differences in bank behavior by dividing banks into different size

groups, as size is the dimension most likely to sort out major differences in important unobservables across

banks.26 To test whether the effects of the various real estate exposures on the probability of bank failure

apply uniformly across small and large banks, I split the sample by size using a $1 bil threshold applied to

25The results presented throughout remain unchanged if I remove exposure to HELOCs from the list of controls and only
retain the on-balance sheet exposure to home equity loans (the coefficient of which is undifferentiated from zero for most of the
tests).

26See Allen and Saunders (1986) for differences in the costs faced in the federal funds market, Kashyap and Stein (2000) for
differences in the strength of the bank lending channel of transmission of monetary policy.
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the average total assets of each bank for 2004.

Table V shows difference-in-means tests for survivor and failed banks for the portfolio decomposition

variables, estimated separately for the subsamples of small and large banks. The patterns observed for small

banks are very similar to the ones for the complete sample. The patterns are also similar for the subsample

of large banks, with a few minor differences. No statistically significant differences exist in holdings of

agency MBS or traditional mortgages between failed and survivor banks, though the differences run in the

same direction as for small banks. Also, and in contrast to the direction of differences in the subsample of

small banks, large failed banks hold a smaller portion of their assets in home equity loans and have smaller

off-balance sheet exposures to HELOCs and other non-real estate lines of credit than large survivor banks.

[Table V about here]

Table VI reports the estimated coefficients for the binary probit model, estimated separately over the

two subsamples. Columns (1) and (3) show the estimates for the baseline model, respectively for small and

large banks, and columns (2) and (4) the estimates for the model which accounts for the banks’ portfolio

composition into real estate products (the product mix). For both subsamples, the effects are consistent

with those obtained over the complete sample, with the exception of the coefficient for private-label MBS

holdings which is now statistically not significant for the subsample of small banks. As can be seen in the

difference-in-means tests in Table V, this is likely a result of the limited exposure that small banks had to

this asset category.27

The values of the pseudo-R2 measure of fit for the baseline model, shown at the bottom of columns (1)

and (3), indicate that the baseline model holds approximately the same predictive power for both small

and large banks. Comparing these baseline values to those for the models that account for the real-estate

product mix in columns (3) and (4), we see that controlling for exposures to the real estate sector significantly

improves the explanatory power of the model for both groups. Comparing the relative improvements in fit for

the two subsamples, however, we see that real estate exposures carry more explanatory power in the model

estimated over the sample of large banks (roughly 150% increase in fit) compared to the model estimated

over the sample of small banks (roughly 50% increase in fit). Standard caveats regarding the interpretation

of pseudo-R2 measures of fit not withstanding, these observations indicate that exposure to the real estate

sector had a detrimental role in the bank’s ability to survive the crisis.

27In unreported regressions, I find that the results over the subsample of large banks remain unchanged if I drop the 10
largest banks to account for the possibility of biases arising from too-big-too-fail considerations.
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[Table VI about here]

VII. Robustness

A. Product Mix vs Income Mix

Motivated by DeYoung and Torna (2013) I test whether the income mix of the bank carries explanatory

power with regards to the probability of failure.28 To do so, I include the ratios of stakeholder income,

fee-for-service income, traditional fee income, and net interest income to total income as additional control

variables. The variables are defined as in DeYoung and Torna (2013).

Columns (1) and (6) of Table VII show the model with the product mix variables for reference, and

Columns (2) and (7) show the estimates for the baseline augmented only with the income-mix ratios. The fit

is significantly lower than for the model with real estate exposures. Re-introducing the product-mix variables

to this model (columns (3) and (8)) yields significant gains in explanatory power for both subsamples, without

affecting the coefficients on the key explanatory variables. These patterns suggest that once one accounts

for the product mix that banks entered the crisis with, the income mix does not carry much additional

explanatory power in determining the probability of bank failure.

[Table VII about here]

B. Product Mix vs Locational Mix

The results presented thus far document a positive relation between real estate exposures and the probability

of bank failure. I test whether this relation holds even after one controls for local economic conditions. The

question this test aims at answering is whether a portfolio skewed towards real estate products affected bank

failure irrespective of choices regarding the geographical markets banks chose to serve.

I follow the approach of Cornett et al. (2011) and saturate the model with state-level indicator variables,

which for a given bank are set to 1 if the bank has one or more branches located in that particular state. I

obtain branching information from the FDIC’s Summary of Deposits. As Cornett et al. (2011) argue, these

indicator variables will work well in sweeping out the effect of local economic conditions for small banks,

but would likely fare worse for larger banks, which by relying more on credit-scoring and less on personal

relationships with borrowers tend to serve borrowers further removed from the location of their branches.

28DeYoung and Torna (2013) identify the effect of income mix choices on bank distress for distressed banks close to failure.
In this paper, however, I examine the presence of an effect across all banks viewed at a certain horizon from failure.
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The results are shown in columns (4) and (9) of Table VI. The estimates for the subsample of small banks

remain relatively unchanged, except for the coefficient for multifamily properties that now narrowly misses

significance at the 10% level while, however, retaining its order of magnitude. For the subsample of large

banks, the results remain qualitatively unchanged, but the magnitude of several coefficients increases appre-

ciably and the effect of non-household real estate loans moves closer to zero and loses statistical significance.

Given the high demands placed on the estimator due to the high number of fixed effects, the estimates over

the two subsamples strongly suggest that the effect of the bank’s product mix on the probability of failure

cannot be explained solely by the co-determination of product and locational mix.29

C. The Impact of TARP

The definition of bank failure used thus far only includes banks which were placed under FDIC receivership.

One could hypothesize that government interventions which took place during the crisis distorted the true

picture of bank failures, by rescuing banks which would have failed absent government support. Prominent

among these interventions was the Troubled Asset Relief Program (TARP) and in particular the Capital

Purchase Program (CPP), which was announced as part of TARP and was “launched to stabilize the financial

system by providing capital to viable financial institutions of all sizes throughout the nation”.30

Although it is certainly possible that a number of banks would have failed were it not for capital infusions

through CPP, the empirical evidence suggests that on average CPP-participation did not indicate fundamen-

tal insolvency. The Treasury’s stated policy was to make program participation contingent on the bank’s

classification ranking, which employed CAMELS ratings and favored institutions with strong fundamentals.

Bayazitova and Shivdasani (2012) show that although banks with stronger asset quality did not apply for

CPP funds, among the banks that did apply for funds the ones with stronger asset quality were more likely

to be approved. In addition, they find no evidence that banks with weaker capital ratios were more likely

to be approved. In a similar study, Ng, Vasvari and Wittenberg-Moerman (2011) show that banks which

participated in CPP had stronger fundamentals compared to non-CPP participants, and that holds true

both for the periods prior to and during the program’s initiation.

29A limitation of the probit estimator is that it becomes unstable when an indicator variable can perfectly predict success
or failure, and in these instances datapoints are dropped to increase stability. For example, if all banks with branches in a
particular state survived, then all banks with branches in that state are dropped from the estimation. This attrition mechanism
reduces the size of the subsample of large banks appreciably and makes the estimates for this subsample rather unstable,
particularly so due to the large number of fixed effects that would still need to be estimated over a small sample size.

30In February 2009, the Treasury also announced the Capital Assistance Program (CAP), which, based on the results of a
stress test, would provide capital assistance to the bank if the needed capital could not be raised privately. CAP closed in
November 2009, without making any investments.
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I nonetheless test whether the bank’s product mix remains a relevant predictor of failure if one adopts a

broader definition of bank failure that includes CPP-participating institutions as potentially failing banks.

I obtain CPP participation data from the U.S. Treasury’s CPP transaction report.31 I define as potentially

failing (a) banks which received assistance from the CPP directly, and (b) banks whose parent BHC received

assistance from the CPP, and re-estimate the probit models presented in this section using this more broad

definition of failure.

The results are shown in columns (5) and (10) and are qualitatively similar to the ones presented in the

previous subsections, albeit with some changes in statistical significance and magnitude, likely a result of the

extreme redefinition of bank failure in this test. Interestingly, the coefficients suggest a positive link between

the probability of failure and exposure to agency-issued MBS and a negative link for holdings of traditional

home mortgages. The first finding possibly points to price pressures due to agency-MBS holdings as a driver

behind CPP-participation, which was not, however, related to fundamental insolvency.32

VIII. Asset Performance

The previous section identified a set of pre-crisis portfolio exposures which increased the probability of bank

failure during the crisis. This section aims at understanding how it is that these exposures affected bank

health during the crisis. In particular, I propose two mechanisms through which exposure to an asset category

may have increased the probability of bank failure.

One mechanism is that failed banks had invested disproportionately more in asset categories whose

performance during the crisis was unexpectedly poor across all banks. For example, under this hypothesis,

loans for the purchase of multifamily properties exhibited unanticipated high default rates during the crisis,

and any bank whose ex-ante loan portfolio choices placed a heavier emphasis on this product faced a higher

probability of bank failure.

A complementary mechanism is that idiosyncratic factors driving bank lending policies may have gener-

ated variation in asset performance between failed and survivor banks, within each asset category. According

to this mechanism, for example, loans for the purchase of multifamily properties held by failed banks per-

31The dataset contains 737 transactions, which took place between October 28, 2008 and December 29, 2009, corresponding
to 705 unique institutions. I drop from the list of TARP recipients the eight banks which were forced to participate in the CPP
in October 2008 and match the remaining CPP participants with call report data. Some TARP participants are Thrift Holding
Companies which file different call reports, and others are dropped from the sample due to the data selection process described
in Section 3. In the resulting subsamples of small and large banks, I have 370 and 118 TARP participants respectively.

32Ng, Vasvari and Wittenberg-Moerman (2011) also find that the significantly lower returns for the CPP banks relative to
the non-CPP banks can be attributed to negative media coverage which exerted downward pressure on banks’ stock returns.
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formed significantly worse than those held by survivor banks. In the following subsections I provide empirical

evidence for the existence of both of these mechanisms.

A. Non-Performing Real Estate Loans

I first consider the bank’s loan portfolio. For each loan category, as a measure of loan performance I use

the ratio of non-performing loans to total loans in the particular category. The non-performing loan ratio

is a good measure of the extent to which the loan portfolio can contribute to capital losses and thereby

to an increase in the probability of failure. I plot quarterly averages of the non-performing loan ratios for

the period 2004-2013 for traditional home mortgages, home equity loans, loans for the purchase of multi-

family properties, and non-household real estate loans. I also plot the non-performing loan ratio for all other

non-real estate loans and leases to serve as the reference category.33

The plots are shown in Figure VIII. The top two panels (a-b) display the non-performing loan rates

for survivor banks (small-large respectively). The non-performing loan rates are at very low levels before

the crisis, across all loan categories, start rising as early as 2007 for some loan categories, and peak during

2010-2011. Large banks have higher non-performing loan rates than smaller banks. Traditional home

mortgages, loans for the purchase of multifamily properties and non-household real estate loans, all perform

significantly worse than the reference category of non-real estate loans; non-household real estate loans are

the worst performer of the group. Home equity loans on the other hand, appear to perform only marginally

worse than non-real estate loans. A possible explanation for this observation is that home equity loans have

a time-lag in the revelation of strains on the borrower’s repayment schedule, because during the crisis a

significant portion of home equity loans were still within their draw period.34

These observations suggest that investments in at least three of the four real estate loan categories proved

ex-post to be significantly more risky than investments in non-real estate loans. The fact that these patterns

are present in the subsample of surviving institutions points to the presence of systemic stresses in these

product categories.

The plots appear to contradict the earlier finding that on-balance sheet exposure to traditional home

mortgages did not affect the probability of bank failure. One possible explanation is that banks with high

levels of exposure to traditional home mortgage loans had lower exposure to other more risky real estate

33The results remain unchanged if I exclude leases and focus exclusively on non-real estate loans.
34During the draw period, the borrowers on home equity loans were making only interest payments and the loans had not

moved to a full amortization schedule, the sudden commencement of which would have resulted in a steep increase in non-
performing loans. Exposure to home equity loans is an ongoing concern for banks and were repeatedly discussed, for example,
in Citigroups’s annual reports during and after the crisis.
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debt. After all, survivor banks held a higher portion of their illiquid assets in traditional home mortgages

than failed banks did, but held lower portions in other risky loan categories. Another explanation could be

that adequate capital has been allocated ex-ante to absorb future losses from home mortgage loans.35

To examine whether there exists support in the data for the presence of differences in loan performance

between survivor and failed banks within each loan category, in the bottom two panels I plot non-performing

loan rates for failed banks (panels (c) and (d) for small and large banks respectively). On average the

real estate loan portfolios of failed banks performed significantly worse than those of survivor banks. These

differences started manifesting themselves as early as 2007, and at the peak of the losses non-performing loan

rates of failed banks were approximately 3-5 times larger than the corresponding rates of survivor banks. In

the subsample of large failed banks these trends become less clear as we move deeper into the crisis, due to

a combination of the small sample size and sample attrition by failed banks.

[Figure VIII about here]

The patterns observed in the graphs lend support to the hypothesis that within each real estate loan

category, failed banks invested in loans of lower quality than survivor banks did. To test this hypothesis

more rigorously, I perform difference-in-means tests for the non-performing loan rates of the four real estate

loan categories, as well as for the aggregate reference portfolio of non-real estate loans, for the population

of survivor and failed banks for each of the years 2004-2013. The results, shown in Table VIII, support the

hypothesis that the real estate loan portfolios of failed banks consistently underperformed those of survivor

banks. Interestingly, differences in loan performance are not evident during the pre-crisis period and peak

after the epicenter of the financial crisis in 2007-2008. No similar patterns exist for the non-performing loan

rates of non-real estate loans that are consistent across time and size categories. This indicates that the

differences in loan performance rates between failed and survivor banks cannot be attributed solely to a

“random draw” mechanism according to which failed banks just happened to pull loans from the wrong tail

of the risk distribution uniformly across all loan categories.

[Table VIII about here]

35In this instance one should think of the relevant binding constraint for capital as an internal constraint and not the
regulatory one. Losses in any loan category can be thought of as having an anticipated component, for which adequate capital
was provided, and an unanticipated one for which capital provisions fell short. Bank failure will be driven by the magnitude of
the unanticipated component, which during the crisis could have been lower for traditional home mortgages compared to other
loan categories. Unfortunately, the Call Reports do not contain the kind of refined data that would be required to test this
theory.
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B. Returns on Real Estate Loans

Non-performing loan rates proxy for one aspect of loan performance, that is the rate at which a bank’s capital

buffers are depleted due to borrowers not servicing their loans. Being investments, however, loans also have

a capital-generating function in the form of interest payments on the outstanding principal. To examine

whether the returns for real estate loans compensated for their comparatively higher non-performing rates,

I plot the rate of return of real estate loans and compare it to the rate of return of non-real estate loans.36

As can be seen in Figure IX, the returns of real estate loans are consistently lower than the corresponding

returns of non-real estate loans. The same differences are also present in 2004-2005, suggesting that during

the build-up to the crisis banks did not fully anticipate the comparatively higher rates of non-performance

exhibited by real estate loans during the crisis.

[Figure IX about here]

I perform a differences-in-means test for the returns of the real estate loan portfolio of failed and survivor

banks, and the results are shown in Table IX. Up until and including 2007, the returns on real estate for

failed banks are slightly higher than the returns for survivor banks, indicating that during the pre-crisis

period the differences in asset performance observed during the crisis were on average partially priced into

loan interest rates. Due to the lack of disaggregated income data on the call reports, one cannot ascertain

whether the risk component that was priced was the one due to portfolio allocation choices (i.e. failed banks

invested more of their real estate portfolio into high-risk categories such as commercial real estate loans) or

the one due to idiosyncratic differences in risk levels within each loan category.

The differences between failed and survivor banks naturally reverse during the crisis, because the returns

are taken over the complete stock of loans including non-performing loans.37 The magnitude of the returns

indicates that during the period when non-performing loan rates reached their peak (2010-2011) the returns

on the real estate portfolio could support approximately a 6% rate of loan losses; as was shown earlier, the

non-performing loan rates of failed banks were much higher during this period.

[Table IX about here]

36Unfortunately, the Call Reports do not provide income data that are disaggregated down to the four different real estate
loan categories for the period I examine, so the plots show the time series variation for the aggregate return of the real estate
loan portfolio.

37This was done to achieve consistency in comparing non-performing rates to interest returns for the various assets.
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C. MBS Portfolio Performance

I also compare the performance of the two categories of MBS against that of the aggregate non-MBS security

portfolio of the banks. For each asset category in the securities portfolio, I measure performance as the ratio

of unrealized gains on securities to the amortised cost value of the securities.38 Unrealized gains (losses)

provide a market-based performance metric that can realize in the form of positive (negative) earnings upon

selling the securities and thereby impact the capital position of the bank.

One caveat is that during the crisis banks may have been strategically overstating the fair value of their

MBS portfolios, either in an attempt to conceal the true extent of potential capital losses, or in response to

what they may have perceived as price pressures driven by ”irrational” investor sentiment rather than by

fundamentals. It is thus likely that the reported unrealized gains of MBS carry a positive bias. This bias

should be stronger (a) for private-label MBS the pricing of which, unlike for agency-issued MBS, relied more

on private information, (b) for large banks because they had higher exposure to private-label MBS, and (c)

for failed banks which, due to the higher rate of depletion of their capital buffers during the crisis, faced a

higher marginal cost of truthfully reporting unrealized losses on securities.

The corresponding plots are shown in Figure X. For both small and large survivor banks (panels a and b

respectively), private-label MBS clearly underperform the baseline group of non-MBS securities, exhibiting

significantly higher unrealized losses during the crisis. Agency-issued MBS on the other hand, outperform

the baseline group during the crisis. Though this result may seem counterintuitive, it needs to be viewed

against the backdrop of a series of Treasury and Federal Reserve interventions, which aimed at supporting

the market for agency-issued MBS during the crisis. The same general patterns are observed in panels (c)-(d)

where the plots are reproduced for failed banks. For small failed banks, the performance of private-label

MBS declines more sharply than for small survivor banks, but that does not appear to be the case for large

banks, possibly due to the reporting biases discussed earlier.

[Figure X about here]

Difference-in-means tests are shown in Table X. There is some evidence for differences in performance for

the portfolios of agency-issued MBS and non-MBS securities between failed and survivor banks. Differences

in performance for private-label MBS, on the other hand, are less robustly identified. This could be due to

the small number of banks with actual holdings of private-label MBS, but could also be due to the reporting

biases discussed above.

38Unrealized gains is the difference between the fair value and the amortized cost value of the securities.
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[Table X about here]

IX. Changes in the Business Model

The probit estimates discussed earlier, indicate that a business model that was skewed towards certain

categories of real estate products contributed significantly to the probability of failure during the crisis. A

policy-relevant question is whether banks grew into this model during the rapid-growth phase of the real

estate sector which preceded the crisis. To answer this question, for each real estate product, I compare

the bank’s average level of exposure in 2005 to its corresponding levels in 2001, and perform a series of

difference-in-means tests to assess how the business model evolved during this period. The results are shown

in Table XI, separately for small and large banks.

There is no evidence that banks increased their exposure to agency-issued MBS, but large banks did

increase their holdings of private-label MBS during this period. In terms of the illiquid assets portfolio,

there was a reduction in the holdings of traditional home mortgages, possibly a result of a highly active

securitization channel, and a simultaneous increase in the holdings of all other categories of real estate loans.

The banks also increased their off-balance sheet exposure to both HELOCs and to lines of credit to other

non-household real estate borrowers. These tests show that banks uniformly moved towards a more real-

estate focused product mix, but, with the exception of private-label MBS for large banks, did not do so for

the home mortgage products one normally associates with the financial crisis of 2007-2008.

[Table XI about here]

The differences in asset performance between failed and survivor banks discussed in the previous section

may not be completely disjoint from differences in the pace at which failed and survivor banks moved into

the more real-estate focused business model during the buildup to the crisis. One could posit, for example,

that banks which rapidly expanded their holdings of non-household real estate loans were able to do so by

relaxing credit standards in this sector. Under this hypothesis, surviving banks which expanded rapidly

into non-household real estate loans during the pre-crisis phase should also have experienced high rates of

non-performing loans during the crisis.

In Table XII I first test whether failed banks moved towards the real estate business model at a more rapid

pace than survivor banks did. Failed banks increased their exposure to loans for multifamily properties, and

to both loans and commitments to non-household real estate borrowers at a more rapid pace than survivor
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banks did, but a similar pattern does not extend to other real estate products. This evidence is supportive

of the hypothesis that differences in asset performance might have been driven by differences in the pace at

which banks moved into real estate during the pre-crisis period.

To test the “growth” hypothesis more rigorously I re-estimate the difference-in-means tests, but for each

asset category and for each size group, I only keep the subsample of survivor banks whose increase in exposure

from 2001 to 2005 was at least as large as the average increase in exposure of the corresponding group of

failed banks.39 The estimated differences for real estate loans and MBS securities are shown respectively in

Tables XIII-XIV. Even after this extreme re-sampling exercise, the differences in loan performance remain

largely unchanged from the ones using the complete sample, thus rejecting the growth hypothesis for the

loan portfolio. For the marketable securities portfolio the hypothesis is rejected for agency-issued MBS but

the results are inconclusive for private-label MBS holdings, possibly due to the reporting biases discussed in

the previous subsection.40

[Tables XII-XIV about here]

X. Conclusion

This paper asks whether exposure to real estate was one of the precipitating factors in the wave of commercial

bank failures that took place during the Great Recession. I identify three channels through which stresses

in the real estate sector may have transmitted onto bank balance sheets. These are a bank’s portfolios of

(1) illiquid assets, (2) marketable securities, and (3) off-balance sheet credit line commitments. Relying on

a snapshot of the banks’ pre-crisis business models, for each of these portfolios I consider how pre-crisis

choices which shifted the balance of the portfolio towards real estate products impacted the probability of

bank failure during the crisis.

I show that accounting for these three sources of exposure to real estate significantly improves the fit of

a baseline model of bank failure. A pseudo-R2 measure of fit indicates an approximate 50% improvement in

fit for the model estimated over a sample of small banks and a 150% improvement for the model estimated

over a sample of large banks. Pre-crisis choices regarding a bank’s product mix into real estate products,

39In unreported regressions, I find the results to hold if I instead consider the subsample of survivor banks with total exposure
in 2005 higher than the average total exposure in 2005 of the group of failed banks.

40One caveat is that due to data limitations the results can only speak to growth in exposures held on-balance sheet (or
off-balance sheet in the case of credit lines) but do not take into account originations that the banks distributed through the
securitization channel. This is more of a concern for residential mortgages, the securitization channel of which was very active
during the buildup to the crisis.
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are far more important in predicting the probability of failure than choices regarding its income mix.

The results indicate that exposures to real estate in all three portfolios contributed to the probability

of bank failure, but I find no evidence that holdings of traditional home mortgages or of agency-issued

MBS were the main culprits. Instead, it was loans for the purchase of multifamily properties and loans and

credit lines extended to non-household real estate borrowers that were the main drivers of bank failures.

These results are consistent across bank size categories. I also find that substituting private-label MBS for

non-MBS securities in the banks’ portfolio of marketable securities raised the probability of failure for large

banks only.

I find that during the buildup to the crisis both failed and survivor banks increased their exposure to real

estate products, and, as one would expect, real estate products performed worse then non-real estate ones

during the crisis. In addition, within each of the identified ”toxic” product categories failed banks invested

in assets that performed worse than the corresponding ones held by survivor banks. I do find, however,

that ex-post differences in asset quality cannot be solely attributed to the faster pace at which failed banks

expanded into real estate during the pre-crisis period.
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Figure I: Timeline of Commercial Bank Failures. This chart displays the number of bank failures per quarter for
the period 2005-2013. Failure is defined as the bank having been placed under FDIC receivership during the quarter,
and I obtain receivership data from the FDIC’s list of failed banks. Sample selection is discussed in Section III.

Figure II: The TED spread for the period 2004-2012. This figure shows daily and annual averages of the TED
spread from 2000 to 2011. The TED spread measures funding strains in the banking sector and is defined as the
difference between the 3-month LIBOR rate and the 3-month Treasury rate. Data on rates obtained from the Federal
Reserve Economic Data (FRED), available online by the Federal Reserve Bank of St. Louis.

Figure III: Evolution of default risk. This chart displays the evolution of the median z-score in 2005-2013, shown
separately for failed and survivor banks. The z-score is inversely related to the probability of default and is defined
as the sum of equity capital plus the mean return on assets, divided by the standard deviation of the return of assets.
Commercial bank data are from the Reports of Condition and Income (Call Reports) and bank failures are taken
from the FDIC’s list of failed banks. Sample selection is discussed in Section III.
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Figure IV: Evolution of the median equity capital ratio. This chart displays the evolution of the median equity
capital over assets ratio during 2005-2013, shown separately for failed and survivor banks. Commercial bank data
are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of
failed banks. Sample selection is discussed in Section III.

Figure V: Evolution of the median return on assets. This chart displays the evolution of the median return on
assets during 2005-2013, shown separately for failed and survivor banks. Commercial bank data are from the Reports
of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample
selection is discussed in Section III.

Figure VI: Evolution of the median standard deviation of asset returns. This chart displays the evolution of the
median standard deviation of asset returns during 2005-2013, shown separately for failed and survivor banks. The
standard deviation is taken over the 16 quarters prior to the measurement quarter. Commercial bank data are from
the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks.
Sample selection is discussed in Section III.
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Figure VII: Evolution of housing prices. This graph displays quarterly values for the S&P/Case-Shiller U.S. National
Home Price Index (not seasonally adjusted). The index is a composite of single-family home price indices for the nine
U.S. Census divisions, which measures shifts in the total value of all existing single-family housing stock. Source:
S&P Dow Jones Indices LLC.

Figure VIII: Performance of real estate loans. This graph displays quarterly averages of asset performance for four
categories of real estate loans and for a reference portfolio of all other non-real estate loans for 2005-2013. I use the
ratio of non-performing loans to total loans in each loan category as an inverse measure of loan performance; the
higher the value of this measure the higher the losses a bank expects to experience on its loan portfolio. Panel (a)
displays loan performance for survivor banks with mean asset size in 2004 less than $1 billion, panel (b) for survivor
banks with mean asset size in 2004 greater than $1 billion, panel (c) for failed banks with mean asset size in 2004 less
than $1 billion, and panel (d) for failed banks with mean asset size in 2004 greater than $1 billion. Loan performance
data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list
of failed banks. Sample selection is discussed in Section III.
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Figure IX: Returns on real estate loans. This graph displays quarterly averages of asset returns for real estate loans
and for a reference portfolio of all other non-real estate loans for 2005-2013. I use the ratio of interest income received
to total loans in each loan category as the measure of loan returns; the higher the value of this measure the higher
the returns the bank receives on its portfolio. Panel (a) displays loan performance for survivor banks with mean asset
size in 2004 less than $1 billion, panel (b) for survivor banks with mean asset size in 2004 greater than $1 billion,
panel (c) for failed banks with mean asset size in 2004 less than $1 billion, and panel (d) for failed banks with mean
asset size in 2004 greater than $1 billion. Data on loan returns are from the Reports of Condition and Income (Call
Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section
III.
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Figure X: Performance of MBS. This graph displays quarterly averages of asset performance for agency-issued and
private-label MBS, as well as for a reference portfolio of all other non-MBS securities for 2005-2013. I use unrealized
capital gains, defined as the difference between fair and amortized cost value divided by amortized cost value, as
a measure of MBS performance; the higher the value of this variable is, the higher the capital gains the bank can
expect to book by trading the securities. Panel (a) displays MBS performance for survivor banks with mean asset
size in 2004 less than $1 billion, panel (b) for survivor banks with mean asset size in 2004 greater than $1 billion,
panel (c) for failed banks with mean asset size in 2004 less than $1 billion, and panel (d) for failed banks with mean
asset size in 2004 greater than $1 billion. MBS data are from the Reports of Condition and Income (Call Reports)
and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III.
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Table I: Definitions

VARIABLE DEFINITION

logAssets The natural logarithm of assets

BHC membership The bank is a member of a Bank Holding Company

ROAA Net income divided by average assets

Efficiency (Total non interest income + Net interest income)/ (Total non interest expense)

Non-performing loans Loans past due more than 90 days plus loans not accruing divided by total loans

Equity capital Total equity capital divided by assets

Core Deposits The sum of demand deposits, MMDA and other savings deposits, NOW, ATS and
other interest-bearing transaction accounts, and insured time deposits, divided by
total assets

Money market The sum of federal funds sold and securities purchased under agreement to resell
divided by total assets

Securities The sum of held-to-maturity and available-for-sale securities divided by total assets

Illiquid assets Total assets minus the sum of cash, federal funds sold, securities purchased under
agreement to resell, securities held-to-maturity and available-for-sale securities, di-
vided by total assets

Credit lines Total unused loan commitments (excluding credit card lines) divided by total assets

Securities excluding MBS Total securities less the sum of Agency and Private-label MBS, divided by total
assets

Agency MBS MBS issued or guaranteed by a government sponsored enterprise (GSE), divided by
total assets

Private-label MBS MBS issued by non-GSE issuers, divided by total assets

Illiquid assets excluding RE
loans

Total illiquid assets minus total real estate loans, divided by total assets

Traditional home mortgages Closed-end loans secured by 1-4 family residential properties divided by total assets

Home equity loans Open-end loans secured by 1-4 family residential properties divided by total assets

Multifamily properties Loans secured by multifamily properties divided by total assets

Other non-household RE loans All other real estate loans divided by total assets

Credit lines excluding RE lines Total unused loan commitments (excluding credit card lines) minus total unused real
estate commitments, divided by total assets

Other non-household RE lines Commitments to fund commercial real estate, construction, and land development
loans, divided by total assets

Home equity lines of credit Revolving, open-end lines secured by 1-4 family residential properties divided by
total assets
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Table II: Summary statistics and difference-in-means tests for standard predictors of failure. Panel (a) displays
summary statistics for a standard set of predictors of failure included in the baseline model. Panel (b) displays
tests for the equality of means for the groups of survivor and failed banks. Commercial bank data are from the
Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks.
Sample selection is discussed in Section III. The values of the variables are averaged over the four quarters of 2005.
Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are *** p<0.01, **
p<0.05, and * p<0.10
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Table III: Real estate predictors of failure. This table shows the results of estimating a probit model of the
probability of a commercial bank failing during 2006-2013. Column (1) reports estimates for the baseline model
which only uses a standard set of predictors of failure. Column (2) augments the model to include variables that
capture the product mix of the banks, accounting for the exposure of the bank’s loan, securities, and credit line
portfolios to various categories of real estate assets. Commercial bank data are from the Reports of Condition and
Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed
in Section III. The models are estimated using the financial variables averaged over the four quarters of 2005. The
reported coefficients are average marginal effects. Heteroscedasticity-robust standard errors are reported. The levels
of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10
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Table IV: Summary statistics and difference-in-means tests for real estate variables. Panel (a) displays summary
statistics for variables capturing the banks’ level of exposure to the real estate sector through the composition of
the loan, marketable securities, and credit line portfolios. Panel (b) displays tests for the equality of means for the
groups of survivor and failed banks. Commercial bank data are from the Reports of Condition and Income (Call
Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section
III. The values of the variables are averaged over the four quarters of 2005. Heteroscedasticity-robust standard errors
are reported. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

Table V: Difference-in-means tests for real estate variables for small and large banks. This table displays tests
for the equality of means for variables capturing the banks’ level of exposure to the real estate sector through the
composition of the loan, marketable securities, and credit line portfolios, for the groups of survivor and failed banks.
The left panel displays tests for banks with average assets in 2004 less than $1 billion and the right panel for banks
with average assets in 2004 greater than $1 billion. Commercial bank data are from the Reports of Condition and
Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed
in Section III. The values of the variables are averaged over the four quarters of 2005. Heteroscedasticity-robust
standard errors are reported. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10
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Table VI: Real estate predictors of failure for small and large banks. This table shows the results of estimating a probit
model of the probability of a commercial bank failing during 2006-2013, estimated separately for small and large banks. Failure
is defined as the bank having been placed under FDIC receivership between January 1, 2006 and September 30, 2013. Columns
(1)-(2) report estimates over the subsample of banks with average assets in 2004 less than $1 billion, and columns (3)-(4) report
estimates over the subsample of banks with average assets in 2004 greater than $1 billion. Columns (1) and (3) report estimates
for the baseline model, which only uses a standard set of predictors of failure. Columns (3) and (4) augment the baseline model
to include variables that capture the bank’s product mix, accounting for the exposure of the bank’s loan, securities, and credit
line portfolios to various categories of real estate products. Commercial bank data are from the Reports of Condition and
Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section
III. The models are estimated using the financial variables averaged over the four quarters of 2005. The reported coefficients
are average marginal effects. Heteroscedasticity-robust standard errors are reported. The levels of statistical significance are
*** p<0.01, ** p<0.05, and * p<0.10

ECB Working Paper 1779, April 2015 48



Table VII: Robustness tests. This table shows the results of estimating a probit model of the probability of a commercial
bank failing during 2006-2013, estimated separately for small and large banks. Failure is defined as the bank having been
placed under FDIC receivership between January 1, 2006 and September 30, 2013. Columns (1)-(5) report estimates over the
subsample of banks with average assets in 2004 less than $1 billion, and columns (6)-(10) report estimates over the subsample
of banks with average assets in 2004 greater than $1 billion. Columns (1) and (6) report estimates for the baseline model
augmented to include variables that capture the bank’s product mix, accounting for the exposure of the bank’s loan, securities,
and credit line portfolios to various categories of real estate products. Columns (2) and (7) augment the baseline model to
include variables that capture the bank’s income mix, accounting for stakeholder, fee-for-service, traditional fee, and net interest
income (as in DeYoung and Torna (2013)). Columns (3) and (8) augment the baseline model with variables that capture both
the product and income mix of the bank. Columns (4) and (9) augment the baseline model to include variables that capture
the bank’s product mix, and state-level indicator variables that are set to 1 if the bank had a branch in the particular state in
2005, and 0 otherwise. Columns (5) and (10) use the model in columns (1) and (6) but redefine failure to also include banks
that participated in the Capital Purchase Program (CPP), either directly or at the BHC level. Commercial bank data are from
the Reports of Condition and Income (Call Reports), bank failures are taken from the FDIC’s list of failed banks, branching
information from the FDIC’s Summary of Deposits, and CPP participation data from the U.S. Treasury’s CPP transaction
report. Sample selection is discussed in Section III. The models are estimated using the financial variables averaged over the
four quarters of 2005. The reported coefficients are average marginal effects. Heteroscedasticity-robust standard errors are
reported. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10
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Table VIII: Difference-in-means tests for loan performance moving through the crisis. This table displays tests for
each year in 2004-2012 for the equality of means for the performance of various categories of real estate loans, as
well as for the aggregate performance of the reference portfolio of all other non-real estate loans, for the groups of
survivor and failed banks. I use the ratio of non-performing loans to total loans in each loan category as an inverse
measure of loan performance. Loan performance data are from the Reports of Condition and Income (Call Reports)
and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The
values of the variables are obtained over the four quarters of each year. Standard errors are clustered at the bank
level. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10
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Table IX: Difference-in-means tests for real estate loan returns moving through the crisis. This table displays tests
for each year in 2004-2012 for the equality of means for the aggregate returns of the banks’ real estate and non-real
estate loan portfolios for the groups of survivor and failed banks. I define returns as total interest income from real
estate loans divided by total holdings of real estate loans. Data on loan returns are from the Reports of Condition
and Income (Call Reports) and bank failures are taken from the FDIC’s list of failed banks. Sample selection is
discussed in Section III. The values of the variables are obtained over the four quarters of each year. Standard errors
are clustered at the bank level. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10
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Table X: Difference-in-means tests for MBS performance moving through the crisis. This table displays tests for
each year in 2004-2012 for the equality of means for the performance of the banks’ MBS portfolio and non-MBS
portfolios, for the groups of survivor and failed banks. I use the rate of unrealized capital gains, defined as the
difference between fair and amortized cost value divided by amortized cost value, as a measure of MBS performance.
MBS data are from the Reports of Condition and Income (Call Reports) and bank failures are taken from the FDIC’s
list of failed banks. Sample selection is discussed in Section III. The values of the variables are obtained over the four
quarters of each year. Standard errors are clustered at the bank level. The levels of statistical significance are ***
p<0.01, ** p<0.05, and * p<0.10
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Table XI: Difference-in-means tests for changes in the banks’ business model between 2001 and 2005. This table
displays tests for the equality of means for the banks’ average level of exposure to the real estate sector in 2001 and
2005, through the composition of the loan, marketable securities, and credit line portfolios. The left panel displays
tests for banks with average assets in 2004 less than $1 billion and the right panel for banks with average assets in
2004 greater than $1 billion. Commercial bank data are from the Reports of Condition and Income (Call Reports)
and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The
values of the variables are averages obtained over the four quarters of 2005 and 2001. Heteroscedasticity-robust
standard errors are reported. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10

Table XII: Difference-in-means tests for the pace of change in the banks’ business model between failed and surviving
banks. This table displays tests for the equality of means for the rate of change of the banks’ average level of exposure
to the real estate sector between 2001 and 2005 through changes in the composition of the loan, marketable securities,
and credit line portfolios, for the groups of survivor and failed banks. For each variable, the rate of change is defined
as the difference between the variable’s average value in 2005 and its average value in 2001. The left panel displays
tests for banks with average assets in 2004 less than $1 billion and the right panel for banks with average assets in
2004 greater than $1 billion. Commercial bank data are from the Reports of Condition and Income (Call Reports)
and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The
values of the variables are averages obtained over the four quarters of 2005. Heteroscedasticity-robust standard errors
are reported. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10
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Table XIII: Difference-in-means tests for loan performance moving through the crisis for a high-growth subsample
of survivor banks. This table displays tests for each year in 2004-2012 for the equality of means for the performance of
various categories of real estate loans, as well as for the aggregate performance of non-real estate loans, for the groups
of survivor and failed banks. For each loan category I only keep the subsample of survivor banks with increases in
exposure levels between 2001 and 2005 at least as high as the mean of the distribution of the corresponding increases
for the group of failed banks. I use the ratio of non-performing loans to total loans in each loan category as an inverse
measure of loan performance. Loan performance data are from the Reports of Condition and Income (Call Reports)
and bank failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The
values of the variables are obtained over the four quarters of each year. Standard errors are clustered at the bank
level. The levels of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10
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Table XIV: Difference-in-means tests for MBS performance moving through the crisis for a high-growth subsample
of survivor banks. This table displays tests for each year in 2004-2012 for the equality of means for the performance
of the banks’ MBS portfolio and non-MBS portfolios, for the groups of survivor and failed banks. For each security
category I only keep the subsample of survivor banks with increases in exposure levels between 2001 and 2005 at least
as high as the mean of the distribution of the corresponding increases for the group of failed banks. I use unrealized
capital gains, defined as the difference between fair and amortized cost value divided by amortized cost value, as a
measure of MBS performance. MBS data are from the Reports of Condition and Income (Call Reports) and bank
failures are taken from the FDIC’s list of failed banks. Sample selection is discussed in Section III. The values of the
variables are obtained over the four quarters of each year. Standard errors are clustered at the bank level. The levels
of statistical significance are *** p<0.01, ** p<0.05, and * p<0.10
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