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Abstract:
This paper uses micro-level price data and analyses the behaviour of consumer prices in Luxembourg. We find that the median duration of consumer prices is roughly 8 months. The median durations of energy and unprocessed food are about 1.5 and 5 months, while prices of services typically change fewer than once a year. For some product types, such as non-energy industrial goods and processed food, a relatively large share of the observed price changes is reverted afterwards. With the exception of services, individual prices do not show signs of downward rigidity. On average, price decreases are as large as price increases. Price changes are determined both by state- and time-dependent factors. Accumulated price and wage inflation, wage adjustment due to indexation, the cash changeover and a larger number of competitors increase the probability of a price change, while pricing at attractive pricing points and price regulation have the opposite effect.

Keywords: Price setting, consumer prices, rigidity, wage indexation, sales
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Non-technical summary

This paper analyses behavioural patterns of micro consumer prices in Luxembourg and investigates into the explanatory factors of price changes. We compute different measures of price stickiness for more than 230 product categories.

A. We find that the implied median and mean durations are 8 and 12 months. The frequency of price change varies substantially across product types. Whereas energy prices, on average, change every 1.5 months, services’ prices change less than once per year. Overall there are no strong signs of downward price rigidity as price decreases represent almost 40 percent of all price changes. In contrast, the corresponding share is less than 20 percent for services.

B. The average size of price changes is relatively large compared to the dynamics in aggregate inflation. The average sizes of both price increases and price reductions are similar.

C. Our results suggest that the overall frequency of price change is substantially affected by price change reversion, which, in turn, is frequently observed during end-of-season sales periods. Price reversions may contribute as much as roughly 40 percent to the frequency of price change in the case of non-energy industrial goods.

D. The analysis reveals a relatively high degree of synchronisation with respect to price changes compared to other euro area countries. This may reflect the compact size of the Luxembourg economy. The aggregate unconditional hazard rate reveals mass points at durations of 1 and 5 months and to a smaller extent at 12 and 24 months. The mass point at 5 months is due to the influence of end-of-season sales.

With regard to the factors explaining price rigidity, our results suggest that both state- and time-dependent factors contribute to the observed pattern of price changes. This applies to price increases as well as to price reductions.

A. With respect to time-dependent factors, the probability of a price change increases at specific truncation lengths (in particular at 1, 5, 6 and 12 months). Interestingly, the probability of a price change is particularly strong in January, but decreases after 2002.

B. Cumulated price and wage inflation significantly increase the probability of a price change. While this extends to price increases in general, no such effects were found for price decreases. In contrast, for services, the rareness of observed price reductions may have to do with fact that wages rarely decline. Hence, services are not necessarily intrinsically downward rigid. Consistent with widespread commercial practices of temporary promotions and sales, the magnitude and the direction of the preceding price change affect the probability of a price adjustment. In particular, the probability of a price change or of a price increase is higher when subsequent to a price reduction. In addition, the probability of a price change and price increase is an increasing function of the size of the former price reduction.

C. Specific events tend to increase the probability of a price adjustment. For example, the event of an automatic wage adjustment due to indexation tends to increase the probability of a price change and of a price increase, and may thus cause inflationary effects. The cash changeover increased the probability of a price change, both upward and downward. However, the former clearly dominated the latter, in particular for services. Attractive pricing policies generally reduce the probability of a price change. Interestingly, they are found to contribute to upward rigidity but less so to downward rigidity. Moreover, the impact of attractive pricing may depend on the currency in use. Similarly, the evidence clearly suggests that product prices considered subject to price regulation are more rigid; this being the case in either direction.

D. The number of competitors is found to add to the probability of price adjustments, in particular downwards. In contrast, the market share reduces the probability of a price change. These results are very much in line with recent evidence from surveys and stress the importance of the competitive environment for the observed degree of price rigidity.
1 Introduction

Nominal rigidities are one commonly cited reason for non-neutrality of money in the short run. They arise because prices of most goods and services do not change instantaneously following shocks, but rather remain constant for a certain period of time. The reasons prices do not adapt instantaneously to new economic conditions are numerous. Firms may prefer not to adjust prices immediately, if the costs involved exceed the benefit of an instantaneous adjustment. Alternatively, firms may not be in a position to adjust their prices instantaneously due to prices being subject to regulation or due to the existence of either written formal (explicit) contracts or informal (implicit) contracts with customers. In line with recent empirical evidence based on surveys for other countries, the latter two are found to be among the most prominent reasons for observing rigid prices in Luxembourg (Lünnemann & Mathä, 2005a).¹ Other possible factors causing price rigidity include constant marginal costs, procyclical elasticity of demand, non-price factors (e.g. adjustment in delivery time or after-sales services), psychological pricing points, coordination failure or kinked demand curves.²

Despite progress in modelling nominal rigidities, either as time-dependent price adjustment processes (e.g. Calvo, 1983; Taylor, 1980, 1999), state-dependent price adjustment processes (Caplin & Spulber, 1987), or processes that combine elements of both (e.g. Dotsey et al. 1999), comprehensive analyses based on micro level data have until recently been very scarce. This is due to the lack of individual data and, in particular, due to the restricted access to the national statistical institutes’ price statistics. Hence, most available evidence relates to very specific products and markets and, in most cases, refers to the U.S. Specific analyses include for example newsstand prices of magazines (Cecchetti, 1986), retail catalogues (Kashyap, 1995), the refrigerated or frozen orange juices market (Dutta et al., 2002), city-level retail and wholesale gasoline prices (Borenstein et al., 1997) and processed meat products (Ratfai, 2003). Food and retail store prices have among others been analysed by Lach & Tsiddon (1992, 1996) and Kackmeister (2005). Due to the limited number of products and markets these studies can barely be used to derive economy wide generalisations and implications for monetary policy.

In contrast, the use of comprehensive CPI micro data sets is particular rewarding, as it allows firstly analysing the (in-)frequency of price adjustments, the size of such adjustments and the degree to which price changes are synchronized across a broad range of products, sectors as well as types of outlets. Secondly, it allows identifying the areas with relatively strong price rigidities within a given economy. Thirdly, such micro data analysis may contribute to a better understanding of the explanatory factors

¹ The pricing behaviour of firms has recently been analysed in several euro area countries. See Fabiani et al. (2005) for a summary of these studies and Blinder et al. (1998), Hall et al. (2000) and Apel et al. (2005) for similar studies for the U.S., the UK and Sweden.
² See for example Blinder et al. (1994) for a comprehensive list of theories.
of price rigidity. Finally, individual price data are essential for understanding the short-term impact of monetary policy and for the development of macro models consistent with micro data evidence.

The most prominent recent empirical contributions in this respect are those by Bils & Klenow (2004) and Klenow & Kryvtsov (2004) who study retail price stickiness in the U.S. using monthly BLS consumer price data. For the euro area, the empirical evidence has until recently been particularly scarce. During 2004 and 2005, however, several papers analysing consumer price behaviour in individual EMU countries have been released within the Eurosystem Inflation Persistence Network (IPN). The present paper is part of this initiative and analyses the behaviour of consumer prices in Luxembourg.3

Apart from providing descriptive statistics for some key indicators, such as the price change frequency, the size of price changes and their synchronisation, and analysing commonly used time- and state dependent factors in explaining the probability of a price change, this paper emphasises following issues and results: First, a large fraction of the observed price changes are price change reversals caused by temporary or end-of-season sales. It is questionable whether these price changes reflect true underlying price flexibility. Second, we analyse the effect of the cash changeover. The results suggest that firms strategically brought forward or postponed price adjustments. Third, the event of an automatic wage adjustment due to indexation, which is in place in Luxembourg to date, increases the probability of a subsequent price increase, and may thus cause inflationary effects. Fourth, the currency in use may systematically influence the observed rigidity of attractive prices. Fifth, services are found to be more rigid than other sectors. However, the results suggest that the rareness of observed price reductions in this sector may be due to the fact that wages rarely decline, and thus that services prices are not intrinsically downward rigid. Sixth, the price change flexibility is larger, the larger the number of competitors. This stresses the importance of the competitive environment for the observed degree of price rigidity.

This paper is organised as follows. Section 2 gives an overview of the data used in the Luxembourg national index of consumer prices (NICP) and describes the definition of variables and of methods used. Section 3 presents descriptive evidence for price durations, the size of price changes and the degree to which price changes are synchronized. Section 4 summarizes the time- and state-dependent, as well as other factors thought to determine the probability of observing a price change before proceeding with an econometric analysis thereof. Section 5 concludes.

---

3 Companion papers, for which similar country-specific studies have been conducted within the network, are those by Baumgartner et al. (2005) for Austria, Aucremanne & Dhyne (2004, 2005) for Belgium, Baudry et al. (2004) and Fougère et al. (2005) for France, Vilmunen & Laakonen (2005) for Finland, Hoffmann & Kurz-Kim (2005) for Germany, Veronese et al. (2005) for Italy, Jonker et al. (2004) for the Netherlands, Dias et al. (2004, 2005) for Portugal and Álvarez et al. (2004, 2005) for Spain. Dhyne et al. (2005) provide cross-country information for a small selection of consumer goods.
2  Data, variables and methods

2.1  Data source

The data used in this study refer to individual consumer prices, as collected by the national statistical institute in Luxembourg, the Service Centrale des Statistiques et des Etudes Economiques (STATEC), for the purpose of compiling the NICP. The construction of the index of consumer prices in Luxembourg encompasses all COICOP 2-digit categories and is based on approximately 7,500 individual price quotes per month. In Luxembourg, the prices of goods and services are centrally collected by STATEC from a group of outlets that represents as closely as possible the structure of consumer expenditure. The sample of goods and services is defined on the basis of consumption surveys as well as on other information sources, such as retail trade sales figures and, ultimately, expert opinion. The weights reflect the shares in consumption expenditures used for the compilation of the NICP and are revised annually. Hereafter, a product category is generally defined as a 10-digit COICOP code. Overall, we distinguish more than 230 product categories.¹

²  For some product categories, such as fresh fruit and fresh vegetables, product categories are defined at higher levels of aggregation (e.g. 6-digit COICOP).

２  This holds for both the HICP and the NICP. The latter is used throughout this paper

2.2  Sample period selection

Three major events stand out that may have affected the compilation of consumer prices in Luxembourg and/or the price setting practices of Luxembourg firms in recent years. First, since January 1999, prices quotes reported by STATEC take account of sales prices. The integration of sales prices is due to a methodological revision with regard to the collection of consumer prices underlying the compilation of the NICP.² In Luxembourg, end-of-season sales take place in January and in July. As illustrated in Lünnemann & Mathä (2004), the introduction of sales prices may fundamentally change the time series properties of price indices and may have strong implications for the degree of measured inflation persistence. Second, the inception of the single monetary policy in January 1999 characterises a general change to the monetary regime that may have affected the aggregate inflation process as well as the individual firm’s price setting behaviour. Third, and similar to all other euro area countries, the price setting behaviour of firms may have been affected by the introduction of euro banknotes and coins in the run-up to the euro cash changeover on 1 January 2002 (e.g. BCL, 2002, 2003).

In order to avoid structural breaks due to the new monetary policy regime or the introduction of sales and in order to leave a sufficient number of observations both before and after the cash changeover, the sample period considered ranges from January 1999 to December 2004.
2.3 Product and price information contained in sample

For each individual price collected, the data set entails the following information: an item code, a price code, a point of sale code (includes a department (within store) code), a price type code (normal/estimated/missing etc.), a product description and a quality code (quality adjustment). All prices included in the dataset are given in EUR. The information set entails essentially the raw data collected by STATEC. Initially, the dataset encompasses all price quotes collected over entire sample period.

For the large majority of products included in the NICP, prices are collected at monthly frequency. Exceptions apply to selected product categories, for which prices are collected at quarterly frequency (e.g. package holidays, selected clothing articles) or twice a year (e.g. housing rents). The treatment of prices of seasonal products (e.g. cherries, skis) while not available follows specific particularities. Hereafter, these items are excluded from the analysis and – given their small weight in the NICP – their exclusion does not substantially affect the overall results. In addition, some price quotes were removed from the sample due to the way data have been coded and stored by STATEC. In total, the remaining sample contains more than 380,000 price quotes representing approximately 85% of the total NICP (see Table 1). The removal of selected prices slightly affects the product type weights relative to the full sample. Relative to the full NICP, services are slightly under-represented, but nevertheless account for approximately 30 percent of all price quotes.

2.4 Definition of price trajectories and price spells

A price trajectory refers to a series of price quotes for a specific article of a specific brand in a specific outlet. Price trajectories can be divided into price spells, i.e. time periods of equal prices for a specific article of a specific brand in a specific outlet. Price spells may be uncensored (i.e. the price spell starts and ends with a price change), left-censored (i.e. the price spell ends with a price change and its starting date is unknown), right-censored (i.e. the price spell starts with a price change and its end date is unknown) or double-censored (i.e. both start and end date of the price spell are unknown). Censoring may lead to a downward bias in the estimation of the duration of price spells, as spells with a long duration tend to be overrepresented in the class of censored price spells. Put differently, censoring is likely to lead to an overrepresentation of “short duration” spells. Censoring may result from a number of reasons. In particular, price spells may become truncated as a given product or shop disappears. Hereafter, a product replacement within a given shop is not considered as a source of censoring.

---

An unambiguous identification of the sales point was impossible for shops that do not exist anymore and for shops in which no more than one price is recorded. Price observations made at shops not existing in December 2004 are not considered.

The number of prices collected has no immediate implications for the weight given to that product category within the overall index. Prices subject to regulation, such as liquid fuels, may be identical across all sales points and recorded once at a time only. Yet their weight in the full CPI may be relatively large.
stead, in-shop product replacement is considered equivalent to a price change. In contrast, truncated price spells due to a store replacement are considered as censored price spells. This as the end of a price spell due to the disappearance of an outlet is clearly unaffected by the outlet’s pricing policy.

2.5 Measures of interest

2.5.1 Frequency of price changes

We compute the frequency of price change (or the implied duration), the size of price changes (when they occur) and the degree to which price changes are synchronized. In order to take particular account of the assumed phenomenon of downward rigidity, we distinguish at any stage between price decreases and price increases. In general, each price quote \( p_{ijt} \) is characterized by the product characteristics (article code \( i \), where \( i = 1 \) to \( n_j \)), its selling (outlet code), the date of the quote and the corresponding product category \( j \). \( F_j \) denotes the frequency of price change for product category \( j \). It is defined as the fraction of price changes between period \( t \) and period \( t+1 \) relative to the potential number of price changes. A distinction into price decreases and price increases yields \( F_j^+ \) (frequency of upward price adjustment) and \( F_j^- \) (frequency of downward price adjustment).

In what follows, we adopt the frequency approach of measuring price durations. This is the approach adopted by Bils & Klenow (2004) and other papers within the IPN. It offers a number of advantages over the duration approach. The main advantage of the frequency statistic over the average duration of price spell is that it uses all relevant statistical information at hand. Importantly, the frequency approach does not require an explicit treatment of censoring, and provided that censoring is independent of the duration process, the inverse of the frequency is a consistent estimator of the average duration (e.g. Dias et al., 2004). In addition, computing the frequency of price changes does not require long time series (as long as the assumptions of homogeneity and stationarity remain valid), as it is possible to estimate price durations even if the number of price quotes is smaller than the average duration of a price spell, while still being less sensitive to specific events, such as VAT rate changes.

In contrast, the direct computation of the average duration of price spells must take into account uncensored price spells only (i.e. price spells that both start and end with a price change). The restriction to uncensored spells, however, implies discarding relevant information when computing the average duration. Furthermore, the obtained values may be subject to a selection bias, as longer price spells are more likely to be censored and, hence more likely to be discarded (e.g. Álvarez & Hernando, 2004; Aucremanne & Dhyne, 2004; Dias et al., 2004).

---

8 Note though that if the in-shop product replacement involves a quality change, the size of the price change is ignored in the calculation of the average size of price changes.

9 If a price spell is censored the computation of the price change frequency only discards the price changes for which the price is not observed (e.g. Dias et al. 2004).
Assuming stationarity and homogeneity of price change behaviour in the cross-sectional dimension, a convenient property is that the inverse of the frequency of price changes converges asymptotically to the mean duration in a large sample (e.g. Baudry et al., 2004). In continuous time representation and under the assumption of a constant probability of a price change throughout a given month, the average duration $\bar{S}_j$ and median duration $S_{50,j}$ can respectively be written as:

$$\bar{S}_j = -\frac{1}{\ln(1-F_j)} \quad \text{and} \quad S_{50,j} = \frac{\ln(0.5)}{\ln(1-F_j)} .$$

2.5.2 Hazard rate

The hazard rate allows a more detailed description of the distribution of the length of price spells, as it is able to capture duration dependence and changes in the probability of a price change as the elapsed duration of the spell is exceeded. The hazard rate $h(s)$ reflects the conditional probability that a price spell, having lasted until duration $s$, will end instantaneously after duration $s$. The hazard function can be written as:

$$h(s) = \lim_{ds \to 0} \frac{P(S < s + ds \mid S \geq s)}{ds} = \frac{f(s)}{1-F(s)} ,$$

where $F$ is the cumulative density function of the completed spell duration $S$ and $f$ is the corresponding distribution function.

2.5.3 The size of price changes

The size of a price change is defined as the log difference between prices observed in consecutive periods for identical products in identical shops. This is to obtain identically sized price increases and decreases in case of price changes that are reversed afterwards. While the use of log differences may overstate the true (percentage) difference in case of extreme price adjustments, the distribution of the size of percentage price changes is necessarily asymmetric; bounded by -1 but unbounded from above. As for the frequency of price changes, we assume prices to change once per month at most.

2.5.4 The synchronisation of price changes

The degree to which price changes are or are not synchronised is measured by means of the synchronisation ratio. In case of perfect synchronisation of price changes, the proportion of price changes at time $t$ is either equal to 1 or to 0. With the average frequency of price changes over the sample period being equal to $F_j$, in the case of perfect synchronisation, all the firms change their price simultaneously in $F_j$ percent of the cases, whereas they do not change their price in $1-F_j$ percent of the cases.

---

10 See for example Kiefer (1998) for a survey on duration data and hazard functions.
ing Fisher & Konieczny (2000) the theoretical value of the standard deviation of the proportion of price changes over time in case of perfect synchronisation may be calculated as

\[ SD_{MAX} = \sqrt{F_j \left[ (1-F_j)^2 + (1-F_j)(0-F_j)^2 \right]} = \sqrt{F_j(1-F_j)} . \]

This expression gives the upper limit for the standard deviation of the proportion of price changes. Similarly, in the case of perfect staggering, a constant proportion \( F_p \) of firms changes its price each month and the standard deviation of the proportion of price changes over time is equal to 0. The effective standard deviation of price changes for product category \( p \) is given by

\[ SD = \sqrt{\frac{1}{\tau-1} \sum_{t=2}^{\tau} (F_{jt} - F_j)^2} , \]

with \( \tau \) being equivalent to the number of months for which prices are observed. The synchronisation ratio of product classification \( j \) is defined as the ratio of effective standard deviation to the theoretical maximum standard deviation of price changes

\[ SYNC_j = \frac{SD_j}{SD_{MAX}} . \]

The degree of synchronisation is an increasing function of \( SYNC_j \). Similar expressions can be derived for \( SYNC_j^+ \) and \( SYNC_j^- \), the synchronisation ratio of price increases and price decreases.

2.5.5 Aggregation of indicators

Aggregate indicators are obtained across weighting figures for the corresponding sub-aggregates. In general, weighting is done at the product category level, as no weights are available for single products. In general, product category specific estimates are unweighted averages obtained at the 10-digit COICOP level by using all price quotes. The weights refer to the NICP. Thus, the estimate for price duration at the aggregate level is given by the expression

\[ \tilde{S} = \sum_j w_j \cdot \frac{1}{F_j} = \sum_j w_j \cdot \tilde{S}_j , \]

where \( w_j \) denotes the weight of product category \( j \) in the Luxembourg NICP in 2000. Note that, for some product categories, the frequency of price change (in particular that of price decreases) is close to zero, thereby implying very long durations. A relatively small number of indices may therefore substantially affect the estimate of aggregate duration. Hence, we use weighted medians when computing aggregate figures. This measure is also used by Bils & Klenow (2004) and is less sensitive to the exis-
tence of few items with very low frequencies of price change. Nevertheless, this measure cannot be interpreted as an estimator for the average price duration.11

3  Main findings for key indicators

3.1 Aggregate developments of consumer prices between 1999 to 2004

The sample period is characterized by moderate inflation rates. Overall, the annual increase in the price level was on average approximately 2.2% (see Figure 1). During the period 2002 – 2004, the increase in the price level (2.1% – 2.2%) remained close to the upper level of the definition of price stability adopted by the Eurosystem. The measured aggregate inflation rate remained very low in 1999 (1.0%), whereas it exceeded 3% in 2000.12 In addition, there is a strong degree of heterogeneity across different product categories (see Table 2). At the 2-digit COICOP level, the highest average annual inflation is recorded for ‘education’ (4.1%), whereas the lowest average is obtained for ‘communications’ (-6.1%). The annual inflation rates are always positive except for ‘communications’ and ‘health’. Similarly, m-o-m inflation rates tend to be positive, only in the case of ‘communications’, ‘housing, water, electricity, gas and other fuel’ and ‘recreation and culture’, we observe a m-o-m decrease in the price level in 1 out of 3 months or more for the period under investigation.

As there are substantial differences in the relative importance of price decreases and the magnitude of price changes across consumer price categories in Luxembourg, we expect to find strong differences with respect for the previously described key indicators.

3.2 Frequency of price change

Table 3 reports a choice of key indicators for the 12 COICOP-2 groups and product types, while Table 4 sketches the frequency distribution by presenting weighted percentiles of the frequency of price changes across the total NICP and the five different product types. The weighted overall frequency of price change is 17%, of which approximately 63% and 37% are price increases and decreases. Overall, the frequency of price change may range from values close to 0% to values larger than 90% (mostly energy-related products).13 As shown in Table 4, the frequency of price change is 12% at the weighted median, while the weighted 25 and 75 percentiles are approximately 7% and 18%. In weighted terms, the median frequencies of price increases and decreases are 8% and 4%, respectively.

Despite the relatively high overall frequency of price change, for roughly 1 in 3 product categories in the NICP (making up 30% of the sample in terms of weight), prices change once a year at most. A

---

11 See for example Baudry et al. (2004).
12 The low value for 1999 may be the result a base effect originating from the inclusion of sales prices from January 1999 onwards.
13 Note that the number of observations may differ substantially across product categories.
large majority of products categories exhibit price changes fewer than four times a year. Only 10% of the 234 product categories (in terms of weight) reveal 5 or more price changes a year, while for 70% of the product categories, prices change on average twice or less often per year.

Consistent with evidence for other euro area countries (e.g. Baumgartner et. al. 2005), energy prices change by far most frequently (52%). A distant second place goes to unprocessed food with 26%. Non-energy industrial goods and processed food trail further behind with averages of 16% and 12%. Lastly, services’ prices change rarely (7%), which again is also reported for other euro area countries (e.g. Álvarez & Hernando, 2004). Both energy and unprocessed food exhibit are very skewed distributions, as can be seen in Table 4. First, the weighted 25 and 50 percentiles of unprocessed food are below those of processed food and non-energy industrial products, while the weighted 75 percentile is close to energy products. Second, for both energy and unprocessed food, the difference in the frequency of price change between the weighted 25 and 75 percentiles is 44 and 52 percentage points, which is in startling contrast to the other three product types.

The same ranking holds, in absolute terms, for price increases and price decreases. The relative share of price decreases in price changes differs across product categories. For services the share of price decreases is less than 20%, while for unprocessed food and non-energy industrial goods it is more than 40% (see Table 3). Whereas for a dozen categories, all price changes are entirely characterised by a rise in prices, for another dozen categories price decreases were observed more frequently than price increases. For a large fraction of the NICP basket, though, the share of price decreases in price changes is between 0.3 and 0.5 (see Table 3). Strikingly, processed food and services are not only characterized by the lowest frequency of price changes, but also reveal the highest ratio of price increases to decreases.

3.3 The role of price change reversals

Whereas the above measures of price frequency apply to all price changes recorded over the sample period, the nature of the price changes may differ. On the one hand, firms may choose to adjust prices based on a thorough price review taking stock of the fundamentals of their pricing polices. On the other hand, firms may decide to change prices for other reasons (e.g. institutional habits, stock clearance, etc…). Examples for such price changes are typically found during periods of promotional or end-of-season sales. During sales periods, firms often reduce prices and revert to the pre-sales or regular prices afterwards.14

---

14 To give a specific example, consider a price that is reduced from EUR 9.99 in December to 8.99 in January and with the end of the promotional activity is raised again to EUR 9.99 in February.
Promotional sales and end-of-season sales are a common phenomenon, in particular for retail and food products.\textsuperscript{15} Baumgartner et al. (2005) report for Austrian micro CPI data, that price changes due to temporary promotions and end-of-season sales account for 5.5% of all price quotes and 2.3% of the weighted aggregate price change frequency. They are typically encountered in the product categories ‘food and alcoholic beverages’ and ‘clothes and footwear’, respectively. Using prices quotes collected for the compilation of the U.S. CPI, Klenow & Kryvstov (2004) report that roughly 11% of price quotes are sales prices. Sales prices are particularly frequently encountered for food items, where they comprise 15% of all price quotes and 2/3 of the sales prices revert to their regular prices in the next period. Similarly, Warner & Barsky (1995) report for specific goods in selected U.S. retail stores that prices of products in temporary sales are most often reverted afterwards.

In order to single out the frequency of price change due to price change reversals, we split the overall frequency of price change into three components, namely a) the frequency of price changes due to reverting price changes during the end-of-season sales in January/February and July/August, b) the frequency of price changes due to reverting price changes during periods other than end-of-season sales and c) the frequency of price changes resulting from price changes that are not reverted afterwards. Hereafter, price change reversals are considered equivalent to price changes that are exactly offset by the following price change, regardless of the time elapsed until reversal.

Table 3 and Figure 2 illustrate the results from the decomposition exercise at the COICOP 2-digit level and for all product types. Overall, approximately one out of four price changes is offset afterwards. In other words, when eliminating price changes due to price change reversals, the weighted overall frequency of price change declines from 17% to 12%. Most price change reversals take place during end-of-season sales periods. In particular, prices of non-energy industrial goods switch particularly often between two levels during end-of-season sales periods. Indeed, for some COICOP-2 product categories (e.g. ‘cp02 clothing and footwear’ and ‘cp05 furnishings, household equipment & maintenance of the house’), switching between regular and sales prices is the main source of price changes (i.e., up to 70% of all price changes). As expected, the relative importance of price change reversals differs substantially across product types. Energy products, unprocessed food and services are by and large unaffected by price change reversals due to end-of-season sales.

Price change reversals in periods other than end-of-season sales are relatively frequent for food products (more than 1 in 6 price changes), but less so for energy products and non-energy industrial goods.

\textsuperscript{15} For theoretical explanations for temporary promotions and end-of-season sales, see for example Varian (1980), Salop & Stiglitz (1982), Lazear (1986) and Pashigian (1988).
(1 in 10 price changes or fewer). For the product categories ‘food and & non alcoholic beverages’ and ‘alcohol, tobacco & narcotics’, these price change reversals are likely to characterise promotional sales activity and contribute significantly to their overall frequency of price changes. This particular pricing behaviour is particularly frequently encountered in supermarkets and retail stores, and is in line with results reported elsewhere (e.g. Baumgartner et al. 2005).

Hence, price change reversals are a common phenomenon. They contribute substantially to the overall frequency of price changes, although they may only be of limited use for the inference of the degree of price rigidity. In particular, from a monetary policy perspective, the relevance of such price changes remains questionable.

### 3.4 The average size of price changes

In weighted terms, the average size of price increases and price decreases has been roughly equivalent (both around 8%). Hence, price increases and price decreases are quite sizable relative to the overall inflation rate. There are substantial differences in the size of prices changes across product types. With both average price reductions and increases of 4%, they tend to be smallest for energy products (see Table 3). The largest average price changes are observed for unprocessed food products (+13% and –17% for price increases and reductions). For the remaining three categories (processed food, services and non-energy industrial goods), the average price increases are relatively close to the overall 8%. They differ with respect to the average size of price reductions though. At 8%, price reductions and increases are relatively similar for non-energy industrial goods. For processed food, the price reductions (–11%) are on average more sizeable than price increases (+8%), while price reductions (–5%) tend to be smaller than the price increases (+7%) for services.

### 3.5 Synchronisation ratios

Overall, the weighted synchronization ratio of price changes is 0.5 (see Table 5). These results suggest a relatively high degree of price change synchronisation in Luxembourg compared to other euro area countries (see for example Dhyne et al., 2005). This may, however, relate to the relatively compact geography and the relatively small distances between outlets. As indicated by Veronese et al. (2005), in larger countries, synchronisation ratios tend to increase when computed at the regional level (rather than at the national level). Again, substantial differences occur across product types. Energy related products reveal the strongest degree of price change synchronisation. Due to the fact that a number of energy related products are subject to some form of price regulation, the synchronisation ratio for price changes, price reductions and price increases are approximately 0.9. Second and third to energy, the

---

16 For some categories at the finer COICOP-10 level, non-sales driven price change reversals may contribute up to 40% to the total frequency of price changes.

17 In fact, using a more detailed product-specific categorisation the synchronisation ratio is 1.
synchronisation ratios for service prices and for non-energy industrial goods are 0.56 and 0.49. In the case of non-energy industrial goods, the relatively high ratio of synchronisation may be due to time-dependent phenomenon of end-of-season sales. Below average price synchronisation is obtained for processed food (0.32) and unprocessed food (0.25). The degree of synchronisation is broadly comparable for price increases and price decreases for energy, non-energy industrial goods and unprocessed food. Services prices tend to change in a more synchronised manner upwards than downwards with the difference in the synchronisation ratios exceeding 15 percentage points. Here, the high degree of synchronisation with respect to price increases may to some extent be related to the periodic wage adjustment due to indexation.

4 The probability of a price change: an econometric investigation

In structural macroeconomic models, nominal price rigidities are commonly implemented by incorporating time- or state-dependent price adjustment processes. In this context, time dependency is typically obtained by assuming that prices are set for a fixed period of time (e.g. Taylor, 1980 & 1999) or that each period a certain fraction of firms adjusts its prices with the distribution of price adjustments following a Poisson process (e.g. Calvo, 1983) or by combining properties of both the Taylor and the Calvo model (“truncated Calvo model”). A Calvo price adjustment process implies a constant probability of price change, whereas Taylor type price adjustment process implies that a firm only changes its price when the fixed contract duration is reached.

The above named models have been criticised for the exogeneity of the price setting intervals, as in reality the price setting mechanism is likely to depend on the state of the economy. State-dependent models endogenise the price setting mechanism. Faced with a (fixed) cost of price adjustment, firms decide each period dependent on the state of the economy whether or not to change their price and by how much (e.g. Caplin & Spulber, 1987). Dotsey et al. (1999) present a model that combines properties of Calvo price adjustment processes with state-dependent pricing features. In particular, they allow the fraction of firms that changes prices to increase with increasing inflation rates; a feature that is generally supported by the empirical evidence (e.g. Dhyne et al., 2005). These models bear important implications with regard to the probability of observing a price change at a given time $t$.

4.1 Factors determining the behaviour of individual consumer prices

In this section, we identify explanatory factors that are thought to affect whether or not prices are adjusted at a given point in time. We distinguish between time- and state-dependent factors, as well as other factors such as attractive pricing policies. Hereafter, we briefly discuss these factors before proceeding to more formal estimation techniques.
4.1.1 Time-dependent factors

4.1.1.1 Unconditional hazard rates

Overall, the hazard plot, based on non-weighted survival estimates presented in Figure 3, demonstrates mass points at durations of 1 and 5 months and – though less prominent – 12 and 24 months (see Figure 4). The overall hazard rate is slightly downward sloping. These mass points reveal the existence of a substantial degree of time dependency, consistent with truncated Calvo price adjustment processes. Mass points at 1, 12 and 24 months but also the negative slope of the hazard function are similarly found for other euro area countries (see e.g. Álvarez et al., 2005, Dhyne et al., 2005), whereas the mass point at \( d = 5 \) months seems to be specific to Luxembourg. This may to some extent be explained by the fact that some of the datasets used in other euro area country studies do not include sales prices.\(^{18}\)

The product type specific charts reveal that the 5-month peak in the hazard rate is primarily due to non-energy industrial goods. More than 70% of the price spells non-prevailing after 5 months originate from this category (see Figure 3). This spike highlights the importance of end-of-season sales for price setting of non-energy industrial goods in Luxembourg. End-of-season sales apply to a very large range of products in Luxembourg and it seems that prices often switch between sales prices (in January and July) and regular prices (from February to June and from August to December). Hazard rates for duration \( d = 1 \) – to a lesser extent also for \( d = 2 \) – are most important for those categories characterized by a high frequency of price change (i.e. energy and unprocessed food). Energy products reveal a particularly strong mass points at 11 months, thereby illustrating the high degree of heterogeneity in this category. Contrary to all other product types, services have their peak hazard rate at \( d=14 \). At the same time, and contrary to all other product types, the hazard rate for services reveals a mass point at \( d = 6 \) to 7 months. At the same time, the hazard rates at durations \( d = 1 \) and \( d = 2 \) are relatively small.

4.1.1.2 Intra-year price change frequencies and seasonality

As reported in Lünnemann & Mathä (2004) at the level of disaggregate consumer price indices, the frequency of price changes (as well as the other indicators analysed in section 2) may display seasonal patterns. Overall, the weighted frequency of price change is highest in January. Approximately 13% of all price changes occur in January (see Figure 5). In weighted terms, the frequency of price change is relatively important in February, July and August, too. It seems that even at the aggregate level, sales are an important factor in driving price changes. Each of these months subsumes more than 10% of all

\(^{18}\) This is for example the case for the Belgian and Spanish dataset analysed by Aucremanne & Dhyne (2004, 2005) and Álvarez & Hernando (2004) and Álvarez et al. (2005), while Baumgartner et al. (2005), using existing information (available for sub-period of the dataset only) on whether or not a price constitutes a sales price, decide to omit the latter in the analytic part, by arguing that they may not be relevant from a monetary policy analysis point of view.
price changes. February and August reveal the highest frequency of price increases (approximately 17%) whereas in January (16%) and July (14%) the highest frequency of price reductions is observed. The share of price cuts in price changes is equal to and smaller than 20% in February and August. Only in January (55%) and July (65%) price cuts are more frequent than price increases.

The relevance of end-of-season sales becomes particularly prominent for non-energy industrial goods. More than 1 out of 4 prices decline in January and July and the same fraction increases in the subsequent months February and August. The share of price cuts in price changes is larger than 75% in January and July, whereas in August and in February price increases account for more than 90% of all price changes. The frequency of price change ranges from 4% in December to almost 40% in January. At the same time, the frequency of price changes is higher for non-energy industrial goods than for processed food during end-of-season sales only. In contrast, unprocessed food prices are relatively unaffected by seasonality. This holds both in relative and in absolute terms. In this product category, the frequency of price change ranges from 24% in December to 29% in April. The fraction of price decreases varies from 38% to 50% (note that the corresponding bandwidth for non-energy industrial goods is from less than 10% to more than 80%).

The lower left hand side panel of Figure 5 illustrates the special character of the seasonal pattern in price change frequency for service related products. In January, 1 out of 7 services’ prices change (a price frequency higher than that obtained for processed food in the same month). Approximately 1 in 6 price changes occurs in January. Almost 80% of all price changes in January constitute price increases. The share of price cuts in price changes is always smaller than 30%. In December, the share of price cuts is as small as 5%. In absolute terms, the frequency of price cuts in December is 0.3%.

The role of the calendar month in determining the frequency of price change is confirmed by simple categorical regressions across the set of product categories (not shown). From February to December, the frequency of price change is significantly lower than in January. The size of the frequency differential is approximately 20 percentage points for all months not concerned by end-of-season sales. The remaining three months affected by end-of-season sales reveal frequencies of price change significantly lower than January, the differential being substantially smaller though (approximately 6 to 8 percentage points).19

19 For more details on the seasonal patterns of price changes, refer to section 4.3.
4.1.2 State-dependent factors

4.1.2.1 The level of inflation

Recent research on micro consumer prices has shown that the frequency of price change positively depends on the level of inflation prevailing over the sample period (e.g. Woodford, 1999). Whereas some papers find a higher frequency of price change for periods of higher (aggregate) inflation, others find that for a given product category the frequency of price change increases with higher inflation rate specific to the product category. For example, Cecchetti (1986) reports that the average duration of US magazine prices was 7 years during the 1950s, a period of low inflation, while it was much lower at 3 years during the 1970s, a period of high inflation. Similarly, Lach & Tsiddon (1992) report that the average duration between price changes is shorter in periods of high inflation.

This dependency of the price adjustment frequency on the (cumulated) inflation rate is also theoretically founded. Cecchetti (1986), for example, provides a theoretical pricing model, where the probability of price change depends on the size of the difference between the actual and the desired price. If this difference exceeds a certain threshold $h$ firms decide to adjust prices, as the gain from adjusting outweighs the costs of the price adjustment. He derives an estimable function where the probability of price change is related to the accumulated inflation and the elapsed time since the last price change and the size of the previous price change. Aucremanne & Dhyne (2005) and Baumgartner et al. (2005) provide empirical support for the existence of such a relationship.

4.1.2.2 Characteristics of last price change

The direction and the size of the previous price change may contain information about the next price change to be expected (e.g. Cecchetti, 1986). On the one hand, a large previous price change may indicate that the adjustment costs of changing prices are rather high. Hence, the firm is expected to change prices infrequently and by large amounts. A small previous price change, in turn, may indicate that the adjustment costs are rather small or convex, as in Rotemberg (1982), and correspondingly we would expect prices to change relatively frequently. The probability of a price change in the next period would be expected to negatively depend on the size of the previous price change. Furthermore, in a state of positive aggregate inflation, we would successive price changes expect to exhibit a positive sign. Carlton (1986) for example reports a positive correlation between price rigidity and the average absolute price change for selected intermediate products in manufacturing. The less frequently prices are adjusted, the greater is the price change when prices change.

On the other hand, the size of the previous price change may signal that large price changes follow each other very frequently. A typical feature of such a price change sequence would also entail switching of signs in price changes. Recent micro consumer price studies for Belgium and Austria have, indeed, confirmed that the probability of a price change is larger if the previous price change was a price.
reduction. This is consistent with widespread commercial practices, in particular with temporary promotions or end-of-season sales. Furthermore, the size of a prior price reduction increases the probability of a price change by more than the size of a prior price increase (e.g. Aucremanne & Dhyne, 2005; Baumgartner et al., 2005). Sizeable markdowns are a typical feature of sales and promotions in general.

4.1.2.3 THE AUTOMATIC WAGE INDEXATION MECHANISM

Contrary to all other European countries, in Luxembourg, wages and pensions are integrally indexed to the national index of consumer prices.20 Whenever the 6-month moving average of the national consumer price index exceeds the level at which the former “wage indexation” took place by more than 2.5%, wages and pensions are adjusted.21 The adjustment takes place as of the beginning of the month following the breach of the 2.5% threshold. Thus, the non-negotiated wage indexation mechanism is completely backward looking.

In general, the wage indexation mechanism in Luxembourg does not distinguish between different sources of inflation (in particular, it does not depend on whether there has been a shock to some domestic variable, such as higher consumer prices due to higher VAT rates, or to some exogenous variable, such as higher oil prices). However, the Luxembourg Government may temporarily choose to deviate from a purely mechanical implementation of the automatic adjustment mechanism, as for example in the wake of the devaluation of the Belgian and the Luxembourg Franc in 1982 (e.g. Fontagné, 2004).

The wage adjustment, in turn, may have a direct and an indirect impact on the behaviour of consumer prices. The adjustment is directly passed through to consumer prices that take the form of wages, in particular in domestic services. Higher adjusted wages may – depending on the degree of competition (in particular from abroad) – be indirectly passed on to consumer prices. Nevertheless, as suggested by the 2004 survey among Luxembourg firms, firms may be unable to instantly adjust prices due to, for example, explicit or implicit contractual agreements with their customers (Lünnemann & Mathä, 2005a). In practice, the impact of wage indexation on the frequency and on the size of price adjustment in Luxembourg is not obvious. Besides, wage indexation and its effect on price adjustments have so far rarely been studied and empirical evidence on this issue is scarce.

In theory, and similar to the euro cash changeover or VAT rate changes, automatic wage adjustments are exogenous shocks to the individual firm. These adjustments do not come as a surprise to Luxem-

20 Prior to the law of 27 May 1975, and since 1921, indexation was applied to salaries of civil servants and railway staff only (e.g. Adam and da Costa, 2002).

21 Strictly speaking, a small number of factors affecting the NICP are not considered when computing the threshold consumer price level at which the new wage adjustment takes place.
bourgeois firms, however. While some degree of uncertainty may exist with respect to the exact date of the next adjustment, firms have the possibility to broadly anticipate the next wage adjustment, as the present level of inflation and inflation forecasts by the national statistical institute and the Central Bank of Luxembourg are publicly accessible.\footnote{For example the national statistical institute informed the general public on 21 September 2004 about the next automatic wage indexation with effect of 1 October 2004 (Statec, 2004).}

We expect the automatic wage indexation mechanism to have an influence on firms’ price setting behaviour. Besides, indexation may also apply to contracts other than explicit wage agreements, such as insurance contracts, rents and prices underlying construction projects. Throughout the sample period, 6 automatic wage adjustments took place, namely on 1 August 1999, 1 July 2000, 1 April 2001, 1 June 2002, 1 August 2003 and 1 October 2004. We expect wage indexation to be of particular importance in the services sector, as the labour share in services is particularly high. Furthermore, services included in the NICP are mostly domestic services and are not subject to international competition as is the case of industrial activity.\footnote{On the importance of the wage indexation mechanism for services see also BCL (2001).} Moreover, as reported in Lünnemann & Mathä (2005a), Luxembourg firms in the services sector are more likely to make use of rules of thumb when recalculating prices and are less forward looking than the average Luxembourg firm, in particular in the case of medium-sized and large firms. In addition, firms in the services sector judge wage indexation to be the second most important reason for price increases, while wage indexation seems of lower importance in other sectors (except for construction).

4.1.2.4 EUR\textsc{O}CASH CHANGE-OVER

The euro cash changeover at the beginning of 2002 can be thought of an economy-wide shock potentially affecting all firms’ prices setting behaviour. As firms had to adjust the nominally displayed prices anyway, the costs of genuine price changes seem trivial. Some Eurosystem NCBs and NSIs analysed the inflationary effects of the euro cash changeover as media attention increased consumers’ fears of firms unduly increasing prices.\footnote{For a review of the inflationary effects of the cash changeover see Mathä (2002).} These studies showed firstly that a large share of prices in national currency consisted of attractive prices, and secondly that large price increases were primarily confined to the services sector (e.g. Folkertsma et al. 2002; BCL, 2003; Cornille, 2003).

Jonker et al. (2004) report for Dutch CPI data that the hazard ratio for a price spell ending in December 2001 relative to the baseline hazard was double as high, clearly indicating the impact of the conversion to euro on the pricing behaviour of firms. Baumgartner et al. (2005) report for Austrian CPI data that the probability of a price change in January 2002 was 1.8 percentage points higher. In general, the cash changeover period increased the probability of a price spell completion, thus supporting the idea of the importance of state dependent elements in firms’ pricing behaviour.
In Luxembourg, the euro cash changeover also sparked a great interest in the public, mainly due to consumer fears that prices would be rounded upwards. A joint study by STATEC and the BCL reports an increase in the price change frequency in January 2002. In January 2002, about almost 13% of all LUF prices considered attractive in the Luxembourg CPI were rounded to attractive EUR prices, implying a substantial increase in the price change frequency (e.g. BCL, 2003). In January 2002, a significantly higher proportion of prices were changed than in other years. Figure 6 presents the price increases and price decreases for each month for different product types. The cash changeover effect cannot be overlooked, in particular not for services.

4.1.3 Other factors
4.1.3.1 Attractive prices

A large number of consumer prices are set at levels such as EUR 9.99 commonly referred to as pricing points or threshold prices. The reason for this type of pricing behaviour is that such prices appear attractive to consumers and that the price label contains information that transcends the pure price signal. Firms use these signalling properties, as doing so allows them to influence consumers’ purchasing decisions. Bergen et al. (2003) show that pricing at psychological pricing points is very common and that price changes often occur in multiples of 10 cent. They conclude that threshold pricing contributes to price rigidity, as many prices seem to be stuck at 9-ending points. Several recent micro CPI price studies corroborate these findings; attractive prices are reported to be more rigid than others (e.g. Álvarez & Hernando, 2004; Aucremanne & Dhyne, 2005; Baumgartner et al., 2005; Veronese et al., 2005).

In close correspondence to previous studies analysing the cash changeover, we distinguish between three different types of attractive prices – round, psychological and fractional prices. Psychological prices are generally defined as prices ending with the digits “9”, “95” or “99”. Fractional prices are prices convenient to pay and are generally defined as prices with the last digit “5” or “0”. Round prices are defined as integers. Moreover, the exact definition of psychological, fractional or round prices varies as prices exceed different thresholds. As our data set spans from 1999 to 2004, we had to consider varying definitions for attractive prices both in LUF and EUR. The distribution of the last two digits in euro prices is presented in Figure 7.

The consequences of the introduction of the euro are twofold: Firstly, the unit increments at which prices can be changed differ according to the currency in use. Secondly, attractive pricing points differ

---

25 See for example Schindler & Kibarian (1996) who report that psychological pricing increases consumer spending.

26 In LUF, decimal prices are for example never considered as attractive prices; such prices were not common in retailing and could not be paid for.
according to the currency in use, and so does the increment to reach the next attractive threshold. We, thus, decide to distinguish between attractive pricing points in LUF and EUR and analyse whether currency denomination differences affect firms’ price setting behaviour.

4.1.3.2  PRODUCTS SUPPLIED BY PUBLIC INSTITUTIONS OR SUBJECT TO PRICE REGULATION

One of the more common findings from recent studies on consumer price behaviour suggests that prices subject to regulation display more price rigidity than freely determined prices. Dhyne et al. (2004) report for a selection of 50 products that regulated prices exhibit a roughly 10% lower probability of price change than freely determined prices. Lünnemann & Mathä (2005b) use index data for 15 EU countries and report that price indices considered subject to price regulation exhibit a 50% longer median price duration than non-regulated indices. Similarly, Dexter et al. (2004) report that significant inertia in aggregate price adjustments is due to the presence of price regulation.

In Luxembourg, as well as in other countries, an exact account of what is considered a regulated price is very cumbersome, as the measures undertaken and their scope may vary substantially (e.g. ECB, 2003). According to official sources at the national level, it is not exactly known which prices are regulated, and the degree to which prices are not freely determined may differ substantially. Hereafter, we consider two types of products subject to price regulation: 1) products that are typically supplied by (quasi-)public sector institutions, such as hospital services, theatres and combined passenger transport by road, 2) products, the prices of which are fixed (as point numbers or ranges) by public authorities, such as liquid fuel and transportation by taxi. These products are typically supplied by private enterprises but, in cases of thorough regulation, the price can be identical across all supplying firms. The product prices, which are not considered freely determined, are henceforth referred to as ‘regulated’. A full list is presented in Table A1 the appendix.

In general and in analogy to the empirical findings in other studies we expect regulated prices to be more rigid than freely determined prices. However, price regulation per se must not necessarily render prices stickier. In Luxembourg, for example, fuel prices are subject to ceilings but nevertheless reveal a high frequency of price change.

4.2 The econometric model

In this section, we analyse whether the aforementioned determinants affect the probability of price changes. The econometric analysis follows Cecchetti (1986), Aucremanne & Dhyne (2005) and Baumgartner et al. (2005) in that we use a LOGIT model to model the probability of observing a price

---

27 As example, if we simply defined psychological prices as prices ending with the last digit “9”, then there would 12 psychological pricing points in 1 EUR, while expressed in LUF, there would only be 4.
change. First, we define a binary variable \( y_{ijt} \) that characterises whether the price of product \( p_{ijt} \) has changed between time \( t \) and \( t+1 \).

\[
y_{ijt} = \begin{cases} 1 & \text{if } p_{ijt+1} \neq p_{ijt} \\ 0 & \text{otherwise} \end{cases}
\]  

(1a)

Using a LOGIT representation and allowing for product-specific random effects, the probability of observing a price change of product \( i \) in period \( t+1 \) can be written as

\[
\text{Prob}[y_{ijt} = 1] = \frac{\exp(x_{ijt} \beta + u_i + \varepsilon_{ijt})}{1 + \exp(x_{ijt} \beta + u_i + \varepsilon_{ijt})}, \quad \text{with (2a)}
\]

\[
x_{ijt} = \chi_i \sum_{j=0}^{T} |p_{j, t+1} - p_{j, t}| + \phi_i \sum_{j=0}^{T} |w_{j, t+1} - w_{j, t}|
\]

\[
+ \delta_1 \Delta_{g, t+1} + \delta_2 \Delta_{g, t-1} + \delta_3 lpcdw_{g, t+1} + \xi_{g, t} + \phi_{g, t} + \gamma_{g, t} + \alpha_{l, g, t} + \beta_1 d_{t+1} + \beta_2 d_{t+2} + \beta_3 d_{t+3} + \beta_4 d_{t+12} + \beta_5 d_{t+24} + \gamma_{m, t} + \delta_{y, t}
\]

\( u_i \) reflects the product-specific random effects and \( \varepsilon_{ijt} \) reflects the independently distributed error term. The random effects LOGIT model accounts for unobserved heterogeneity across products \( i \), which has been found to be one major reason for downward sloping hazard functions (e.g. Álvarez et al., 2005; Dhyne et al., 2005).

\( lpcdw \) represents a dummy variable and takes the value of 1 if the preceding price change for product \( i \) was negative. \( \Sigma p_{i, t+1, t} \) and \( \Sigma w_{i, t+1, t} \) represent the accumulated absolute price index inflation at the 10-digit COICOP level and the accumulated absolute aggregate wage inflation in the economy since the completion of the last price spell.28 The inclusion of the above named variables is motivated by the state-dependent pricing model derived in Cecchetti (1986).

---

28 The accumulation period is \( t-T \), where \( t \) is the date of the current price and \( T \) is the period of the price spell beginning, while the estimated probability of price change is \( \text{Prob}(y_{ijt+1}) \) and hence refers to the probability of price change in the period \( t+1 \). Hence these measures are purely backward looking. There is no simultaneity involved with respect to a price index change and an individual price change.
Other state-dependent variables included are those capturing the dates when wages are newly adjusted due to indexation \((itr1, 2)\) and the cash changeover period, where \(cco1\) captures January 2002. Attractive prices are denoted by the variable \(attr^{ALL}\). \(^{29}\) \textit{Regulated} refers to a dummy variable taking the value 1 if the product is subject to price regulation. \(dur1-dur24\) characterise dummy variables for spell lengths of 1, 5, 6, 12 and 24 months. These dummies are included in order to capture the spikes of the hazard rates as presented in Figure 4. Similarly, we include dummy variables for each month and year to account for unobserved seasonality and economic conditions not captured otherwise.

As we are also interested in differences and asymmetries between patterns of price increases and price reductions we correspondingly specify the two binary variables

\[
y^+_{ijt} = \begin{cases} 
1 & \text{if } P_{ijt+1} > P_{ijt} \\
0 & \text{otherwise}
\end{cases} 
\]

\[(1b)\]

\[
y^-_{ijt} = \begin{cases} 
1 & \text{if } P_{ijt+1} < P_{ijt} \\
0 & \text{otherwise}
\end{cases} 
\]

\[(1c)\]

Again, we assume that the probability of a price increase and price decrease can be modelled by the respective LOGIT representations

\[
\text{Prob}\left[y^+_{ijt} = 1 \right] = \frac{\exp(x_{ijt}\beta + u_i + \epsilon_{ijt})}{1 + \exp(x_{ijt}\beta + u_i + \epsilon_{ijt})} 
\]

\[(2b)\]

\[
\text{Prob}\left[y^-_{ijt} = 1 \right] = \frac{\exp(x_{ijt}\beta + u_i + \epsilon_{ijt})}{1 + \exp(x_{ijt}\beta + u_i + \epsilon_{ijt})} 
\]

\[(2c)\]

with

\[
x_{ijt} = \chi_t \sum_{m=1}^{4} (\pi_{m}^{p} \mid \pi_{m}^{p} > 0) + \chi_t \sum_{m=1}^{4} (\pi_{m}^{r} \mid \pi_{m}^{r} < 0) + \phi_1 \sum_{m=1}^{4} (\pi_{m}^{r} \mid \pi_{m}^{r} > 0) + \phi_2 \sum_{m=1}^{4} (\pi_{m}^{r} \mid \pi_{m}^{r} < 0)
\]

\[+ \delta_1 \Delta_{ijt}^{+} + \delta_2 \Delta_{ijt}^{-} + \delta_3 lpcaw_{ijt} + \xi_{cco1}
\]

\[+ \phi_1 itr1_{-2} + \phi_1 attr^{ALL} + \gamma_{\text{regulated}_{jt}}
\]

\[+ \alpha l_{\text{length}_{ijt}} + \beta_{dur1_{ijt}} + \beta_{dur5_{ijt}} + \beta_{dur6_{ijt}} + \beta_{dur12_{ijt}} + \beta_{dur24_{ijt}}
\]

\[+ \sum_{m=2}^{12} \gamma_{\text{month}_{-m}} + \sum_{y=2}^{6} \delta_{\text{year}_{-y}}
\]

\(29\) These three issues will be more thoroughly explored in Table 7.
The only difference with respect to the model in equation (2a) is that we now allow for asymmetric effects between positively and negatively accumulated price and wage inflation. Note that the dummy variable for a duration of 5 months (dur5) is not included when separately estimating $y^+_{jt}$ and $y^-_{jt}$; in these cases, a sales effect is not discernible at these fixed durations.

As indicated in section 2, censoring may adversely affect estimates of price spell duration. Whereas right-hand censoring can relatively easily be overcome, left-hand censoring is particularly worrying, as no information is available on the exact length of the price spell. In order to overcome this sample selection problem, we omit left-hand censored and double-censored price spells in the econometric analysis.

As discussed in section 3, a significant share of price changes is reversed at a later point in time. As switching between two prices may both not reflect true price flexibility and may not relate to the fundamentals of firms’ pricing policies, we provide estimation results for both the original price trajectories (referred to as baseline sample) as well as for constructed trajectories where price reversals are not considered as price changes (referred to as non-reversals - NR). The results are presented in Table 6. We present both the odds ratio and marginal effects. Specifications referring to price changes $y_{jt}$, price increases $y^+_{jt}$ and price decreases $y^-_{jt}$ are denoted $\pm$, $+$ and $-$, respectively.

4.3 The estimation results
4.3.1 Baseline results
The baseline results presented in Table 6 (specification I) clearly suggest that both time-dependent and state-dependent factors significantly contribute to the determination of the probability of a price change, a price increase and decreases.

4.3.1.1 The shape of the hazard
Consistent with the results from the unconditional hazard rates, the results suggest that time-dependent features contribute significantly to the observed price change probabilities. The dummies representing truncations at 1, 5, 6, 12, 24 contribute positively to the probability of a price change. The probability of a price increase is significantly larger for truncations at 1, 6, 12, and 24 months, while the truncations at 1 and 6 months significantly reduce the probability of a price decrease. The odds ratio for the duration without price change leng is mostly below unity (specification I$\pm$ and I$\pm$NR), suggesting that the hazard is downward sloping. This may indicate that despite trying to account for unobserved het-
erogeneity, we are not able to completely remove its effect of aggregating over different products.\textsuperscript{30} The size of the effect is however very small, suggesting that an increase by one month reduces the probability of a price change, a price increase and a decrease by 0.1, 0.2 and 0.04 percentage points, respectively. Furthermore, in the case of price changes (see specification \(I+\)), the coefficient estimate is not significant at the 10\% level, while it is significant at the 1\% and 10\% level in case of price increases and decreases.

4.3.1.2 SEASONALITY
The coefficient estimates for the month dummies suggest the presence of a considerable intra-year pattern. The probability of a price change is largest in January, followed by July, thus highlighting the impact of seasonal sales. This increased price change probability is explained by the high probability of price reductions. Correspondingly, the relatively high probability of a price change in February and August is mainly explained by end-of-season sales, thereby implying prices increases in these months. This explanation for the obtained results is further corroborated by the separate estimations for price increases and decreases (see Table 6, specifications \(I+\) and \(I−\)).

4.3.1.3 YEAR DUMMIES
The coefficient estimates for the year dummies indicate a less pronounced price change pattern across the sample years. The estimates suggest that, relative to 1999, the probability of price change is significantly higher in 2002, but lower in 2003 and 2004. These results generally extend to the probability of a price increase and decrease. In addition, for the probability of a price increase, the year 2000 is not significantly different from 1999, while the probability of a price increase is significantly lower in 2001. For a price decrease, a significantly lower probability is reported for 2000.

4.3.1.4 CUMULATED PRICE AND WAGE INFLATION
The probability of observing a price adjustment hinges on the product category specific accumulated price inflation and the aggregate wage inflation since the last price change took place. A 1-percentage point increase in cumulated price and wage inflation increases the probability of observing a price change by 0.5 and 0.1 percentage points, respectively. The results further suggest the presence of asymmetric effects in the accumulated price and wage inflation around zero. A 1 percentage point increase in positive (negative) accumulated price inflation increases (reduces) the odds of observing a price increase by 1.7\% (20\%). In contrast, accumulated price inflation, whether positive or negative, has not any significant effect on the probability of a price decrease. The accumulated wage inflation increases the odds of observing a price increase, which is increased by 1.9\%, but not the odds of ob-

\textsuperscript{30} This interpretation is further strengthened by estimation results obtained from a random sample, where 1 observation per product is drawn. Doing so reduces the overrepresentation problem of short price spells in the dataset (see Dias et al. 2005; Fougère et al. 2005 on this issue) but comes at the expense of lower efficiency.
serving a price decrease. In the other cases, no significant effect is found. Hence, neither negative sector-specific accumulated price inflation nor negative aggregate accumulated wage inflation has an effect on the probability of observing a price decrease.

4.3.1.5 CHARACTERISTICS OF LAST PRICE CHANGE

With regard to the size and the sign of the preceding price change, the results indicate that the odds of observing a price change and a price increase are larger if the preceding price change was a price reduction, while the odds to observe a second successive price reduction are significantly lower. Furthermore, the larger the size of the negative preceding price change, the larger the odds of observing a price change, a price increase and a price decrease. A 1-percentage point increase in the size of the preceding price reduction raises the odds of observing a price change, a price increase and a price reduction by 45%, 46% and by 32%, respectively. Conversely, the odds of observing a price rise (reduction) diminish (increase), as the size of a preceding price rise increases. A 1-percentage point increase in the size of the preceding price rise does not significantly raise the odds of a price change, while it reduces the odds of observing a second consecutive price rise by 37% and increases the odds of observing a subsequent price reduction by 29%. On average, a price rise is followed by a price reduction and vice versa, which is generally consistent with commercial practices, and in particular temporary price promotions and the end-of-season sales. The positive coefficient for the size adds to the interpretation, which is further corroborated by the results in presented in section 4.3.2.

4.3.1.6 THE EURO CASH CHANGEOVER

As expected, the euro cash changeover has resulted in increasing the frequency of firms adapting their prices within a narrow time interval. The odds of a price change and a price increase were almost 120 times larger in January 2002 than in January 1999, implying an increase in the probability of a price change and an increase by 10 and 6 percentage points, respectively! Having said this, the cash changeover did not only increase the odds of observing a price rise, but also the odds to observe a price reduction. While not being nearly as sizeable, the odds of observing a price reduction in January 2002 were almost 45% higher than otherwise the case, implying an increased in the probability of a price reduction by 1.2 percentage points. However, in order to analyse strategic price setting behaviour, we include two more dummies in a separate regression capturing the ex-ante and ex-post period. The results are discussed in section 4.3.3.

4.3.1.7 AUTOMATIC WAGE INDEXATION

The event of a new adjustment of wages due to indexation contributes positively to the probability of observing a price change and a price increase, but reduces the probability of a price decrease. The probability of observing a price change and a price increase in the month and the month following a wage adjustment increase by 0.6 and 0.7 percentage points, while the probability of a price decrease
shrinks by 0.2 percentage points. As the adjustment of wages is caused by the accumulated rise in the aggregate price level, the automatic wage indexation mechanism has indeed important implications for the inflation process in Luxembourg. Therefore, we decide to explore this issue in more detail (see section 4.3.4).

4.3.1.8 ATTRACTIVE PRICES
As expected, pricing at attractive pricing points contributes to the degree of observed price rigidity. This holds for price changes and price increases, while attractive prices do not seem to contribute to downward rigidity of prices. The latter result may be related to sales and promotional activities, as attractive prices are more likely to be temporarily marked down. Differences between attractive prices in different currencies and different types of attractive prices will be explored in section 4.3.5.

4.3.1.9 REGULATED PRICES
As expected, regulated prices reveal unambiguous signs of increased price rigidity, both upward and downward. Compared to freely determined prices, the probability of a price change, increase and decrease are 7.6, 4.2 and 1.2 percentage points smaller.

4.3.1.10 RESULTS FOR DIFFERENT PRODUCT TYPES
The dummies for different product types are as reported in the descriptive part of the paper. Energy products display the highest probability of a price change, a price increase and a decrease. On the other hand of the scale, services reveal the lowest probability of a price change, a price increase and a price decrease.

4.3.2 Non-reverted price changes
In contrast to the baseline estimation results, the results presented hereafter refer to those price changes that are not offset by the following price change (see Table 6, specification NR). As a general observation, the results obtained for the baseline specification also apply to the sample including non-reversing price changes only. Time-dependent dummies for durations d = 1, 12 and 24 months significantly increase the probability of a price change. Contrary to the baseline specification, however, these dummies tend to enhance not only the probability of a price change and a price increase, but also the probability of a price decrease, while the coefficient estimates for durations 6, 12 and 24 months are very similar in explaining the probabilities of a price change and of a price increase. Differences between the baseline and the non-reversals exist with regard to the coefficient estimates for a duration of 1 month, which is substantially smaller in the latter specification, reflecting the importance of short-lived promotions in general. Lastly, the length of the price spell continues to contribute negatively to the probability of price adjustments.
In general, the probability of observing a price change, a price decrease and a price increase still reveal a marked intra-year pattern. However, the January dummy becomes weaker in the case of price changes and price decreases. The coefficient estimates suggest that the probability of a non-reverted price change is strongest in October. The coefficient estimate for the February and the August dummies decline substantially, reflecting the disappearance of (reverting) sales price changes in these months. In contrast, the coefficient estimates for all monthly dummies decline substantially, again reflecting the smaller impact of sales related price reductions in January.

In general, the yearly differences in the odds ratios become more pronounced when compared to the baseline specification. For all price changes, the odds ratios are significantly lower in 2000, but significantly higher in 2002. While for price decreases, the odds ratios were not considered significantly different from 1 in 2004, they were significantly smaller in 2000 and 2003.

In comparison to the baseline specification, the state-dependent elements remain broadly unchanged. The odds ratio for the absolute size of disaggregate accumulated inflation is significantly larger than 1 in the case of price changes, and so is the odds ratio for the accumulated wage inflation.

With regard to the characteristics of the last prices change, we note that the magnitudes of the estimated coefficients change in the expected direction, as they are generally smaller than in the baseline specification, as a large fraction of reverse sign price changes are eliminated. This further strengthens the interpretation that the negative correlation between the preceding price change and the subsequent price change, and in particular the positive size effect, are largely due to commercial practices. The odds ratio for the size of the last price change is smaller in the case of a price increase, whereas the opposite holds in the case of a price decrease. The size of the last price decrease reveals a significantly larger odds ratio for both price increases and price decreases (though the magnitude of the impact is smaller in size when compared to the baseline specifications). Contrary to the baseline specification, the odds are not significantly different in the case of price changes.

Similar to the result for the baseline specification, the probability of a price change is generally larger in January 2002. Quantitatively, the cash-changeover impact becomes even more pronounced for price changes and decreases than in the baseline specification. Wage adjustments due to indexation continue to increase (decrease) the probability of observing price increases (decreases). Similarly, attractive prices continue to be more rigid than non-attractive prices. In analogy to the baseline scenario, product price considered subject to price regulation reveal a smaller probability of price adjustment, both upward and downward.
With respect to the product type, the ranking remains almost identical (i.e. all odds ratios significantly smaller than energy products as well as the smallest coefficient for service products), with processed food and non-energy industrial goods switching their relative position (see also summary statistics in Table 3). With respect to price increases, again, the odds ratios for all product types are significantly smaller than the odds ratio for energy. Contrary to non-energy industrial goods and processed food, the odds ratio of the services dummy is hardly affected (relative to the baseline specification).

4.3.3 The euro cash changeover in more detail

While most firms may have decided to adjust prices at the actual date of the changeover, the 1 January 2002, others may have decided to either adjust their prices long before the actual cash changeover, when consumers were not yet sensitive to euro induced price changes, or after the period of dual price display, when consumers could not easily compare euro prices with former national prices any more (e.g. Mathä, 2002). In other words, some firms may have behaved strategically, which would also be in line with increased media attention and news in the second half of 2001 reporting that firms were unduly increasing prices. This may have contributed to increased caution about the timing and the size of price adjustments.

The additional variables $cco_2$ and $cco_3$ included in specifications II and III presented in Table 7 reflect dummy variables capturing the periods 1-3 months before and after and 4-6 months before and after January 2002 ($cco_1$), respectively. So, taken together a full year around the cash changeover is considered. While the probability of a price adjustment is significantly larger in the 4-6 months ($cco_3$) prior and after as well as the actual date of the cash changeover ($cco_1$), the reverse holds for the 1-3 months preceding and succeeding the changeover ($cco_2$). Particularly interesting is the size of the estimated coefficients. The increase in the probability of a price change in January 2002 is estimated to be 14 percentage points!

While the cash changeover also led to a significantly higher probability of observing a price reduction, it is in particular its effect on price increases that stands out. The probability of a price increase in January 2002 is 10 percentage points higher, while the probability of a price decrease is less than 1 percentage point higher. While the results for price increases generally mirror those for price changes in general, there are some noteworthy differences with regard to price decreases. The probability of observing a price reduction is larger within 1-3 months and 4-6 months prior and after the cash changeover. These results are consistent with previous simulation results and ex post evaluation of the cash changeover (BCL 2002, 2003). Taken together, they indeed indicate that firms behaved strategically; as during the 1-3 months prior and after January 2002 increased caution was exerted with respect to price adjustments; if prices were changed then there was a tendency to change them downward.
A possible explanation for the lower odds of observing a price change and a price increase in 2003 and 2004 is provided by Hobijn et al. (2004). Firstly, the cash changeover period incites all firms to review (raise) prices around the same time, implying that a disproportionate number of firms change (raise) their prices and resulting in a temporarily higher inflation rate. Secondly, firms are cognisant about the future need to convert prices at the euro cash changeover. Hence, firms’ price changes prior to the cash changeover do not reflect the future expected marginal cost changes after January 2002, while the prices changed at the date of the cash changeover fully account for future expected marginal cost changes. As a result, this change in the time horizon implies a reduction in the price change frequency once firms have completed their price reviews and changes.

4.3.4 The automatic wage indexation mechanism and price increases

In Table 7, we allow for the automatic wage indexation at time \( t \) to have two separate effects in \( t \) and in \( t+1 \). The coefficients of both dummy variables are statistically significant. The probability of a price adjustment increases by 0.8 percentage points in the same month \( t \) and by 0.4 percentage points in the subsequent month \( t+1 \) if wages are newly indexed in \( t \). This effect is clearly asymmetric, as the probability of a price increase rises by 0.5 and 0.9 percentage points, respectively, while the probability of a price decrease is 0.4 percentage points smaller.

At the current juncture, it is, however, unknown whether and to what extent prices of a given product category are affected by the wage indexation mechanism. For this purpose, we proceed in two ways. First, we identify which product categories are affected by the wage indexation by means of a multivariate regression. This regression includes the dependent variables’ own lags plus a dummy variable indicating the lags of a new wage adjustment due to indexation. Second, we estimate a LOGIT regression for selected product categories to vindicate the results obtained by the inflation regressions.\(^{31}\)

First, we estimate the following specification for 255 10-digit COICOP categories:

\[
\pi_{t}^P = \alpha + \beta_1 \pi_{t-1}^P + \sum_{l=1}^{L-1} \gamma_l \Delta \pi_{t-l}^P + \beta_2 I_{t-1} + \sum_{l=1}^{L-1} \delta_l \Delta I_{t-l} + \sum_{m=1}^{11} \epsilon_m M ,
\]

where \( \pi \) denotes the inflation rate of the price index \( p \) at the 10-digit COICOP level at time \( t \). \( I \) denotes a 2.5% increase in the wages whenever wages are newly indexed to the price level. \( \Delta, L \) and \( M \) represent the difference operator, the lag operator (with \( L \) being the total number of lags) and monthly dummies, respectively. For the purpose of robustness, we estimate the equation above separately for

\(^{31}\) While the automatic wage indexation certainly deserves more attention and a more rigorous analysis, we have to content ourselves with providing some specific examples here. A detailed study is beyond the scope of this paper and has to be referred to a later stage.
lag lengths from to 1 to 6 months. Our estimates suggest a significant impact of changes in the relevant index on changes of the disaggregate price index for 10 product categories (see Table 8).\textsuperscript{32}

In general, the results are well in line with expectations. In particular, they suggest that inflationary effects are present for those COICOP-10 categories, where prices seem directly or closely linked to wage costs, i.e. ‘services for the maintenance of the dwelling’, ‘repair of household appliances’, ‘domestic services and household services’, ‘maintenance and repair of personal transport equipment’ and ‘hairdressing salons’.\textsuperscript{33} For a few COICOP categories, the suggested link between wage indexation and price level comes at a surprise, however, and we cannot rule out spurious effects not accounted for otherwise (e.g. in the case of ‘mineral and spring water’, ‘furniture’ and ‘information processing equipment’).

Second, what are the implications of a wage adjustment due to indexation on the probability of observing a price change? We estimate a LOGIT specification similar to the baseline model on individual price data for selected COICOP-10 sub-categories (see Table 9).\textsuperscript{34} We allow for different lags between the wage adjustment and the subsequent price change. In Figure 8, we see that for some indices, up to four months may lie between the wage adjustment due to indexation and the subsequent price rise. For all individual COICOP-10 categories presented, the results show a significant effect of wage adjustment on the probability of a subsequent price rise, indicating that for the selected indices, wage indexation may cause inflationary effects.

4.3.5 Attractive prices and price rigidity

As argued, differences in pricing points in different currencies may have implications for price rigidity. Thus, we separate $attr^{ALL}$ into $attr^{EUR}$ and $attr^{LUF}$, with respective superscripts referring to prices displayed in EUR and LUF. Within the set of attractive prices, we further distinguish between psychological, round and fractional prices in the respective currency (i.e. $round^{EUR}$, $round^{LUF}$, $psycho^{EUR}$, $psycho^{LUF}$, $frac^{EUR}$ and $frac^{LUF}$).

The estimations in Table 7 show firstly that psychological, fractional and round prices reduce the probability of observing a price change and price increase. This is irrespective of the currency in use. A formal coefficient equality test is rejected, confirming the choice to include these regressors separately. Furthermore, attractive prices in LUF are stickier than attractive prices in EUR. This is in particular due to fractional and psychological prices in LUF being stickier than their EUR counterparts.

\textsuperscript{32} More specifically, for these 10 product categories, a significantly positive index change coefficient is found for at least 3 different lag lengths (among the six specifications tested) at the 5 percent significance level.

\textsuperscript{33} For some of these indices, notably hairdressing salons, a significant role of the indexation mechanism had been found in former studies as well (see for example Adam & da Costa, 2002).

\textsuperscript{34} Notation as described in section 4.2.
No such effect can be discerned for the round prices. With regard to price reductions, only psychological prices in LUF seem to result in more downward rigidity. In contrast, round and fractional prices in LUF, as well as psychological prices in EUR seem to result in a higher probability of price reductions.

Taken together, these results indicate very clearly, as posited that firstly, pricing at pricing points contribute to the observed price rigidity, secondly that attractive prices tend to contribute to an increased upward rather than downward rigidity, and finally that the observed rigidity may be related to the currency in use. Concerning the last point, it seems that the number of possible pricing points within a certain range of values is of importance for the observed rigidity.

4.3.6 Services

New evidence for individual euro area countries suggests that, compared to other product types, services’ prices change less frequently, and if so then rarely downwards (e.g. Dhyne et al., 2005; Fabiani et al., 2005; Lünnemann & Mathä, 2005b). As services seem to be a major contributing factor to the alleged price rigidity in the euro area countries, we estimate the LOGIT regression in slightly different form for services only. The results are presented in Table 10.

The results for services reveal that a rise in the accumulated absolute wage inflation increases the probability of a price change.\(^{35}\) Similarly, increases in the accumulated positive (negative) wage inflation increase the probability of observing a price increase (decrease). The marginal effect of negative accumulated inflation is actually larger in specification IV\(^{-}\) than in the specifications IV\(^{±}\) and IV\(^{+}\). Thus, contrary to the results in the baseline regression in Table 6, services prices seem to respond well to negative wage inflation. This gives rise to two different interpretations. Firstly, overall price reductions are governed by factors other than price and negative wage inflation. Secondly, services rarely adjust downwards, as wages rarely adjust downwards. Hence, the low frequency of price reductions does not reflect intrinsic downward price rigidity.

With regard to the other determinants, we note that the results are by and large as previously reported. The marginal effect of the cash changeover is much larger (both upwards and downwards) than reported for the baseline specification, confirming the euro area NCBs’ previous results pointing to particularly strong effects in the services sector. The automatic wage adjustment is also reported to lead to a higher probability of a price change and a price increase\(^{36}\), while the probability of a price reduction is reduced. Attractive prices add to price stickiness, as the probability of a price change and a price in-

\(^{35}\) For services, the accumulated price inflation did not matter, and was thus excluded from the regression. The insignificance should, however, not come as surprise, as services price are to large extent driven by wage developments.

\(^{36}\) This is in line with evidence from former studies (see BCL, 2001).
crease are reduced, while the effect for price decreases is weaker. Prices of products subject to regulation are generally stickier, no matter in what direction, than freely determined prices.

4.3.7 Competition among supermarkets

A key element for understanding the flexibility of prices relates to competition. Several theoretical and empirical contributions suggest a negative relationship between competition and price rigidity. Rotemberg & Saloner (1987) show that monopolists change prices less frequently than oligopolists, while Dornbusch (1987) shows that the extent of price adjustment generally depends on the market structure and on the number of firms. On the empirical front, Carlton (1986) has shown that price rigidity is strongly correlated with industry level concentration, while Dutta et al. (2002) argue that price flexibility in the U.S. orange juices market is related to fierce competition in this industry. Recent survey evidence for several euro area countries as well as for Luxembourg suggested that competitors’ prices are an important factor for firms to reduce their prices (Fabiani et al., 2005; Lünemann & Mathä, 2005a).

To analyse the effect of competition on the price setting behaviour, we focus on observations collected from supermarkets. When analysing the effect of competition on price flexibility, we need to make sure that the firms are competing amongst each other. Supermarkets serve as a good case in point. Secondly, we do not want to restrict ourselves to a case study of a single product, such as petroleum prices, but rather aim at still analysing a non-negligible part of the Luxembourg NICP.

We introduce two new variables considered as proxies for the degree of competition. The first variable captures how many supermarkets sell products in a particular COICOP-10 product category ($\Sigma_{suppermks}$). For services, this variable’s mean is close to 0, indicating that not many supermarkets offer services at all, while unprocessed and processed food are supplied by a large number of supermarkets. The second variable captures the overall market share of a particular supermarket. The market share of a given supermarket is simply taken to reflect the total number of observations from supermarket $s$ divided by the total number of observations from all supermarkets (i.e. $\Sigma_{ps} / \Sigma_{p}$). Based on our reduced sample, the largest supermarket has a share of more than 25% of all supermarket observations, while the smallest retains a share of less than 5%.

The results presented in Table 11 show clearly that both the number of supermarkets selling products in a given COICOP-10 product category and the market share are important determinants for supermarkets’ price setting behaviour. The higher the number of competitors, the more often prices change.

---

37 For a survey on the link between competition and inflation see for example Asplund & Friberg (1998).
38 Clearly, this is only an imperfect measure. However, given the representativeness of the price quotes collected by STATEC, this measure is expected to be a rather accurate reflection of market share.
This is the case for price increases and price decreases. In contrast, the larger the market share of a supermarket, the less frequent price adjustments are. This is particularly the case for price reductions. Thus, these results seem to suggest that the supermarkets with more market power adjust prices downward more rarely. This may be due to the fact that they can act as price leaders.

5 Conclusion

This paper analyses behavioural patterns of micro consumer prices in Luxembourg and investigates into the explanatory factors of price changes. We compute different measures of price stickiness for more than 230 product categories.

1. We find that the implied median and mean durations are 8 and 12 months. The frequency of price change varies substantially across product types. Whereas energy prices, on average, change every 1.5 months, services’ prices change less than once per year. Overall there are no strong signs of downward price rigidity as price decreases represent almost 40 percent of all price changes. In contrast, the corresponding share is less than 20 percent for services.

2. The average size of price changes is relatively large compared to the dynamics in aggregate inflation. The average sizes of both price increases and price reductions are similar.

3. Our results suggest that the overall frequency of price change is substantially affected by price change reversion, which, in turn, is frequently observed during end-of-season sales periods. Price reversions may contribute as much as roughly 40 percent to the frequency of price change in the case of non-energy industrial goods.

4. The analysis reveals a relatively high degree of synchronisation with respect to price changes compared to other euro area countries. This may reflect the compact size of the Luxembourg economy. The aggregate unconditional hazard rate reveals mass points at durations of 1 and 5 months and to a smaller extent at 12 and 24 months. The mass point at 5 months is due to the influence of end-of-season sales.

Results based on panel estimates indicate that both state- and time-dependent factors contribute to the observed pattern of price changes. This applies to price increases as well as to price reductions.

1. With respect to time-dependent factors, the probability of a price change increases at specific truncation lengths (in particular at 1, 5, 6 and 12 months). Interestingly, the probability of a price change is particularly strong in January, but decreases after 2002.

2. Cumulated price and wage inflation significantly increase the probability of a price change. While this extends to price increases in general, no such effects were found for price decreases. In contrast, for services, negative accumulated wage inflation leads to an increased probability of observing price reductions, which suggests that the rareness of observed price reductions in this sector may have to do with fact that wages rarely decline, and that services prices are not intrinsically downward rigid.
3. Consistent with widespread commercial practices of temporary promotions and sales, our results suggest that the magnitude and the direction of the preceding price change affect the probability of a price adjustment. In particular, the probability of a price change or of a price increase is higher when subsequent to a price reduction. In addition, the probability of a price change and price increase is an increasing function of the size of the former price reduction.

4. Specific events tend to increase the probability of a price adjustment. For example, the event of an automatic wage adjustment due to indexation tends to increase the probability of a price change and of a price increase, and may, thus, cause inflationary effects. The cash changeover increased the probability of a price change, both upward and downward. However, the former clearly dominated the latter, in particular for services. Attractive pricing policies generally reduce the probability of a price change. Interestingly, they are found to contribute to upward rigidity but less so to downward rigidity. Moreover, the impact of attractive pricing may depend on the currency in use. Similarly, the evidence clearly suggests that product prices considered subject to price regulation are more rigid; this being the case in either direction.

5. The number of competitors is found to add to the probability of price adjustments, in particular downwards. In contrast, the market share reduces the probability of a price change. These results are very much in line with recent evidence from surveys and stress the importance of the competitive environment for the observed degree of price rigidity.
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Table 1: Number of price quotes in the Luxembourg CPI data, 1999 – 2004

<table>
<thead>
<tr>
<th>COICOP2</th>
<th>Price quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>cp01 Food &amp; non-alcoholic beverages</td>
<td>103,047</td>
</tr>
<tr>
<td>cp02 Alcohol, tobacco &amp; narcotics</td>
<td>17,736</td>
</tr>
<tr>
<td>cp03 Clothing &amp; footwear</td>
<td>13,286</td>
</tr>
<tr>
<td>cp04 Housing, water, elect., gas &amp; other fuels</td>
<td>18,152</td>
</tr>
<tr>
<td>cp05 Furnish., household equip. &amp; maint. of house</td>
<td>61,231</td>
</tr>
<tr>
<td>cp06 Health</td>
<td>6,732</td>
</tr>
<tr>
<td>cp07 Transport</td>
<td>24,828</td>
</tr>
<tr>
<td>cp08 Communications</td>
<td>10,200</td>
</tr>
<tr>
<td>cp09 Recreation &amp; culture</td>
<td>53,192</td>
</tr>
<tr>
<td>cp10 Education</td>
<td>2,508</td>
</tr>
<tr>
<td>cp11 Restaurants &amp; hotels</td>
<td>34,830</td>
</tr>
<tr>
<td>cp12 Miscellaneous goods &amp; services</td>
<td>29,469</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Product type</th>
<th>Price quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>9,909</td>
</tr>
<tr>
<td>Non-energy industrial goods</td>
<td>134,972</td>
</tr>
<tr>
<td>Processed food</td>
<td>78,007</td>
</tr>
<tr>
<td>Services</td>
<td>109,547</td>
</tr>
<tr>
<td>Unprocessed food</td>
<td>47,776</td>
</tr>
<tr>
<td><strong>All</strong></td>
<td><strong>380,211</strong></td>
</tr>
</tbody>
</table>

Table 2: Summary statistics m-o-m and y-o-y inflation

<table>
<thead>
<tr>
<th>COICOP2</th>
<th>Y-o-y inflation Average</th>
<th>M-o-m inflation Average</th>
<th>Share of negative changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>cp01 Food &amp; non-alcoholic beverages</td>
<td>2.6</td>
<td>0.2</td>
<td>0.17</td>
</tr>
<tr>
<td>cp02 Alcoholic beverages, tobacco &amp; narcotics</td>
<td>3.4</td>
<td>0.3</td>
<td>0.26</td>
</tr>
<tr>
<td>cp03 Clothing &amp; footwear</td>
<td>1.1</td>
<td>0.2</td>
<td>0.22</td>
</tr>
<tr>
<td>cp04 Hous., water, electr., gas &amp; other fuels</td>
<td>2.8</td>
<td>0.3</td>
<td>0.33</td>
</tr>
<tr>
<td>cp05 Furn., household equip. &amp; maint. of house</td>
<td>1.8</td>
<td>0.2</td>
<td>0.21</td>
</tr>
<tr>
<td>cp06 Health</td>
<td>1.5</td>
<td>0.1</td>
<td>0.22</td>
</tr>
<tr>
<td>cp07 Transport</td>
<td>2.8</td>
<td>0.3</td>
<td>0.29</td>
</tr>
<tr>
<td>cp08 Communications</td>
<td>-6.1</td>
<td>-0.5</td>
<td>0.72</td>
</tr>
<tr>
<td>cp09 Recreation &amp; culture</td>
<td>1.6</td>
<td>0.1</td>
<td>0.39</td>
</tr>
<tr>
<td>cp10 Education</td>
<td>4.1</td>
<td>0.3</td>
<td>0.00</td>
</tr>
<tr>
<td>cp11 Restaurants &amp; hotels</td>
<td>2.9</td>
<td>0.3</td>
<td>0.04</td>
</tr>
<tr>
<td>cp12 Miscellaneous goods &amp; services</td>
<td>2.0</td>
<td>0.2</td>
<td>0.25</td>
</tr>
<tr>
<td>cp00 All-items</td>
<td>2.2</td>
<td>0.2</td>
<td>0.25</td>
</tr>
</tbody>
</table>
Table 3: Summary statistics on the frequency and the size of price changes

<table>
<thead>
<tr>
<th>Product type</th>
<th>CO/COP 2</th>
<th>F+</th>
<th>F-</th>
<th>F±</th>
<th>Implied median duration</th>
<th>Implied mean duration</th>
<th>Share F-</th>
<th>F sales</th>
<th>F rev (ex sales)</th>
<th>F (excl. reversion)</th>
<th>S+</th>
<th>S-</th>
</tr>
</thead>
<tbody>
<tr>
<td>cp01 Food &amp; non-alcoholic beverages</td>
<td>0.19</td>
<td>0.11</td>
<td>0.08</td>
<td>5.61</td>
<td>8.10</td>
<td>0.42</td>
<td>0.01</td>
<td>0.04</td>
<td>0.14</td>
<td>0.11</td>
<td>0.14</td>
<td>0.14</td>
</tr>
<tr>
<td>cp02 Alcohol, tobacco &amp; narcotics</td>
<td>0.14</td>
<td>0.11</td>
<td>0.03</td>
<td>4.68</td>
<td>6.75</td>
<td>0.23</td>
<td>0.00</td>
<td>0.03</td>
<td>0.11</td>
<td>0.06</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>cp03 Clothing &amp; footwear</td>
<td>0.20</td>
<td>0.11</td>
<td>0.09</td>
<td>5.28</td>
<td>7.62</td>
<td>0.44</td>
<td>0.14</td>
<td>0.01</td>
<td>0.05</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>cp04 Housing, water, elect., gas &amp; other fuels</td>
<td>0.29</td>
<td>0.18</td>
<td>0.11</td>
<td>5.46</td>
<td>7.88</td>
<td>0.38</td>
<td>0.01</td>
<td>0.02</td>
<td>0.27</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>cp05 Furnish., househ. equip. &amp; maint. of house</td>
<td>0.18</td>
<td>0.11</td>
<td>0.07</td>
<td>3.94</td>
<td>5.68</td>
<td>0.39</td>
<td>0.08</td>
<td>0.01</td>
<td>0.09</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>cp06 Health</td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>63.10</td>
<td>91.04</td>
<td>0.18</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.10</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>cp07 Transport</td>
<td>0.21</td>
<td>0.14</td>
<td>0.07</td>
<td>6.23</td>
<td>8.98</td>
<td>0.32</td>
<td>0.00</td>
<td>0.02</td>
<td>0.18</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>cp08 Communications</td>
<td>0.04</td>
<td>0.02</td>
<td>0.02</td>
<td>17.19</td>
<td>24.80</td>
<td>0.53</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.12</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>cp09 Recreation &amp; culture</td>
<td>0.13</td>
<td>0.07</td>
<td>0.06</td>
<td>9.13</td>
<td>13.17</td>
<td>0.43</td>
<td>0.03</td>
<td>0.02</td>
<td>0.08</td>
<td>0.10</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>cp10 Education</td>
<td>0.05</td>
<td>0.04</td>
<td>0.01</td>
<td>13.89</td>
<td>20.03</td>
<td>0.16</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.14</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>cp11 Restaurants &amp; hotels</td>
<td>0.05</td>
<td>0.04</td>
<td>0.01</td>
<td>14.36</td>
<td>20.72</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>cp12 Miscellaneous goods &amp; services</td>
<td>0.11</td>
<td>0.08</td>
<td>0.03</td>
<td>9.93</td>
<td>14.33</td>
<td>0.31</td>
<td>0.03</td>
<td>0.01</td>
<td>0.07</td>
<td>0.07</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Product type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>0.52</td>
<td>0.32</td>
<td>0.20</td>
<td>1.41</td>
<td>2.03</td>
<td>0.38</td>
<td>0.00</td>
<td>0.06</td>
<td>0.46</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>Non-energy ind. goods</td>
<td>0.16</td>
<td>0.10</td>
<td>0.07</td>
<td>7.37</td>
<td>10.63</td>
<td>0.41</td>
<td>0.00</td>
<td>0.01</td>
<td>0.09</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Processed food</td>
<td>0.12</td>
<td>0.09</td>
<td>0.04</td>
<td>5.95</td>
<td>8.59</td>
<td>0.30</td>
<td>0.00</td>
<td>0.03</td>
<td>0.09</td>
<td>0.08</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Unprocessed food</td>
<td>0.26</td>
<td>0.15</td>
<td>0.12</td>
<td>4.52</td>
<td>6.52</td>
<td>0.44</td>
<td>0.01</td>
<td>0.05</td>
<td>0.21</td>
<td>0.13</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>Services</td>
<td>0.07</td>
<td>0.06</td>
<td>0.01</td>
<td>13.00</td>
<td>18.76</td>
<td>0.17</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.07</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>Total</td>
<td>0.17</td>
<td>0.11</td>
<td>0.06</td>
<td>8.15</td>
<td>11.76</td>
<td>0.37</td>
<td>0.03</td>
<td>0.02</td>
<td>0.12</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Note:
- F±: frequency of price change,
- F+: frequency of price increases,
- F-: frequency of price decreases,
- Share F-: share of price decreases,
- F sales: frequency of price change due to sales (estimated),
- F rev (ex sales): frequency of price change due to price reversions other than sales,
- F (ex rev): frequency of price change not (fully) reverted afterwards,
- S+: average size increase of price changes,
- S-: average size decrease of price changes.
### Table 4: Weighted percentiles, per product type

<table>
<thead>
<tr>
<th>Weighted Percentiles</th>
<th>Price change</th>
<th>Price increase</th>
<th>Price decrease</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>25</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>Energy</td>
<td>0.27</td>
<td>0.71</td>
<td>0.71</td>
</tr>
<tr>
<td>Non-energy industrial goods</td>
<td>0.11</td>
<td>0.14</td>
<td>0.19</td>
</tr>
<tr>
<td>Processed food</td>
<td>0.11</td>
<td>0.13</td>
<td>0.15</td>
</tr>
<tr>
<td>Unprocessed food</td>
<td>0.10</td>
<td>0.12</td>
<td>0.62</td>
</tr>
<tr>
<td>Services</td>
<td>0.04</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>Total</td>
<td>0.07</td>
<td>0.12</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Note: The weighted $x^{th}$ percentiles are calculated by ordering the respective indicator from smallest to largest and cumulating the weights of the ranked values. The weighted $x^{th}$ percentile then is just the first value for which the cumulated weight is greater than or equal to the $x^{th}$ percentile.

### Table 5: Synchronisation ratios by product type and COICOP 2-digit

<table>
<thead>
<tr>
<th></th>
<th>Sync±</th>
<th>Sync+</th>
<th>Sync-</th>
</tr>
</thead>
<tbody>
<tr>
<td>cp01 Food &amp; non-alcoholic beverages</td>
<td>0.27</td>
<td>0.28</td>
<td>0.23</td>
</tr>
<tr>
<td>cp02 Alcohol, tobacco &amp; narcotics</td>
<td>0.35</td>
<td>0.36</td>
<td>0.13</td>
</tr>
<tr>
<td>cp03 Clothing &amp; footwear</td>
<td>0.76</td>
<td>0.76</td>
<td>0.81</td>
</tr>
<tr>
<td>cp04 Housing, water, elect., gas &amp; other fuels</td>
<td>0.72</td>
<td>0.72</td>
<td>0.67</td>
</tr>
<tr>
<td>cp05 Furnish., househ. equip. &amp; maint. of house</td>
<td>0.51</td>
<td>0.51</td>
<td>0.47</td>
</tr>
<tr>
<td>cp06 Health</td>
<td>0.44</td>
<td>0.40</td>
<td>0.19</td>
</tr>
<tr>
<td>cp07 Transport</td>
<td>0.61</td>
<td>0.56</td>
<td>0.48</td>
</tr>
<tr>
<td>cp08 Communications</td>
<td>0.69</td>
<td>0.67</td>
<td>0.43</td>
</tr>
<tr>
<td>cp09 Recreation &amp; culture</td>
<td>0.50</td>
<td>0.48</td>
<td>0.37</td>
</tr>
<tr>
<td>cp10 Education</td>
<td>0.45</td>
<td>0.42</td>
<td>0.33</td>
</tr>
<tr>
<td>cp11 Restaurants &amp; hotels</td>
<td>0.38</td>
<td>0.34</td>
<td>0.31</td>
</tr>
<tr>
<td>cp12 Miscellaneous goods &amp; services</td>
<td>0.55</td>
<td>0.52</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Note: $\text{Sync±}$, $\text{Sync+}$ and $\text{Sync-}$ denote the Fisher and Konieczny (2000) synchronisation ratio for price changes, price increases and price decreases, respectively.
Table 6: The probability of price change, increase and decrease: Baseline model

<table>
<thead>
<tr>
<th>Specification</th>
<th>$I_t$</th>
<th>$I_t^+$</th>
<th>$I_t^-$</th>
<th>$I_t^+$NR</th>
<th>$I_t^-NR$</th>
<th>$I_t$NR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimat. Techn.</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>292354</td>
<td>292354</td>
<td>292354</td>
<td>292354</td>
<td>292354</td>
<td>292354</td>
</tr>
<tr>
<td>No. of groups</td>
<td>6201</td>
<td>6201</td>
<td>6201</td>
<td>6201</td>
<td>6201</td>
<td>6201</td>
</tr>
<tr>
<td>Obs. per grp:</td>
<td>1 / 47.1 / 70</td>
<td>1 / 47.1 / 70</td>
<td>1 / 47.1 / 70</td>
<td>1 / 47.1 / 70</td>
<td>1 / 47.1 / 70</td>
<td>1 / 47.1 / 70</td>
</tr>
<tr>
<td>Min/Avg/Max</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dep. Variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Odds Ratio / Marginal Effect</td>
<td>$Y_{it}$</td>
<td>$Y_{it}^+$</td>
<td>$Y_{it}^-$</td>
<td>$Y_{it}^+$</td>
<td>$Y_{it}^-$</td>
<td>$Y_{it}$</td>
</tr>
<tr>
<td>OR</td>
<td>MFX</td>
<td>OR</td>
<td>MFX</td>
<td>OR</td>
<td>MFX</td>
<td>OR</td>
</tr>
<tr>
<td>$\Sigma \pi_t \mid \pi_t &gt; 0$</td>
<td>0.931</td>
<td>0.003</td>
<td>0.895</td>
<td>0.001</td>
<td>0.966</td>
<td>0.001</td>
</tr>
<tr>
<td>$\Sigma \pi_t \mid \pi_t &lt; 0$</td>
<td>0.990</td>
<td>0.001</td>
<td>0.457</td>
<td>0.061</td>
<td>0.513</td>
<td>0.033</td>
</tr>
<tr>
<td>$\Sigma \pi_t \mid \pi_t = 0$</td>
<td>1.012</td>
<td>0.001</td>
<td>1.017</td>
<td>0.001</td>
<td>1.017</td>
<td>0.001</td>
</tr>
<tr>
<td>$\Sigma \pi_t \mid \pi_t$</td>
<td>0.991</td>
<td>0.001</td>
<td>0.530</td>
<td>-0.018</td>
<td>1.864</td>
<td>0.027</td>
</tr>
</tbody>
</table>

Note: The columns OR and MFX denote the odds ratio and marginal effects. The marginal effects calculate the probability of a positive outcome, e.g. $y_{it}^+ = 1$ assuming that the random effect of that observation’s panel is zero. Thus, this may not be similar to the proportion of observed outcomes in the group. **Bold**, **bolditalics** and *italics* indicate significance at the 1%, 5% and 10% level respectively. Base is energy in January 1999.
Table 7: The cash changeover, wage indexation and attractive prices

<table>
<thead>
<tr>
<th>Specification</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
<th>VIII</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimat. Techn.</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>292354</td>
<td>292354</td>
<td>292354</td>
<td>292354</td>
<td>292354</td>
<td>292354</td>
</tr>
<tr>
<td>No. of groups</td>
<td>6201</td>
<td>6201</td>
<td>6201</td>
<td>6201</td>
<td>6201</td>
<td>6201</td>
</tr>
<tr>
<td>Obs. per grp.</td>
<td>Min/Avg/Max: 1.47/1.70</td>
<td>1.47/1.70</td>
<td>1.47/1.70</td>
<td>1.47/1.70</td>
<td>1.47/1.70</td>
<td>1.47/1.70</td>
</tr>
</tbody>
</table>

Odds Ratio / Marginal Effect

<table>
<thead>
<tr>
<th>Dep. Variable</th>
<th>y_{jt}</th>
<th>y_{jt}</th>
<th>y_{jt}</th>
<th>y_{jt}</th>
<th>y_{jt}</th>
<th>y_{jt}</th>
</tr>
</thead>
<tbody>
<tr>
<td>y_{jt}</td>
<td>OR</td>
<td>MFX</td>
<td>OR</td>
<td>MFX</td>
<td>OR</td>
<td>MFX</td>
</tr>
<tr>
<td>OR</td>
<td>MFX</td>
<td>OR</td>
<td>MFX</td>
<td>OR</td>
<td>MFX</td>
<td>OR</td>
</tr>
</tbody>
</table>

| Σπ | 1.051 0.005 | 1.017 0.001 | 0.995 0.000 | 1.019 0.001 | 0.994 0.000 | 1.002 0.000 |
| Σπ | 1.051 0.005 | 1.017 0.001 | 0.995 0.000 | 1.019 0.001 | 0.994 0.000 | 1.002 0.000 |
| LR-test: rho=0 | 1.8000 | 4330 | 1.200 | 8000 | 1.4000 | 4100 |
| Wald-Chi2 | 24673 | 12638 | 21050 | 24991 | 12677 |

Note: The columns OR and MFX denote the odds ratio and marginal effects. The marginal effects calculate
the probability of a positive outcome, e.g. y_{jt}=1 assuming that the random effect of that observa-
tion’s panel is zero. Thus, this may not be similar to the proportion of observed outcomes in the
group. Bold, **bolditalics** and *italics* indicates significance at the 1%, 5% and 10% level respectively.
Base is energy in January 1999.
Table 8: Product categories for which wages indexation leads to an inflation increase

<table>
<thead>
<tr>
<th>COICOP10</th>
<th>Product category</th>
</tr>
</thead>
<tbody>
<tr>
<td>01.02.02.01.01</td>
<td>Mineral and spring water</td>
</tr>
<tr>
<td>04.01.01.01.01</td>
<td>Actual rentals for housing</td>
</tr>
<tr>
<td>04.03.02.01.01</td>
<td>Services for the maintenance of the dwelling</td>
</tr>
<tr>
<td>05.01.01.01.01</td>
<td>Furniture and furnishings (living room, dining room, office)</td>
</tr>
<tr>
<td>05.01.01.01.03</td>
<td>Furniture and furnishings (bedroom)</td>
</tr>
<tr>
<td>05.03.03.01.01</td>
<td>Repair of household appliances</td>
</tr>
<tr>
<td>05.06.02.01.01</td>
<td>Domestic services and household services</td>
</tr>
<tr>
<td>07.02.03.01.01</td>
<td>Maintenance and repair of personal transport equipment</td>
</tr>
<tr>
<td>09.01.03.01.01</td>
<td>Information processing equipment</td>
</tr>
<tr>
<td>12.01.01.01.01</td>
<td>Hairdressing salons</td>
</tr>
</tbody>
</table>

Table 9: Wage indexation and subsequent price increases – specific examples

<table>
<thead>
<tr>
<th>Description</th>
<th>Services for the maintenance of dwellings</th>
<th>Domestic and household services</th>
<th>Maintenance and repair of personal transport equipment</th>
<th>Hairdressing salons</th>
</tr>
</thead>
<tbody>
<tr>
<td>COICOP-10</td>
<td>0403020101</td>
<td>0506020101</td>
<td>0702030101</td>
<td>1201010101</td>
</tr>
<tr>
<td>Estimat. Techn.</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>1071</td>
<td>14530</td>
<td>3613</td>
<td>4214</td>
</tr>
<tr>
<td>No. of groups</td>
<td>20</td>
<td>214</td>
<td>61</td>
<td>17</td>
</tr>
<tr>
<td>Obs. per grp:</td>
<td>15 / 53.5 / 66</td>
<td>31 / 67 / 68</td>
<td>10 / 59.3 / 69</td>
<td>17 / 56.2 / 70</td>
</tr>
<tr>
<td>Dep. Variable</td>
<td>$y_{ijt}$</td>
<td>$y_{ijt}$</td>
<td>$y_{ijt}$</td>
<td>$y_{ijt}$</td>
</tr>
<tr>
<td>Odds Ratio / Marginal Effect</td>
<td>OR MFX</td>
<td>OR MFX</td>
<td>OR MFX</td>
<td>OR MFX</td>
</tr>
<tr>
<td>$\Sigma</td>
<td>0.756 -0.002</td>
<td>0.897 -0.006</td>
<td>0.835 -0.005</td>
<td>0.135 0.004</td>
</tr>
<tr>
<td>$cc_{1}$</td>
<td>212.62 0.618</td>
<td>3.945 0.129</td>
<td>20.270 0.328</td>
<td>10.411 0.203</td>
</tr>
<tr>
<td>attractive ALL</td>
<td>0.561 -0.005</td>
<td>0.937 -0.003</td>
<td>0.956 -0.001</td>
<td>0.419 -0.005</td>
</tr>
<tr>
<td>Leng</td>
<td>1.334 0.002</td>
<td>1.064 0.003</td>
<td>1.106 0.004</td>
<td>1.016 0.000</td>
</tr>
<tr>
<td>$it_{t}$</td>
<td>46.7190 0.220</td>
<td>3.113 0.049</td>
<td>6.622 0.120</td>
<td>8.894 0.155</td>
</tr>
<tr>
<td>$it_{t-1}$</td>
<td>194.570 0.515</td>
<td>12.987 0.206</td>
<td>16.150 0.254</td>
<td></td>
</tr>
<tr>
<td>$it_{t-2}$</td>
<td>52.776 0.231</td>
<td>5.519 0.095</td>
<td>8.894 0.155</td>
<td></td>
</tr>
<tr>
<td>$it_{t-3}$</td>
<td>18.924 0.107</td>
<td>2.542 0.037</td>
<td></td>
<td></td>
</tr>
<tr>
<td>monthly dummy</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Yearly dummy</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Wald-Chi²</td>
<td>119</td>
<td>2297</td>
<td>260</td>
<td>289</td>
</tr>
<tr>
<td>LR-test: rho=0</td>
<td>0.78</td>
<td>27.9</td>
<td>11.0</td>
<td>7.0</td>
</tr>
<tr>
<td>Rho-value</td>
<td>0.03</td>
<td>0.05</td>
<td>0.13</td>
<td>0.06</td>
</tr>
</tbody>
</table>

Note: The columns OR and MFX denote the odds ratio and marginal effects. The marginal effects calculate the probability of a positive outcome, e.g. $y_{ijt}=1$ assuming that the random effect of that observations’s panel is zero. Thus, this may not be similar to the proportion of observed outcomes in the group. **Bold, bolditalics** and *italics* indicates significance at the 1%, 5% and 10% level respectively. Base is January 1999.

39 In this paper, actual rentals for housing are not considered due to lower than monthly frequency of price collection.
Table 10: Services

<table>
<thead>
<tr>
<th>Specification</th>
<th>IV±</th>
<th>IV±</th>
<th>IV±</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimat. Techn.</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>74987</td>
<td>74987</td>
<td>74987</td>
</tr>
<tr>
<td>No. of groups</td>
<td>1863</td>
<td>1863</td>
<td>1863</td>
</tr>
<tr>
<td>Obs. per grp:</td>
<td>1 / 40.3 / 70</td>
<td>1 / 40.3 / 70</td>
<td>1 / 40.3 / 70</td>
</tr>
<tr>
<td>Min/Avg/Max</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dep. Variable</th>
<th>Odds Ratio</th>
<th>Marginal Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>yijt</td>
<td>OR</td>
<td>MFX</td>
</tr>
<tr>
<td>yijt</td>
<td>OR</td>
<td>MFX</td>
</tr>
<tr>
<td>yijt</td>
<td>OR</td>
<td>MFX</td>
</tr>
</tbody>
</table>

Note: The columns OR and MFX denote the odds ratio and marginal effects. The marginal effects calculate the probability of a positive outcome, e.g. \( y_{ijt} = 1 \) assuming that the random effect of that observation’s panel is zero. Thus, this may not be similar to the proportion of observed outcomes in the group. **Bold**, **bolditalics** and **italics** indicates significance at the 1%, 5% and 10% level respectively. Base is January 1999.
Table 11: Competition among supermarkets

<table>
<thead>
<tr>
<th>Specification</th>
<th>(V^-)</th>
<th>(V^+)</th>
<th>(V^)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimat. Techn.</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
<td>RE LOGIT</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>101241</td>
<td>101241</td>
<td>101241</td>
</tr>
<tr>
<td>No. of groups</td>
<td>2100</td>
<td>2100</td>
<td>2100</td>
</tr>
<tr>
<td>Obs. per grp: Min/Avg/Max</td>
<td>1 / 48.2 / 70</td>
<td>1 / 48.2 / 70</td>
<td>1 / 48.2 / 70</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dep. Variable</th>
<th>Odds Ratio / Marginal Effect</th>
<th>(Y_{ijt})</th>
<th>(Y_{ijt}^+)</th>
<th>(Y_{ijt}^-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Sigma p)</td>
<td>1.017 0.002</td>
<td>1.016 0.001</td>
<td>1.004 0.000</td>
<td></td>
</tr>
<tr>
<td>(\Sigma p)</td>
<td>1.023 0.001</td>
<td>0.966 -0.002</td>
<td>0.993 0.000</td>
<td></td>
</tr>
<tr>
<td>(\Sigma w)</td>
<td>1.007 0.001</td>
<td>1.010 0.001</td>
<td>1.000 0.000</td>
<td></td>
</tr>
<tr>
<td>(\Sigma w)</td>
<td>1.023 0.001</td>
<td>0.971 -0.002</td>
<td>1.081 0.030</td>
<td></td>
</tr>
</tbody>
</table>

| \(\Delta^+\) | 1.029 0.004 | 1.079 -0.025 | 1.536 0.020 |
| \(\Delta^-\) | 1.123 0.015 | 0.972 -0.002 | 1.881 0.030 |

| \(\Sigma w\) | 0.966 -0.002 | 0.975 -0.002 | 0.971 -0.001 |
| \(\Sigma w\) | 1.010 0.001 | 1.000 0.000 |

| \(\Sigma p\) | 1.017 0.002 | 1.016 0.001 | 1.004 0.000 |
| \(\Sigma w\) | 1.023 0.001 | 0.966 -0.002 | 0.993 0.000 |
| \(\Sigma w\) | 1.007 0.001 | 1.010 0.001 | 1.000 0.000 |

| \(\Delta^+\) | 1.023 0.001 | 0.971 -0.002 | 1.081 0.030 |
| \(\Delta^-\) | 1.123 0.015 | 0.972 -0.002 | 1.881 0.030 |

| \(\Sigma w\) | 1.023 0.001 | 0.971 -0.002 | 1.081 0.030 |
| \(\Sigma w\) | 1.007 0.001 | 1.010 0.001 | 1.000 0.000 |

| \(\Sigma p\) | 1.017 0.002 | 1.016 0.001 | 1.004 0.000 |
| \(\Sigma p\) | 1.023 0.001 | 0.966 -0.002 | 0.993 0.000 |
| \(\Sigma w\) | 1.007 0.001 | 1.010 0.001 | 1.000 0.000 |

| \(\Delta^+\) | 1.029 0.004 | 1.079 -0.025 | 1.536 0.020 |
| \(\Delta^-\) | 1.123 0.015 | 0.972 -0.002 | 1.881 0.030 |

| \(\Sigma w\) | 0.966 -0.002 | 0.975 -0.002 | 0.971 -0.001 |
| \(\Sigma w\) | 1.010 0.001 | 1.000 0.000 |

Note: The columns OR and MFX denote the odds ratio and marginal effects. The marginal effects calculate the probability of a positive outcome, e.g. \(y_{ijt}=1\) assuming that the random effect of that observation’s panel is zero. Thus, this may not be similar to the proportion of observed outcomes in the group. Bold, bolditalics and italics indicates significance at the 1%, 5% and 10% level respectively. Base is unprocessed food in January 1999.
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Figure 7: Price characteristics in euro: Last 2 decimal points, per product type
Figure 8: Automatic wage indexation and m-o-m price changes, 4 selected COICOP-10 indices
Appendix

Table A1: Product (-indices) supplied by quasi-publicly institutions or subject to price regulation

<table>
<thead>
<tr>
<th>COICOP10</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>04.04.01.01.01</td>
<td>Water supply</td>
</tr>
<tr>
<td>04.04.02.01.01</td>
<td>Refuse collection</td>
</tr>
<tr>
<td>04.04.03.01.01</td>
<td>Sewerage collection</td>
</tr>
<tr>
<td>04.04.04.01.01</td>
<td>Other services related to the dwelling n.e.c.</td>
</tr>
<tr>
<td>04.05.01.01.01</td>
<td>Electricity</td>
</tr>
<tr>
<td>04.05.02.01.01</td>
<td>Town gas and natural gas</td>
</tr>
<tr>
<td>04.05.02.02.01</td>
<td>Liquefied hydrocarbons</td>
</tr>
<tr>
<td>04.05.03.01.01</td>
<td>Liquid fuels</td>
</tr>
<tr>
<td>04.05.04.01.01</td>
<td>Solid fuels</td>
</tr>
<tr>
<td>04.05.05.01.01</td>
<td>Heat energy</td>
</tr>
<tr>
<td>06.01.01.01.01</td>
<td>Pharmaceutical products</td>
</tr>
<tr>
<td>06.01.02.01.01</td>
<td>Other medical products</td>
</tr>
<tr>
<td>06.01.03.01.01</td>
<td>Therapeutic appliances and equipment</td>
</tr>
<tr>
<td>06.02.01.01.01</td>
<td>Medical services</td>
</tr>
<tr>
<td>06.02.02.01.01</td>
<td>Dental services</td>
</tr>
<tr>
<td>06.02.03.01.01</td>
<td>Paramedical services</td>
</tr>
<tr>
<td>06.03.00.01.01</td>
<td>Hospital services</td>
</tr>
<tr>
<td>07.02.04.01.01</td>
<td>Toll facilities and parking meters</td>
</tr>
<tr>
<td>07.02.04.01.02</td>
<td>Roadworthiness tests, etc.</td>
</tr>
<tr>
<td>07.03.01.01.01</td>
<td>Passenger transport by railway</td>
</tr>
<tr>
<td>07.03.02.01.01</td>
<td>Passenger transport by road (bus, etc.)</td>
</tr>
<tr>
<td>07.03.02.01.02</td>
<td>Passenger transport by road (taxi, etc.)</td>
</tr>
<tr>
<td>08.01.00.01.01</td>
<td>Postal services</td>
</tr>
<tr>
<td>08.03.00.01.01</td>
<td>Telephone and fax services</td>
</tr>
<tr>
<td>09.04.02.01.02</td>
<td>Theaters, opera houses, musea, libraries, etc.</td>
</tr>
<tr>
<td>10.09.00.01.01</td>
<td>Education</td>
</tr>
<tr>
<td>12.04.00.01.01</td>
<td>Retirement houses, residences for disabl. persons, rehab. centres, etc.</td>
</tr>
<tr>
<td>12.04.00.01.02</td>
<td>Wet nurses, créches, play schools &amp; other child minding facilities</td>
</tr>
</tbody>
</table>
Table A2: Variables used in econometric investigation

<table>
<thead>
<tr>
<th>Identifiers</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product identifier</td>
<td>I</td>
</tr>
<tr>
<td>COICOP10 identifier</td>
<td>J</td>
</tr>
<tr>
<td>Period identifier</td>
<td>T</td>
</tr>
<tr>
<td>Spell identifier</td>
<td>S</td>
</tr>
<tr>
<td>Product price at time t</td>
<td>pit</td>
</tr>
<tr>
<td>Product type identifier</td>
<td>K</td>
</tr>
<tr>
<td>Starting date of price spell</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_{it}$</td>
<td>Binary variable indicating a price change in $t+1$ (1, if $d \ln(p_{it+1}) \neq 0$, 0 otherwise)</td>
</tr>
<tr>
<td>$y^+_{it}$</td>
<td>Binary variable indicating a price increase in $t+1$ (1, if $d \ln(p_{it+1}) &gt; 0$, 0 otherwise)</td>
</tr>
<tr>
<td>$y^-_{it}$</td>
<td>Binary variable indicating a price decrease in $t+1$ (1, if $d \ln(p_{it+1}) &lt; 0$, 0 otherwise)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_\pi_{t,T}$</td>
<td>Cumulated disaggregate price inflation since last price change (COICOP10)</td>
</tr>
<tr>
<td>$\Sigma\omega_{t,T}$</td>
<td>Cumulated aggregate wage inflation since last price change</td>
</tr>
<tr>
<td>$\Delta_{it}$</td>
<td>Size of last price increase</td>
</tr>
<tr>
<td>$\Delta^-_{it}$</td>
<td>Size of last price decrease</td>
</tr>
<tr>
<td>lpcdw $\omega_{it}$</td>
<td>Dummy variable for the euro cash changeover, 1 if $t$ = December 2001, 0 otherwise</td>
</tr>
<tr>
<td>cco1 $t$</td>
<td>Dummy variable around the euro cash changeover period, 1 if $t$ $\in$ {September 2001, …, March 2002} and cco1 $t$ = 0, 0 otherwise</td>
</tr>
<tr>
<td>cco2 $t$</td>
<td>Dummy variable around the euro cash changeover period, 1 if $t$ $\in$ {June 2001, …, June 2002} and cco1 $t$ = 0 and cco2 $t$ = 0, 0 otherwise</td>
</tr>
<tr>
<td>$itr_1$</td>
<td>1 in $t$ if wages are indexed in $t$, 0 otherwise</td>
</tr>
<tr>
<td>$itr_2$</td>
<td>1 in $t$ if wages are indexed in $t-1$, 0 otherwise</td>
</tr>
<tr>
<td>$itr_3$</td>
<td>1 in $t$ if wages are indexed in $t-2$, 0 otherwise</td>
</tr>
<tr>
<td>$itr_4$</td>
<td>1 in $t$ if wages are indexed in $t-3$, 0 otherwise</td>
</tr>
<tr>
<td>$itr_{1,2}$</td>
<td>1 in $t$ if wages became indexed in $t-1$ or $t$, 0 otherwise</td>
</tr>
<tr>
<td>attr $ALL_{it}$</td>
<td>1, if $p_{it}$, expressed in EUR or LUF, is a either round, fractional or psychological price</td>
</tr>
<tr>
<td>attr $EUR_{it}$</td>
<td>1, if $p_{it}$, expressed in EUR, is a either round, fractional or psychological price</td>
</tr>
<tr>
<td>attr $LUF_{it}$</td>
<td>1, if $p_{it}$, expressed in LUF, is a either round, fractional or psychological price</td>
</tr>
<tr>
<td>round $EUR_{it}$</td>
<td>1, if $p_{it}$, expressed in EUR, is a round price</td>
</tr>
<tr>
<td>round $LUF_{it}$</td>
<td>1, if $p_{it}$, expressed in LUF, is a round price</td>
</tr>
<tr>
<td>fract $EUR_{it}$</td>
<td>1, if $p_{it}$, expressed in EUR, is a fractional price</td>
</tr>
<tr>
<td>fract $LUF_{it}$</td>
<td>1, if $p_{it}$, expressed in LUF, is a fractional price</td>
</tr>
<tr>
<td>psycho $EUR_{it}$</td>
<td>1, if $p_{it}$, expressed in EUR, is a psychological price</td>
</tr>
<tr>
<td>psycho $LUF_{it}$</td>
<td>1, if $p_{it}$, expressed in LUF, is a psychological price</td>
</tr>
<tr>
<td>regulated $a_{it}$</td>
<td>1, if product is supplied by (quasi-)public institutions or subject to price regulation</td>
</tr>
<tr>
<td>leng $d_{it,T}$</td>
<td>Duration in months of a price spell in $t$</td>
</tr>
<tr>
<td>$du_{it,d,T}$</td>
<td>1 if $leng_{it,T} = d$, 0 otherwise {d $\in$ 1, 5, 6, 12, 18, 24}</td>
</tr>
<tr>
<td>month $m_{it}$</td>
<td>1 if month(t) = m, 0 otherwise {m $\in$ 1, …, 12}</td>
</tr>
<tr>
<td>year $a_{it}$</td>
<td>1 if year(t) = y, 0 otherwise {a $\in$ 1999, …, 2004}</td>
</tr>
<tr>
<td>prodt $type_{it,k}$</td>
<td>1 if product type = k, 0 otherwise {k $\in$ unprocessed food, processed food, non-energy industrial goods, energy, services}</td>
</tr>
<tr>
<td>$\Sigma m_{it,s}$</td>
<td>Number of suppliers of a particular COICOP10 product category</td>
</tr>
<tr>
<td>$\Sigma p_{it}$</td>
<td>Number of observations from supermarket $s$ relative to all supermarket observations</td>
</tr>
</tbody>
</table>
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