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Abstract

This paper addresses some issues concerning the definition and measurement of inflation persistence in the context of the univariate approach. First, it is stressed that any estimate of persistence should be seen as conditional on the given assumption for the long run level of inflation and that such long run level should be allowed to vary through time. Second, a non-parametric measure of persistence is suggested which explores the relation between persistence and mean reversion. Third, inflation persistence in the U.S. and the Euro Area is re-evaluated allowing for a time varying mean and it is found that estimates of persistence crucially depend on the function used to proxy the mean of inflation. In particular, the widespread belief that inflation has been more persistent in the sixties and seventies than in the last twenty years is shown to obtain only for the U.S. and for the special case of a constant mean.
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NON-TECHNICAL SUMMARY

This paper deals with some issues concerning inflation persistence in the context of the univariate approach. First, the definition and measures of inflation persistence are reviewed. It is argued that the mean of inflation should be seen as playing a crucial role in the definition and measurement of persistence. In particular, it follows from the definition of persistence that any estimate of persistence is to be seen as conditional on a given assumption for the mean of inflation.

Second, it is argued that rather than assuming a constant mean or simply testing for the possibility of some structural breaks in the mean of inflation, as it is customary in the literature, it is more natural to assume an exogenous time varying mean, as the starting null hypothesis.

Third, based on the correspondence between persistence and mean reversion, a non-parametric measure of persistence is suggested, which has the advantage of not requiring specifying and estimating a model for the inflation process.

Finally, inflation persistence in the U.S. and the Euro Area is reevaluated allowing for a time varying mean. Several types of means are considered ranging from the simplest case of a constant mean to pure time varying means computed using the well-known HP filter or a simple centred moving average of inflation. The general conclusion is that the estimates of inflation persistence crucially depend on the assumed mean, and that the more flexible the assumed mean is the less persistence we get. In particular, the empirical evidence shows that the widespread accepted wisdom that inflation has been more persistent in the sixties and seventies than in the last twenty years only obtains for the U.S. and for the special case of a constant mean, which however, appears to be a counterfactual assumption.
1. INTRODUCTION

Inflation persistence is usually discussed in the literature assuming basically two distinct approaches. One defines and evaluates inflation persistence in the context of a simple univariate time-series representation of inflation while the other uses a structural econometric model that aims at explaining inflation behaviour. For ease of presentation we shall denote the first as the “univariate” approach and the second as the “multivariate” approach. Persistence is usually seen as referring to the duration of shocks hitting inflation. Under the univariate approach a simple autoregressive model for inflation is usually assumed and the shocks are measured in the white noise component of the autoregressive process. The multivariate approach implicitly or explicitly assumes a causal economic relationship between inflation and its determinants (usually a Phillips curve or a structural VAR model) and sees inflation persistence as referring to the duration of the effects on inflation of the shocks to its determinants. What basically distinguishes the two approaches is the fact that in the univariate approach, shocks to inflation are not identified in the sense that they cannot be given an economic interpretation, i.e., these shocks are commonly seen as a summary measure of all shocks affecting inflation in a given period (monetary policy shocks, productivity shocks, external oil price shocks, etc.). On the contrary, under the multivariate approach an attempt is made (or may be made) to identify the different shocks hitting inflation and thus a shock-specific persistence analysis is possible.

This paper deals with some issues concerning the definition and measurement of inflation persistence in the context of the univariate approach. With some few exceptions, the bulk of the empirical literature evaluates inflation persistence assuming (implicitly or explicitly) that the mean of inflation is constant throughout the period under analysis. Even though some recent papers acknowledge that this might be a potential problem for the resulting estimates of persistence, the issue is addressed by simply allowing for the possibility of some (sometimes a single one) discrete structural breaks in the mean of inflation. This paper to some extent departs from this approach. First, it is argued that the mean of inflation should be seen as playing a crucial role in the definition and measurement of persistence. Second, it is
suggested that rather than starting by assuming a constant mean or simply testing for
the possibility of some structural breaks in the mean of inflation, as has been done in
most of the empirical literature, it is more natural to assume an exogenous time
varying mean, as the null hypothesis. Third, based on the correspondence between
persistence and mean reversion, a non-parametric measure of persistence is suggested,
which does not require specifying and estimating a model for the inflation process.
Finally this new methodology is applied to inflation in the U.S. and the Euro Area. It
is shown that the evidence on inflation persistence dramatically changes with the
assumption on the mean of inflation. In particular, the widespread accepted wisdom
that inflation has been more persistent in the sixties and seventies than in the last
twenty years only obtains for the U.S. and for the special case of a constant mean,
which however, appears to be a counterfactual assumption.

The rest of the paper is organised as follows. Section 2 discusses the definition and
measures of inflation persistence that have been presented in the literature to compute
inflation persistence in the univariate context. Section 3 shows that there is a simple
relation between mean reversion and persistence and makes the case for a time
varying mean. Section 4 suggests an alternative simple and intuitive measure of
inflation persistence. Section 5 re-evaluates the evidence on inflation persistence for
the U.S. allowing for a time varying mean and section 6 concludes.

2. DEFINING AND MEASURING INFLATION PERSISTENCE

In this section we present the formal definition of persistence and discuss the different
statistics suggested in the literature to measure inflation persistence.

2.1- Defining inflation persistence

There are now several definitions of inflation persistence available in the literature.
For instance Batini and Nelson (2002) and Batini (2002) distinguish three different
types of persistence: (1) “positive serial correlation in inflation”, 2) “lags between
systematic monetary policy actions and their (peak) effect on inflation”; and (3)
“lagged responses of inflation to non-systematic policy actions (i.e. policy shocks)”.
In turn, Willis (2003) defines persistence as the “speed with which inflation returns to
baseline after a shock”. In what follows we shall adopt a modified version of Willis’s definition and define persistence as the “speed with which inflation converges to equilibrium after a shock”\(^1\). The reason for such modification will become apparent from the discussion that follows.

With the exception of persistence of type (1) in Nelson and Batini (2002) and Batini (2002), which does not appear to be an acceptable definition of persistence, the other definitions deal with the idea of speed, i.e., the speed of the response of inflation to a shock. If the speed is low we say that inflation is (highly) persistent while if the speed is high we say that inflation is not (very) persistent.

An important implication of the above definition of persistence that seems worth stressing is the fact that any estimate of inflation persistence is conditional on the assumed long-run inflation path. Putting it slightly different, in order to be able to tell whether inflation is moving slowly or quickly in response to a shock we need information on the likely path inflation would have followed had the shock not occurred as well as on the level inflation is expected to be once the effect of the shock has died off. And this information is given by the long run equilibrium level of inflation, which thus, plays the role of a metric\(^2\). Strangely enough this implication of the definition of persistence seems to have been overlooked in the empirical literature. Virtually, so far, the empirical literature on the univariate approach has assumed (more implicitly than explicitly) a constant long run equilibrium level of inflation, when computing estimates of persistence\(^3\). Assuming a constant long run level of inflation might be a realistic assumption under some circumstances, but is not a satisfactory approach in most cases. However, it is important to bear in mind that any given estimate of persistence crucially depends on the specific long run level of inflation assumed in its computation and that, as a consequence, the reliability of such estimate intimately depends on how realistic the assumed long run inflation path is.

As we shall see below there is a trade-off between persistence and the degree of

\(^1\) For similar definitions see, for instance, Andrews and Chen (1994) and Pivetta and Reis (2001).

\(^2\) If we assume that in the medium to long run inflation is determined by monetary policy, we can see the “long run level of inflation” as corresponding to the “central bank (implicit) inflation target”. Thus in what follows the expressions “long run level of inflation” and the “central bank inflation target” would be used interchangeably.

\(^3\) Exceptions are, for instance, Burdekin and Syklos (1999), Bleany (2001), Levin and Piger (2003), which allow for the possibility of breaks in the mean of inflation.
flexibility of the assumed long run equilibrium level of inflation: for a given series of inflation, we obtain the maximum level of persistence under the assumption of a constant long run level of inflation, but we can make persistence to converge to zero if we allow enough flexibility to enter into our measure of the long run level of inflation.

Another point worth discussing when computing inflation persistence regards whether one should assume that the long run inflation path is exogenous or endogenous to the hypothesised shock to inflation. Within the context of the multivariate approach, with a structural model we can, at least in theory, account for the possibility of some shocks to affect the long run level of inflation. However in the univariate context when computing inflation persistence we must assume that the shocks do not affect the “exogenous” long run inflation path or the “exogenous” central bank inflation target. Thus, in this framework, evaluating inflation persistence amounts to find an answer to the following question: how slowly does inflation converge for the (exogenous) central bank inflation target, in response to a shock?

A remaining aspect concerning the definition of inflation persistence that seems worth stressing concerns the idea that “a moving inflation target” may be a source of inflation persistence. For instance, if the central bank changes its target, it might take time for people to learn about the new target and thus inflation will take longer to converge to the target, than otherwise. This potential source of persistence can, at least in theory, be dealt with in the context of a structural model, as in such case it is possible to simulate different inflation trajectories for different inflation targets. However, such an analysis is not possible in the context of the univariate approach as we have only a single realization of the inflation process. As we argued above, in the context of the univariate approach, allowing for a “moving inflation target” reduces the estimated persistence, but this regards persistence obtained under the same inflation trajectory for two different assumptions on the long run level of inflation and thus, should not be seen as a claim against the idea that “a moving inflation target” might be a source of persistence.

---

4 If we assume that, in the long run, inflation is solely determined by monetary policy, changes in the inflation target, by the central bank, would be the only “shocks” capable of affecting the long run equilibrium level of inflation.

5 We note that this claim is specific to our definition of persistence and might not carry to alternative definitions. For a somewhat different view on this issue see Kozicki and Tinsley (2002) and Kieler (2003). For instance, Kieler (2003) defines persistence as “the tendency of inflation to be a slow-
2.2- Measures of inflation persistence

Let us now briefly review the most common measures of inflation persistence that have been suggested in the literature. Under the univariate approach persistence is investigated by looking at the univariate time series representation of inflation. As it is customary in this strand of literature, in what follows we shall assume that inflation follows a stationary autoregressive process of order \( p \) (AR\( (p) \)), which we write as

\[
y_t = \alpha + \sum_{j=1}^{p} \beta_j y_{t-j} + \varepsilon_t
\]  

(2.1)

In order to facilitate the discussion that follows we first note that model (2.1) may be reparameterised as:

\[
\Delta y_t = \alpha + \sum_{j=1}^{p-1} \delta_j \Delta y_{t-j} + (\rho - 1) y_{t-1} + \varepsilon_t
\]  

(2.2)

where

\[
\rho = \sum_{j=1}^{p} \beta_j
\]  

(2.3)

\[
\delta_j = -\sum_{i=1+j}^{p} \beta_i
\]  

(2.4)

In the context of model (2.1) persistence can be defined as the speed with which inflation converges to equilibrium after a shock in the disturbance term: given a shock that raises inflation today by 1% how long does it take for the effect of the shock to die off?

The concept of persistence is therefore intimately linked to the impulse response function (IRF) of the AR\( (p) \) process. However, the impulse response function is not a useful measure of persistence as it is an infinite-length vector. So, to overcome this difficulty, several scalar statistics have been proposed in the literature to measure moving inertial variable with autocorrelations fairly close to one". Given this definition of persistence (which, as it will become apparent from the discussion further below, obtains as special case of our definition when a constant long-run equilibrium level of inflation is assumed) the authors are able to claim that part of the observed inflation persistence may be due to “shifts in the nominal anchor” i.e., to changes in the long run level of inflation, because “persistence of inflation exceeds persistence of deviations of inflation from the estimated nominal anchor” (Kozicki and Tinsley (2002, page 17).
inflation persistence. These include the “sum of the autoregressive coefficients” the “spectrum at zero frequency”, the “largest autoregressive root” and the “half-life”.

Andrews and Chen (1994) present a good discussion of the first three of these measures. They basically argue that the cumulative impulse response function (CIRF) is generally a good way of summarizing the information contained in the impulse response function (IRF) and as such a good scalar measure of persistence. In a simple AR(p) process, the cumulative impulse response function is simply given by

$$\text{CIRF} = \frac{1}{1 - \rho}$$

where $\rho$ is the “sum of the autoregressive coefficients”, as defined in (2.3). As there is a monotonic relation between the CIRF and $\rho$ it follows that one can simply rely on the “sum of the autoregressive coefficients” as a measure of persistence. That is why sometimes persistence is also loosely defined as “positive serial correlation” or “high autocorrelation” of inflation.

Andrews and Chen (1994) discuss several situations in which the cumulative impulse response (CIRF) and thus also $\rho$, the sum of the autoregressive coefficients, might not be sufficient to fully capture the existence of different shapes in the impulse response functions. For instance, this could be the case when two series have the same CIRF but one exhibits an every-where positive IRF while the other has an IRF that oscillates between positive and negative values. The authors also note that in general the CIRF and thus $\rho$, as measures of inflation persistence, will not be able to distinguish between two series in which one exhibits a large initial increase and then a subsequent quick decrease in the IRF while the other exhibits a relatively small initial increase followed by a subsequent slow decrease in the IRF.

We notice that these criticisms apply in general to all measures of persistence surveyed in this section, as they are all a function of $\rho$. In general, the above limitations just mean that any scalar measure of persistence should be seen as giving an estimate of the “average speed” with which inflation converges to equilibrium after a shock. The more uniform is the speed of convergence throughout the convergence period the more reliable will be these scalar measures of persistence. In those cases where we suspect that the convergence process can display different speeds over time we will probably need to resort to different measures of persistence.
The “spectrum at zero frequency”, is a well-known measure of the low-frequency autocovariance of the series and, for the AR(p) process it is given by

\[ h(0) = \frac{\sigma^2}{(1 - \rho)^2} \]

where \( \sigma^2 \) stands for the variance of \( \varepsilon_t \). Again, for a fixed \( \sigma^2 \), there is a simple correspondence between this concept, the CIRF and \( \rho \), and so they can be seen as equivalent measures of persistence\(^6\). However the two measures can deliver different results if one wants to test for changes in persistence over time. In such a situation the use of the “spectrum at zero frequency” may become problematic because changes in persistence will be brought about not only by changes in \( \rho \) but also by changes in \( \sigma^2 \).

An additional advantage of \( \rho \) over \( h(0) \) as a measure of persistence is that it is more intuitive and has a small and clearly defined range of potential variation (for a stationary process it varies between –1 and 1), which is not the case of the “spectrum at frequency zero”.

The “largest autoregressive root” of model (2.1) has also been used in the literature as a measure of persistence (see, for instance Stock, 2001). The use of this statistic as a measure of persistence is criticised both in Andrews and Chen (1994) and in Pivetta and Reis (2001). The main point against this statistic is that it is a very poor summary measure of the IRF because the shape of this function depends also on the other roots and not only on the largest one. For instance, an AR(2) process with roots equal to 0.8 and 0.7 is obviously more persistent than an AR(2) with roots of 0.8 and 0.2, but they will be indistinguishable if we use this measure of persistence. On the positive side, an important argument favouring the use of the largest autoregressive root as a measure of inflation persistence is the fact that an asymptotic theory has been developed and appropriate software is available so that it becomes easy to compute asymptotically valid confidence intervals for the corresponding estimates (see, Stock, 1991 and 2001).

\(^6\) We note that all these measures are only defined provided the series is stationary, i.e., \( |\rho| < 1 \). If the series is integrated of order 1, i.e., \( \rho = 1 \), the CIRF and \( h(0) \) cannot be computed. However one would like to think of an integrated process as having persistence equal to one and of a white noise process as having zero persistence. That is why Cat, Garcia and Perron (1999) measure persistence in a modified way, using the normalized spectral density at frequency zero of the first-differences of the series, \( f_{\Delta y}(0) = \frac{h_{\Delta y}(0)}{\sigma_{\Delta y}^2} \) where \( h_{\Delta y}(0) \) is the spectral density function at frequency zero of \( \Delta y_t \) and \( \sigma_{\Delta y}^2 \) is the variance of \( \Delta y_t \).
Finally, the “half-life” is a very popular measure of persistence especially in the literature that tries to evaluate the persistence of deviations from the “purchasing power parity equilibrium” (see, for instance, Murray and Papell (2002) and Rossi, (2001)). The “half-life” is defined as the number of periods for which the effect of a unit shock to inflation remains above 0.5. In the case of an AR(1) process given by \( y_t = \rho y_{t-1} + \varepsilon_t \) it is easy to show that the half-life may be computed as \( h = \frac{\ln(1/2)}{\ln(\rho)} \).

The use of the “half-life” has been criticised on several grounds (see, for instance Pivetta and Reis, 2001). First, if the IRF is oscillating the half-life can understate the persistence of the process. Second, even for monotonically decaying processes this measure will not be adequate to compare two different series if one exhibits a faster initial decrease and then a subsequent slower decrease in the IRF than the other. Third, it may also be argued that for highly persistent processes the half-life is always very large and thus makes it difficult to distinguish changes in persistence over time. On the positive side, the half-life has the attractive feature that persistence is measured in units of time, which is not the case of any of the other three above mentioned measures of inflation persistence, and thus may be preferable for communication purposes. This probably explains why, despite the above criticisms, it still remains the most popular measure in the literature that investigates the persistence of deviations from PPP.

For the AR(p) process the exact computation of the “half-life” is more complex and for this reason, the simple expression above is usually used as an approximation to the true half-life. However Murray and Papell (2002) argue that this expression might not be a good approximation to the true “half-life” if the effect of the shock does not converge to zero monotonically. For that reason these authors choose to compute the half-life directly from the IRF\(^8\).

A potential problem that may arise with the computation of these measures stems from the fact that ordinary least squares estimators applied to (2.1) or (2.2) are not

---

\(^7\) In the case of the AR(1) the effect of a unit shock after \( h \) periods is \( \rho^h \). The half-life is the number of periods \( h \) required for the effect to be reduced to half, so that we must have \( \rho^h = 1/2 \), from which the formula above follows.

\(^8\) Rossi (2001) derives an asymptotically correct formula for the half-life of an AR(p) process with a root close to unity.
free from finite sample biases. To deal with this problem, Andrews and Chen (1994) developed a “median unbiased estimator”, which is now of widespread use in empirical applications. This estimation procedure is used not only to obtain median unbiased estimates but also to compute median unbiased confidence intervals for \( \rho \), (see, for instance, Murray and Papell, 2002 and Levin and Piger, 2003).

In summary, from the four measures of persistence just discussed, two of them, the “sum of autoregressive coefficients” and the “spectrum at zero frequency” can be seen as close substitutes as they will tend to deliver the same conclusion for a fixed sample period. They also appear to be able to deliver the best estimates of inflation persistence. The “half-life” despite some limitations has the nice property of delivering persistence in units of time, which can be useful for communication purposes. In turn, the largest autoregressive root appears as the measure that can deviate the most from the true persistence of inflation.

In the following sections we focus mainly in \( \rho \), the “sum of the autoregressive coefficients” as besides being a good measure of inflation persistence it also directly relates to the mean reversion coefficient of the series, which allows us to propose an alternative measure of persistence.

3. PERSISTENCE AND MEAN REVERSION

In this section we investigate the close relationship between persistence and mean reversion. Highlighting such a relationship has some obvious advantages. First, it allows a deeper understanding of what persistence implies in terms of the time path for any given stationary time series. Second, helps to emphasise the fact that we cannot measure persistence without previously addressing the issue of how to measure the mean of the series. Finally allows us to introduce an alternative simple and intuitive measure of inflation persistence.

In order to better understand the relationship between persistence and mean reversion we start by noting that equation (2.2) can be further reparameterised as:

\[
\Delta y_t = \sum_{j=1}^{p-1} \delta_j \Delta y_{t-j} + (\rho - 1)[y_{t-1} - \mu] + \varepsilon_t
\]

(3.1)
\[ \mu = \frac{\alpha}{1 - \rho} \]  

(3.2)

We note that \( \mu \) is the “unconditional mean” of the \( y_t \) series. As is well-known our AR(p) process in (2.1) and (2.2) may also be equivalently written as:

\[ (y_t - \mu) = \sum_{j=1}^{p} \beta_j (y_{t-j} - \mu) + \epsilon_t \]

or as

\[ (y_t - \mu) = \sum_{j=1}^{p-1} \delta_j (\Delta y_{t-j} - \mu) + \rho (y_{t-1} - \mu) + \epsilon_t \]  

(3.3)

which shows that \( \rho \), “the sum of the autoregressive coefficients”, can be obtained directly by estimating the model for the series of the “deviations from the mean”, \( (y_t - \mu) \).

Let us now assume that \( y_t \) is a stationary series with \( 0 < \rho < 1 \). One identifying characteristic of any stationary time series is that it must exhibit the mean-reversion property\(^9\). In equation (3.1) the presence of mean reversion is reflected in the term \( (\rho - 1)[y_{t-1} - \mu] \). This implies that if in period \( (t-1) \) the series \( y \) is above (below) the mean, the deviation \( [y_{t-1} - \mu] \) will contribute as a “driving force” to a negative (positive) change of the series in the following period, through the coefficient \( (\rho - 1) \), thus bringing it closer to the mean. Of course mean reversion is stronger the larger (in absolute terms) the coefficient \( \lambda = (\rho - 1) \). Once we measure persistence by \( \rho \) and mean reversion by \( \lambda = (\rho - 1) \) we conclude that mean reversion and persistence are inversely related: high persistence implies low mean reversion and vice-versa.

This correspondence between persistence and mean reversion allows us to carry out a simple preliminary evaluation of persistence by visual inspection of two different series: in a graph with two stationary series the one exhibiting the lowest mean reversion, that is the one that crosses the mean less frequently, is the one exhibiting more persistence.

---

\(^9\) We shall assume that \( \rho \) is positive, because only under such a possibility does inflation persistence constitute an interesting issue.

\(^{10}\) This is true even for the so-called trend-stationary processes, as we shall see below. It is also well known that unit root processes, by definition, do not display this property.
To illustrate how important is the mean for the process of persistence evaluation, let us assume, for illustrative purposes that $y_t$ follows a trend stationary process given by

$$y_t = \alpha_0 + \alpha_1 t + \varepsilon_t$$

In the simplest case $\varepsilon_t$ might be a white noise process, and in this case persistence is zero. However to get a value of zero for our measures of persistence we need to properly account for the fact that the series has a time varying mean given by $E[y_t] = \mu_t = \alpha_0 + \alpha_1 t$. In other words, in order to get a zero value for our measures of persistence we have to think of the persistence of the white noise series, $\varepsilon_t$, that is the persistence of the deviations from the mean: $\varepsilon_t = (y_t - \alpha_0 - \alpha_1 t)$. Of course, if in empirical applications, we fail to take due account of the fact that the mean of the series is time varying and mistakenly assume it as constant over time, we are bound to conclude that the series is highly persistent when in fact it has no persistence at all. In general, for an assumed constant mean, any change in level of inflation will show up as higher persistence. On the contrary, a time varying mean will imply lower persistence (higher mean reversion), other things equal. In the limit, by assuming a constant mean we can turn a zero persistence series into a highly persistent one, or the other way round, by assuming a very flexible mean for inflation.

Some literature has to some extent recognized the liaison between persistence and the way the mean of the series is treated, and has tried to deal with the problem by identifying some “structural breaks in the level” of the series (see for instance Burdekin and Syklos (1999), Bleaney (2001), and Levin and Piger, (2003)). For instance, Levin and Piger (2003) investigate inflation persistence for 12 countries and 4 measures of inflation, in the period 1984-2002\(^{11}\). In a first step the analysis is conducted under the assumption of a constant mean of the series for the whole period and the general conclusion is that inflation appears to be highly persistent, in most cases. In a second step the authors allow for the possibility of a structural break in the mean of the series and the general conclusion changes dramatically, the new global picture being one of low inflation persistence. Moreover, the reduction in estimated persistence is especially large for the countries for which the evidence of a structural

\(^{11}\) The countries analysed are: Australia, Canada, France, Germany, Italy, Japan, The Netherlands, New Zealand, Sweden, Switzerland, United Kingdom and United States. For each country four different measures of inflation are investigated: GDP deflator, CPI, Core CPI and PCE deflator.
break is stronger. Countries for which evidence of a structural break is weaker are also the ones where remaining inflation persistence is higher (even though the evidence changes somewhat according to inflation measures). However, a natural remaining question regarding the work by Levin and Piger is whether the higher persistence found for these latter countries is a real feature of the data or rather a spurious result brought about by the assumption of a constant mean with a single break during the sample period. At least for some countries, allowing for a time varying mean appears as a reasonable alternative that may significantly change the conclusions about persistence.

In our opinion investigating inflation persistence under the univariate approach requires much more than simply accounting for the possibility of some potential discrete structural breaks in the mean of the series. In fact, it is unclear why one should test for breaks in the intercept when evaluating persistence. Testing for breaks in the intercept appears as a natural way to proceed in the context of the unit root literature. In such a context, we may wish to decide whether the data are better described by a model with a single intercept or by a model with two or more different intercepts. This of course also may have important consequences for the estimated persistence (the $\rho$ parameter). However, in the context of persistence evaluation it is unclear why we should expect the second model to deliver a better estimate of persistence, as there is no reason why we should expect the mean which underlies the model with breaks in the intercept to be a better proxy for the unknown “long run level of inflation”.

Given that, under the univariate times series representation of inflation, the mean of inflation is the level to which inflation returns after a shock, we see the mean of the series as playing the role of the long run level of inflation, the importance of which was discussed in the previous section. Thus, unless we have a theory or a model that allow us to reasonably assume that the long run equilibrium level of inflation can be

---

12 These are: Australia, Canada, Italy, Sweden, The United Kingdom and the United States.
13 These are: France, Netherlands, New Zealand, Germany, Japan and Switzerland.
14 Moreover, it can be argued that testing for breaks implies endogeneity of the mean because the outcome of such tests is conditional on a given estimated model. In other words, rather than computing persistence conditional on a given exogenous mean, as seems the natural thing to do given the exogeneity of the central inflation target, this approach computes the mean conditional on (or simultaneously with) the estimated persistence.
treated as a constant over the period under investigation, it seems more natural to assume a time varying mean, as the null hypothesis. Of course, under such a framework, the question of how to deal with an exogenous time varying mean naturally follows.

One can argue that without a theoretical model for the long run level of inflation we cannot expect to give the univariate approach a meaningful interpretation. However, specifying a theoretical model for the long run level of inflation will drive us away from the univariate framework into the multivariate approach. Thus, in order to stay within the univariate approach, we must use a pure statistical model to extract the mean of inflation. In this regard, the Hodrick-Prescott (HP) filter, the Baxter and King “band-pass filter” or simple “centred moving averages” appear as obvious candidates. We can also think of alternative measures of core inflation, provided these meet some required statistical criteria, as the ones suggested in Marques et al. (2002 and 2003). But of course by following such a an approach one is assuming that no matter what the true long run driving forces of inflation are, the “long run level” of inflation can be well approximated by such statistical devices. For countries in which a credible inflation-targeting monetary policy has been followed we can also use the “exogenously announced inflation target” and for countries, where they are available, survey inflation-expectations can also be used\(^{15}\).

In concluding this section, we may summarize the above discussion in two main points. First, when evaluating the persistence of the series what really matters is the persistence of deviations from the mean. Second, we should not address inflation persistence without a previous discussion of how we expect the mean of the series, i.e., the “long run level” of inflation to have evolved over time, as failure to properly account for changes in the mean of the series will show up as (spurious) higher persistence.

\(^{15}\) See, for instance, Kozicki and Tinsley (2003) or Kieler (2003).
4. AN ALTERNATIVE MEASURE OF PERSISTENCE

Given the monotonic relationship between the “sum of the autoregressive coefficients” ($\rho$) and the coefficient of mean reversion ($\lambda$) it appears natural to define the ratio

$$\gamma = 1 - \frac{n}{T}$$ (4.1)

as a measure of inflation persistence, where $n$ stands for the number of times the series crosses the mean during a time interval with $T+1$ observations.

The $\gamma$ statistic has the advantage of not requiring the researcher to specify and estimate a model for the inflation process. For this reason it can be expected to be a robust statistic against model misspecifications.

We note that $\gamma$, by construction, is always between zero and one. However, it can be shown (see Appendix A) that for a symmetric zero mean white noise process we have $E[\gamma] = 0.5$, so that values of $\gamma$ close to 0.5 signal the absence of any significant persistence (white noise behaviour) while figures significantly above 0.5 signal significant persistence. On the other hand, figures below 0.5 signal a negative $\rho$, that is, negative long-run autocorrelation. It is also shown in Appendix A that under the assumption of a symmetric white noise process for inflation (zero persistence) the following result holds:

$$\gamma - 0.5 \sim N(0;1)$$ (4.2)

Result (4.2) allows us to carry out some simple tests on the statistical significance of the estimated persistence (i.e., $\gamma = 0.5$). We note however that result (4.2) is valid only under the assumption of a pure white noise process and that if the null of $\gamma = 0.5$ is rejected, we should expect $\gamma$ to have a more complicated distribution, which, in particular, may depend on the characteristics of the data generating process.

An additional interesting property of $\gamma$ is that there is a simple relation between the estimate of $\gamma$ for a given period with $T+1$ observations and the estimated $\gamma$’s for two

---

16 For instance for a sample with $T = 100$ the null of $\gamma = 0.5$ (zero persistence) will be rejected for any estimated $\gamma$ larger than 0.60.
non-overlapping consecutive sub-periods with $T_1+1$ and $T_2+1$ observations such that $T+1 = (T_1+1) + (T_2+1)$. In fact we have

$$1 - \gamma = \frac{n}{T} = \frac{n_1 + n_2}{T_1 + T_2} = \frac{n_1}{T_1} \frac{T_1}{T_1 + T_2} + \frac{n_2}{T_2} \frac{T_2}{T_1 + T_2} = \alpha (1 - \gamma_1) + (1 - \alpha) (1 - \gamma_2)$$

or simply

$$\gamma \approx \alpha \gamma_1 + (1 - \alpha) \gamma_2$$ (4.3)

so that persistence for the whole period is (approximately) a weighted average of the persistence for the two consecutive periods.

Below we will consider the possibility of a pure time varying mean for inflation. In such case we measure persistence of the deviations from the time varying mean and our model may be written as

$$y_t = \alpha_i + \sum_{j=1}^{p} \beta_j y_{t-j} + \varepsilon_t$$ (4.4)

or equivalently as

$$(y_t - \mu_i) = \sum_{j=1}^{p} \beta_j (y_{t-j} - \mu_{t-j}) + \varepsilon_t$$ (4.5)

or further as

$$(y_t - \mu_i) = \sum_{j=1}^{p} \delta_j \Delta (y_{t-j} - \mu_{t-j}) + \rho (y_{t-1} - \mu_{t-1}) + \varepsilon_t$$ (4.6)

which corresponds to the general model used in section 5.

5. PERSISTENCE AND MEAN REVERSION: RE-EVALUATING INFLATION PERSISTENCE IN THE UNITED STATES AND THE EURO AREA

In this section we illustrate the issues discussed above, by re-evaluating the evidence on inflation persistence for the United States (U.S.) and the Euro Area (E.A.). For the U.S. both the GDP deflator and the consumer price index are analysed while for the Euro Area, for reasons of data availability, only the consumer price index is
investigated\textsuperscript{17}. For reasons of space the analysis will mainly focus on the U.S. GDP deflator, so that results on the consumer price indices for the U.S. and E.A. are only explicitly mentioned when they are thought to add to the conclusions. However, all the results for the three series are equally presented in Appendix B. As measures of persistence we mainly use $\rho$, the “sum of the autoregressive coefficients” and $\gamma$ the “the proportion of mean crossings”, suggested in the previous section.

There is now a widely accepted view in the literature that inflation has been more persistent during the sixties and seventies than thereafter. For instance, Levin and Piger (2003) write, “there is widespread agreement that inflation persistence was very high over the period extending from 1965 to the disinflation of the early 1980s. However, there is substantial debate regarding whether inflation persistence continued to be high since the early 1980s, or has declined”. In the same vein see Cogley and Sargent (2001), Willis (2003) and Guerrieri (2002)\textsuperscript{18}.

Graph No.1 displays quarterly inflation in the U.S. as from 1960q2 to 2002q4 using the GDP deflator. This series has been analysed among others by Taylor (2000), Cogley and Sargent (2001), Pivetta and Reis (2001) and Levin and Piger (2003).

Let us start by focussing on the mean of inflation. Simple visual inspection of Graph No.1 suggests that we can basically distinguish three distinct periods. The first period stretches from the beginning of the sample until roughly the end of 1980. During this period, inflation exhibits a clear upward trend. Thus, if anything, the data suggest that we should not embark in a persistence evaluation exercise without accounting for the possibility of a time varying mean. Clearly assuming a constant mean as has been done in some literature does not appear a realistic approach.

\textsuperscript{17} For the Euro Area the official data on the GDP price deflator are available only after 1992q1, which motivated not including this series in the analysis. Also the aggregate consumer price index for the twelve countries of the euro area only starts in 1967q1, which conditioned the final sample period used in the analysis. The original data for the consumer price index in the U.S. refers to the series of “consumer prices, all items, all urban consumers, seasonally adjusted” for the period 1967q1 to 2002q4 (IMF series) while the series for the Euro Area corresponds to the original 12 euro area countries (with fixed weights), for the same period. In turn, the original data for the quarterly GDP price deflator were downloaded from the Bureau of Economic Analysis website and refers to a somewhat longer period (1960q1 to 2002q4), in order to allow comparability with other empirical studies. In all cases, the inflation rate is obtained as the first difference of logged price indices.

\textsuperscript{18} Against this view see, however, Pivetta and Reis (2001) and Stock (2001). These authors argue that there is not enough evidence to conclude for a change in persistence.
The second period is composed of a very pronounced downward trend that took place during roughly 1981 and 1982. Finally, a third period from 1983 onwards, in which inflation seems not to have exhibited a clear increasing or decreasing trend. We note that this last period (1983-2002) basically corresponds to the sample period analysed in Levin and Piger (2003). Similarly to what these authors have done, this latter period can further be decomposed into two sub-periods according to the two different average levels of inflation: the first starting in 1983 and ending in mid 1991, (which corresponds to a higher average inflation) and the second, starting in mid 1991 to the end of the sample (with a lower average inflation rate)\textsuperscript{19}.

Graph No. 1

Quarter-on-quarter U. S. inflation – GDP deflator

Graph No. 2 displays the mean of inflation for each of these sub-periods, where two simple linear time trends during the first two sub-periods and a constant with a break in 1991q3, during the third sub-period, were used to proxy the time varying mean.

\textsuperscript{19} Actually Levin and Piger (2003) analyse the period 1984q1-2002q3. Using a formal testing procedure they found a structural break in the mean of inflation occurring in 1991q2. In our case we set the break in 1991q3 as this delivers a higher $R^2$ in the equation below.
Specifically the mean of inflation in Graph No.2 is obtained as the fitted values of the regression model:

\[ \pi_t = 0.0008 + 0.0003t_1 + 0.1792d_2 - 0.0018t_2 + 0.0075d_3 - 0.0036d_4 \]

(1.30) (19.5) (5.43) (−4.99) (9.15) (−5.44)

estimated for the period 1960q2 to 2002q4. The lower panel of Graph No.2 displays the residuals of the regression, i.e., the deviations from the mean of inflation. A similar decomposition for the consumer price indices in the U.S. and the E.A. is performed in Appendix B (see Graphs B.3 and B.8).

Graph No.2

Quarter-on-quarter U.S. inflation – GDP deflator

Some of the analyses carried out for the U.S. as regards how the mean of inflation is treated, can be seen as special cases of Graph No.2. For instance, Taylor (2000)

---

20 The variables are defined as follows: \( t_1 \) = time trend for the period 1960q2 to 1980q4; \( t_2 \) = time trend for the period 1981q1 to 1983q1; \( d_2 \) = constant for the period 1981q1 to 1983q1; \( d_3 \) = constant for the period 1983q2 to 2002q4; \( d_4 \) = constant for the period 1991q3 to 2002q4. As expected this static regression exhibits some autocorrelation. However all the coefficients remain significant (except the global constant) when we allow for six lags of inflation to account for serial correlation. This can be seen as evidence that the assumed (deterministic) time profile for the mean in Graph No.2 is consistent with the data.

21 We note that the specific dates used to define the different sub-periods for each series were identified after eyeballing the series and are such that the resulting mean fits the data in the smoothest possible way.
basically assumes two different sub-periods: the first covering the sixties and seventies and the second covering basically the second half of the eighties to the end of the sample period. For each sub-period, the mean of inflation is assumed constant. The upper panel of Graph No.3 displays inflation as well as the average of inflation rates for two different sub-periods: 1960q2-1981q4 and 1982q1-2002q4. The lower panel displays the deviations of the series from these two different means. It is the persistence of these series that is analysed in Taylor (2000), with minor differences due to slightly different dates for the cut-off of the series. The conclusion of Taylor (2000) is that persistence has been larger during the first part of the sample.

Graph No.3
Quarter-on-quarter U. S. inflation – GDP deflator

At first sight, by looking at the lower panel of Graph No.3 it appears that persistence is higher during the period 1960q2-1981q4. In fact for this period we get $\rho=0.92$, while for the period 1982q1-2002q4 we get $\rho=0.73$, thus apparently confirming our first guess (see Table 1 in the Appendix B). However, when we take a closer look at the graph we realise that in fact (average) mean reversion in the two periods is probably not significantly different in the two periods. In fact, we get $\gamma=0.83$ for the

---

Specifically Taylor (2000) considers the periods 1960q2-1979q1 and 1982q1-1999q3, so that the years 1980 and 1981 are excluded from the analysis. The author obtains $\rho=0.94$ for the first sub-period and $\rho=0.74$ for the second.
first sub-period and $\gamma=0.80$ for the second sub-period ($\gamma=0.81$ for the whole period) suggesting that there may not be a strong evidence of a change in persistence.\footnote{We note that we do not have a test statistic to formally discuss whether the two estimates of $\gamma$ are statistically different or not, so that strictly speaking, we cannot be sure whether these two magnitudes are statistically equivalent.}

In formal terms we tested the change in persistence by estimating models (B.1) to (B.4) which are described in Appendix B. According to model (B.1) and (B.3) we would conclude that there is not a strong evidence favouring the idea of a significant change in persistence between the two periods (see Table 1 in Appendix B). However the conclusion is reversed if we rather retain the results of models (B.2) and (B.4). According to these models, which are not likely to suffer from over-parameterisation and thus allow more efficient inference the null of equal $\rho$s for the two sub-periods can be rejected.\footnote{A potential explanation for the fact that the estimated $\rho$s differ a lot between the two periods while $\gamma$ does not is that the estimated $\rho$ in the first period is probably biased upwards due to the fact that mean reversion rather than being spread out all over the sample period is highly concentrated in the middle of the period (1968-1972). This also suggests that, if we assume a constant mean, then the period 1960-1981 is not homogenous in what regards inflation persistence. In terms of mean reversion we can distinguish three different sub-periods in Graph No.3: a first sub-period that goes from the beginning of sample (1960) until 1967 in which there is no mean reversion at all; a second sub-period in which mean reversion is high (1968-1973) and again a sub-period with very high persistence (1973-1981).}

A similar conclusion can be drawn for the consumer price index in the U.S. even though the evidence of a change in persistence between the two sub-periods is not as strong as in the case of the GDP deflator. However, for the E.A., even though the point estimates of $\rho$ and $\gamma$ suggest that we still are in the presence of a significantly persistent process (we get $\rho=0.85$ and $\gamma=0.79$ for the sub-period 1967/2-1983/4 and $\rho=0.80$ and $\gamma=0.74$ for the sub-period 1984/1-2002/4) there is no evidence of a significant decline between these two sub-periods (see Graphs B.1 and B.6 and Table 1 in Appendix B for details). So, from the situation depicted in Graph No.3 (and similarly in Graphs B.1 and B.6), which basically corresponds to the conventional analysis carried out in the literature that assumes a constant mean in each sub-period, we conclude that 1) inflation in the U.S. and the E.A. appears to have been highly persistent in the sixties and seventies (first sub-period) 2) inflation persistence in the
U.S. has declined during the last twenty years or so (second sub-period) and 3) there is not a strong evidence that inflation persistence in the E.A has declined during the last two decades or so.

The previous approach to persistence evaluation has as its main limitation the fact that it assumes a constant mean for inflation during each sub-period. Most likely, many econometricians would argue that during the first sub-period (1960-1981), rather than exhibiting mean reversion, the GDP inflation series in Graph No.3 is more likely to be non-stationary. In fact an ADF test for this period (assuming a constant mean) reveals that the null of a unit root cannot be rejected casting strong doubts on the usefulness of measuring inflation persistence for the U.S. during this period assuming a constant mean. Of course, the above test on the statistical significance for the difference in the estimated $\rho$s is not valid if the series is not stationary.

To see how things can change let us now assume that the mean of inflation during the first two sub-periods (1960q2-1980q4 and 1981q1-1983q1) may be approximated by two linear time trends as in Graph No.2. This new possibility is displayed in Graph No.4 (upper panel), which differs from Graph No.2 in that it assumes a constant mean with no break for the whole sub-period 1983q2-2002q4. The ADF unit root test suggests that assuming a linear time trend to measure the mean of inflation in the sub-period 1960q2 to 1980q4 is a reasonable alternative (statistically speaking), as in such case, the null of a unit root is rejected in favour of a trend stationary process for inflation.

Now we have a different picture. Looking at the lower panel of Graph No.4, it is no longer so obvious that persistence for the period 1960-1980 has been higher than persistence in the period 1981-2002. In fact, if anything, the results are now the other way round. First, for the whole period we now get $\rho=0.58$ and $\gamma=0.70$ suggesting the absence of any significant persistence. Second, we get estimates of persistence for the first sub-period which are lower (though not significantly so) than the ones for the second sub-period, in contrast with the previous situation. In fact, for the sub-period 1960q2-1980q4 we now have $\rho=0.45$ and $\gamma=0.66$ while for the sub-period 1981q1-2002q4 we have $\rho=0.79$ and $\gamma=0.74$. Thus, once we allow for a time varying mean

---

25 The ADF test for the U.S. GDP deflator can be computed from Table 1 as $(0.92-1)/0.052=-1.53$, so that the null of a unit root in inflation for the sub-period 1960q2-1981q4 cannot be rejected even for a 10% test.
(proxied by a time trend) as a more sensible approach, we get inflation less persistent in the sixties and seventies than in eighties and nineties. This conclusion does not change if instead we define the two sub-periods as from 1960q2-1983q1 and 1983q2-2002q4 or even if we exclude from the analysis the sub-period 1981q1-1983q1 – during which inflation exhibited a strong downward trend – and compare the sub-periods 1960q2-1980q4 and 1983q2-2002q4 (see Table 2 in Appendix B for details).

Graph No.4
Quarter-on-quarter U. S. inflation – GDP deflator

It is important to stress this result because it runs against the above-cited widely accepted idea that inflation in the U.S. has been more persistent in the sixties and seventies, than in the last twenty years. Put differently, the so-called widespread evidence claiming that inflation was more persistent in the sixties and seventies crucially depends on the implicit assumption of a time invariant mean for inflation in this period, which appears to be a counterfactual assumption.

Interestingly enough the results for the consumer price indices are not so clear-cut. The similar case for the Euro Area (see Graph B.7 and Table 2) delivers estimates of persistence that are basically equivalent for the sub-periods considered (for instance, we have $\rho=0.81$ and $\gamma=0.75$ for the sub-period 1967q2-1980q4 and $\rho=0.88$ and $\gamma=0.75$ for the sub-period 1986q2-2002q4). Also there is no statistical evidence of a
change in persistence between the two sub-periods. However for the U.S. consumer price index the conclusion very much depends on the sub-periods considered. If we compare the sub-periods 1967q2-1980q2 and 1980q3-2002q4 we conclude (using models B.2 and B.4) that persistence is higher during the first sub-period. However, if we rather take the two sub-periods 1967q2-1982q4 and 1983q1-2002q4 we get no evidence of a change in persistence. The reason for such a different conclusion stems from the effect of the sub-period 1980q3-1982q4 during which the estimated persistence is very low. If we exclude this sub-period from the analysis we conclude that persistence during the sub-period 1967q2-1980q4 and 1983q1-2002q4 is basically the same when measured by $\rho$.

Of course this is not the end of the story since by looking at the inflation series we can think of many other reasonable possibilities to measure the mean of inflation. For instance, if we now also assume two different means for the sub-period 1983-2002, as in Levin and Piger (2003) we end up with the situation described in Graph No.2, with the residuals (deviations from the mean) depicted in the corresponding lower panel. Now again we have a different picture. For the U.S. GDP deflator we get estimates for $\rho$ which display an impressive constancy (see Table 3 in Appendix B). For the all the sub-periods considered we have $\rho=0.45$ and thus the idea we get from the analysis of Graph No.2 is that the persistent process has now evaporated. This conclusion is to some extent confirmed by the statistics $\gamma$ (which varies between 0.60 and 0.66).26

The results of a similar treatment for the consumer price indices in the U.S. and the E.A. can be seen in Graphs B.3 and B.8. and Table 3 in Appendix B. For the U.S. allowing for a break in the mean during the last sub-period (1983q1-2002q4) does not change the results in any significant way (vis-à-vis the previous situation). In particular the $\gamma$ statistic does not change at all. The reason is that in contrast to the GDP series there seems to be no significant evidence of a break in the mean of the U.S. CPI inflation (compare Graphs B.2 and B.3). For the E.A. allowing for a break in the mean during the last sub-period reduces the estimates of persistence for this sub-period (as well as for the whole period), as expected. Now there is some (weak) evidence of a change in persistence when we compare the sub-periods 1967q2-1980q4.

26 We note that $\rho=0.50$ implies a half-life equal to 1 and thus absence of a significant persistence. Also it is easy to see that $\gamma=0.60$ is close to being not significantly different from 0.50 (zero persistence).
and 1981q1-2002q4 (model B.2) even though such evidence does not stand when we compare the sub-periods 1967q2-1986q1 and 1986q2-2002q4.

Of course, one may argue that there are no theoretical reasons why the mean of inflation should evolve over time as assumed in Graph No.2. A less subjective solution (in the sense that it is not defined after looking at the data) can be obtained by entertaining the possibility of a pure time varying mean and see what happens to inflation persistence under such circumstances. We consider two different possibilities for the mean of inflation: the widely used HP filter (with $\lambda=1600$) which is depicted in Graph No. 5 and the 13 terms centred moving average, which is displayed in Chart No.6. We note that the “moving average mean” is more flexible than the “HP mean” and that this will show up in lower persistence estimates.

Graph No.5
Quarter-on-quarter U. S. inflation – GDP deflator

Now we see that while there seems to be still some residual (even though not significant) inflation persistence under the “HP mean” (we get $\rho=0.44$ and $\gamma=0.60$ for the U.S. GDP deflator), the “moving average mean” has basically removed all the persistence in the inflation series (we have $\rho=-0.03$ and $\gamma=0.52$). Moreover, once again there seems to be no strong evidence of a difference in persistence for the two
periods under analysis, i.e., there seems to be no change in inflation persistence through time. These conjectures are formally tested and confirmed in Tables 4 and 5.

These conclusions also stand for the consumer price indices in the U.S and the E.A. (see Graphs B.4 and B.5 for the U.S. and Graphs B.9 and B.10 for the E.A. and Tables 4 and 5).

Graph No.6
Quarter-on-quarter U. S. inflation – GDP deflator

A noteworthy final remark regards the use of $\rho$ as a measure of inflation persistence. In several cases the estimates for $\rho$ turn out to be very sensitive to the number of lags of the selected model. For instance, in Table 3 the estimate $\rho=0.45$ for the U.S: GDP deflator during the sub-periods 1981q1-2002q4 or 1983q2-2002q4 is obtained for a model with three lags. However if a model with a single lag were chosen, we would get $\rho=0.25$ for the period 1981q1-2002q4 and $\rho=0.30$ for the sub-period 1983q2-

---

27 As regards the U.S CPI we can see from Tables 4 and 5 that there seems to be some evidence of a decrease in persistence when we compare the periods (1967q2-1980q2) with the period (1980q3-2002q4), but once again such evidence disappears when we compare the period (1967q2-1982q4) with the period (1983q1-2002q4). The important point however is that the estimates of persistence for any sub-period are not statistically different from zero (i.e., $\gamma$ is not statistically different from 0.5 or $\rho$ is such that the implied half-life is less than 1).

28 Such cases are marked ** in Tables 1 to 5 in Appendix B.
2002q4. In such cases $\gamma$ may be seen as an interesting alternative measure of persistence as it does not require specifying an estimating a model to inflation.

Summing up, this section shows that the evidence on inflation persistence dramatically changes with the assumption on the mean of inflation. In particular, the evidence on whether inflation persistence was higher in the sixties and seventies than in the two last decades or whether inflation is persistent at all, ultimately hinges on the type of mean assumed when computing persistence. This section considers some statistical approaches to proxy the (time varying) mean of inflation, but, of course, other alternatives, as the ones discussed in section 3, could have been entertained. However, the real issue is that the reliability of any estimate of inflation persistence ultimately depends on how realistic the assumed long run inflation path is.

6. CONCLUSIONS

The main conclusions of this paper, which addresses some inflation persistence issues in the context of the univariate approach, may be summarized as follows.

First, it is stressed that any estimate of inflation persistence is conditional on a given assumption for the long run equilibrium level of inflation, which in the context of the univariate approach is proxied by the mean of inflation. Moreover, it is seen that there is a trade off between persistence and flexibility of the assumed long run level of inflation. In particular, persistence is maximised by assuming a time invariant mean for inflation.

Second, it is argued that the commonly followed empirical approach of computing inflation persistence under the assumption of a constant mean or of a piecewise constant mean, i.e., allowing for some structural breaks in the intercept of the estimated model, does not constitute a promising way to deal with the problem.

Third, exploring the relationship between persistence and mean reversion an alternative statistic to measure inflation persistence is suggested, which has the advantage of not requiring specifying and estimating a model for inflation.

Finally, estimates of inflation persistence for the U.S. and the Euro Area using quarterly GDP deflator and CPI are computed. Several sub-periods as well as different ways of proxying a time varying mean are considered. From this exercise a major
conclusion emerges: the evidence on whether inflation persistence was higher in the sixties and seventies than in the two last decades or whether inflation is persistent at all, ultimately hinges on the type of mean assumed when computing persistence.

The crucial dependence of the results on the assumed long run level of inflation obviously puts into question the usefulness of the univariate approach to investigate inflation persistence, unless we can find an acceptable proxy for the time varying mean of inflation. For countries for which a credible inflation-targeting monetary policy has been implemented using the exogenously announced inflation target to proxy the mean of inflation seems to be the natural solution. However, a problem remains for countries (or sample periods) for which it is not reasonable to assume a constant inflation target (for instance, most European countries in the sixties and the seventies or even in the nineties during the convergence period, before the launching of the euro). For such cases, before we are able to draw robust conclusions on inflation persistence, in the context of the univariate analysis, more work needs to be done in order to identify reliable measures for the long run level of inflation. A way out could be for researchers to agree on a small number of ways to compute a (potentially) time varying mean. This will allow obtaining comparable estimates for different countries and for different time periods.
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APPENDIX A – PERFORMING STATISTICAL TESTS ON THE $\gamma$ STATISTIC

In this appendix we derive equations (4.2), which allows us to carry out the test of $\gamma=0.5$.

**Derivation of equation (4.2)**

Let $\varepsilon_t$ stand for a zero mean white noise process, such that $\varepsilon_t$ will assume positive and negative values with equal probability, and define $x_t$ as a random variable such that $x_t=1$ if the series crosses the mean, i.e., if $\varepsilon_t, \varepsilon_{t-1} < 0$ and $x_t=0$ if $\varepsilon_t, \varepsilon_{t-1} > 0$. Then our measure of persistence can be written as

$$\gamma = 1 - \frac{1}{T} \sum_{t=1}^{T} x_t$$

where $x_t$ is a random variable with a Bernoulli distribution in which the probability of “success” equals to the probability of “failure” i.e., $p=1-p=0.5$. Thus, we have $E[x_t]=0.5$ and $\text{Var}[x_t]=p(1-p)=0.25$ which implies that $E[\gamma]=0.5$ and $\text{Var}[\gamma]=p(1-p)/T=0.25/T^{29}$. By the central limit theorem it follows that under the assumption of a white noise process for inflation (zero persistence process) we have

$$\gamma \sim N(0.5; 0.25 / T)$$

that is

$$\frac{\gamma - 0.5}{0.5 / \sqrt{T}} \sim N(0; 1)$$

which is equation (4.2) in section 4. This result allows us to carry out some simple tests on the statistical significance of $\gamma$. For instance for a sample with $T=100$ the null of $\gamma=0.5$ (zero persistence) will be rejected for any estimated $\gamma$ larger than 0.60.

\[29\] It is possible to show that $\text{cov}[x_t, x_{t-j}]=0$, for $j \neq 0$. For instance, note that $w_t = x_t, x_{t-1}$ is a random variable with $E[w_t] = 0$, $\frac{6}{8} + \frac{2}{8} = 0.25$ so that $\text{cov}[x_t, x_{t-1}] = E[x_t, x_{t-1}] - E[x_t]E[x_{t-1}] = 0.25 - 0.5 \times 0.5 = 0.$
APPENDIX B – TESTING FOR CHANGES IN PERSISTENCE

To test for a change in persistence we assume the general autoregressive model

\[ z_t = \sum_{j=1}^{p} \beta_j z_{t-j} + \varepsilon_t \]

reparameterised as

\[ z_t = \sum_{j=1}^{p-1} \delta_j \Delta z_{t-j} + \rho z_{t-1} + \varepsilon_t \]

with \[ \rho = \sum_{j=1}^{p} \beta_j, \quad \delta_j = -\sum_{i=1}^{p} \beta_i \]

and where \( z_t \) is the series of deviations from the mean. The following four models were estimated:

\[ z_t = \sum_{j=1}^{p-1} \delta_j \Delta z_{t-j} + \sum_{j=1}^{p-1} \phi_j d_{j-s} \Delta z_{t-j} + \rho_1 z_{t-1} + \rho_2 d_{t-s} z_{t-1} + \varepsilon_t \] (B.1)

\[ z_t = \sum_{j=1}^{p-1} \delta_j \Delta z_{t-j} + \rho z_{t-1} + \rho_2 d_{t-s} z_{t-1} + \varepsilon_t \] (B.2)

\[ z_t = \sum_{j=0}^{p-1} \theta_j \Delta d_{t-j} + \sum_{j=1}^{p-1} \delta_j \Delta z_{t-j} + \sum_{j=1}^{p-1} \phi_j d_{j-s} \Delta z_{t-j} + \rho_1 z_{t-1} + \rho_2 d_{t-s} z_{t-1} + \varepsilon_t \] (B.3)

\[ z_t = \sum_{j=0}^{p-1} \theta_j \Delta d_{t-j} + \sum_{j=1}^{p-1} \delta_j \Delta z_{t-j} + \rho_1 z_{t-1} + \rho_2 d_{t-s} z_{t-1} + \varepsilon_t \] (B.4)

where \( d_{t} \) is a dummy variable which is zero before the date of the break \( t < s \) and equals 1 thereafter \( t \geq s \) and \( \Delta d_{t} \) is a dummy variable which is one for the date of the break \( t = s \) and zero otherwise.

We note that while models (B.1) and (B.3) allow for the possibility of a break in every autoregressive coefficient, models (B.2) and (B.4) by assuming that \( \phi_i = \phi_2 = \ldots = \phi_{p-1} = 0 \) basically impose that the change in the persistence parameter (the sum of the autoregressive parameters) stems solely from a change in the first autoregressive parameter, i.e., \( \beta_1 \). Even though this might appear a very restrictive
assumption the fact is that models (B.1) and (B.3) turned out also to deliver too many insignificant $\phi_j$ coefficients suggesting that they might be over-parameterised thus, raising concerns about the power of the test.

We note that models (B.1) and (B.2) are misspecified (even tough they appear as corresponding to the conventional specification used in the literature to carry out the tests for a change in $\rho$). This misspecification comes from the fact that in models (B.1) and (B.2) data occurring before the break ($t = s$) are being used to estimate the parameters of the model, which is assumed to be valid only for the data after the break (i.e. $t \geq s$). In other words, lagged data [from period $(s-p)$ to period $(s-1)$], that were generated by a model which is assumed to be valid only until period $(s-1)$ i.e., for $t < s$, are being used to estimate the parameters of a model which is assumed to be valid only for $t \geq s$. So, we can think of these $p-1$ observations as if they were “outliers” for the parameters of the model assumed for $t \geq s$. And, in order to prevent these “outliers” to have damaging consequences on the estimated parameters of this model we need to introduce the dummy variables $\Delta d_{t-j}$. Thus, introducing these dummy variables is basically equivalent to run two independent regressions in which due account is taken of fact that the second model should only be estimated using data generated after the break has taken place.

Whether it is relevant to account for this problem and estimate models (B.3) and (B.4) rather than models (B.1) and (B.2) is basically an empirical issue. In our case it turned out to be important as the conclusions for the test sometimes change according to the type of model. Estimating type (B.3) and (B.4) equations appears to be especially important in models that (also) test for changes in the intercept as in such a case the “outlier” problem is likely to be more serious. Strangely enough this issue seems to have been overlooked in the empirical literature.

By looking at the Graphs in the main text we realise that heteroscedasticity across sub-periods might be a problem (even though not within sub-periods). For this reason the t-statistics in the tables, which refer to coefficient $\rho_2$ in the different models above, were computed using heteroscedastic consistent standard errors.

Finally, we note that our tests are conditional on the assumed time varying mean for each case, as we are estimating models for the deviations from the mean. That is also why the models were estimated without an intercept.
As in Graph No. 3 in the text a constant mean is assumed for the two sub-periods: 1967q2-1981q4 and 1982q1-2002q4;

As in Graph No. 4 in the text the mean is proxied by two linear time trends for the sub-periods 1967q2-1980q2 and 1980q3-1982q4 and by a constant for the period 1983q1-2002q4.
As in Graph No. 2 in the text the mean is proxied by two linear time trends for the two sub-periods 1967q2-1980q2 and 1980q3-1982q4 and by a constant for the period 1983q1-2002q4 with a break in 1991q2.

As in Graph No. 5 in the text the mean is proxied by the HP filtered series (with \( \lambda = 1600 \)).
As in Graph No. 6 in the text the mean is proxied by the 13 terms centred moving average.

As in Graph No. 3 in the text a constant mean is assumed for the two sub-periods: 1967q2-1983q4 and 1984q1-2002q4;
As in Graph No. 4 in the text the mean is proxied by two linear time trends for the sub-periods 1967q2-1980q4 and 1981q1-1986q1 and by a constant for the period 1986q2-2002q4.

As in Graph No. 2 in the text the mean is proxied by two linear time trends for the two sub-periods 1967q2-1980q4 and 1981q1-1986q1 and by a constant for the period 1986q2-2002q4 with a break in 1993q3.
As in Graph No. 5 in the text the mean is proxied by the HP filtered series (with $\lambda = 1600$).

As in Graph No. 6 in the text the mean is proxied by the 13 terms centred moving average.
### Table 1 - Inflation persistence in the U.S. and the Euro Area (a)
(Case of Graphs No. 3 in the text and B.1 and B.6 in Appendix B)

<table>
<thead>
<tr>
<th>Period</th>
<th>U.S.A. (GDP deflator)</th>
<th>U.S.A. (Consumer price index)</th>
<th>EURO AREA (Consumer price index)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho) = 0.91</td>
<td>(\rho) = 0.92</td>
<td>(\rho) = 0.73</td>
<td>(\rho) = 0.84</td>
</tr>
<tr>
<td>(0.040)</td>
<td>(0.052)</td>
<td>(0.089)</td>
<td>(0.058)</td>
</tr>
<tr>
<td>(4 lags)</td>
<td>(3 lags)</td>
<td>(3 lags)</td>
<td>(\gamma) = 0.81</td>
</tr>
<tr>
<td>(\gamma) = 0.81</td>
<td>(\gamma) = 0.83</td>
<td>(\gamma) = 0.80</td>
<td>Model (B.1)</td>
</tr>
<tr>
<td>Change in (\rho) from the period (60/2-81/4) to the period (82/1-02/4)</td>
<td>No change ((t=-1.27)^*)</td>
<td>Change in persistence ((t=-1.54)^*)</td>
<td>No change ((t=-1.79)^*)</td>
</tr>
</tbody>
</table>

(a) The estimated models refer to the deviations from the mean as computed in Graphs No. 3, B.1 and B.6. In the table \(\rho\) stands for the “sum of the autoregressive coefficients”; below each \(\rho\) are the corresponding standard errors and the number of lags of the estimated autoregressive model for the series of the deviations from the mean; \(\gamma\) is the persistence measure suggested in section 4 which varies between 0.5 (zero persistence) and 1 (maximum persistence);

* Heteroscedastic consistent t-statistics for coefficient \(\rho\) in the corresponding model

(**) Point estimates of \(\rho\) are very sensitive to the number of lags (i.e., to the exact date for the first observation).
### TABLE 2 – Persistence in the U.S. and the Euro Area (a)

(Case of Graphs No.4 in the text and B.2 and B.7 in Appendix B)

<table>
<thead>
<tr>
<th>U.S.A. (GDP deflator)</th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960/2-2002/4</td>
<td>ρ=0.58</td>
<td>ρ=0.45</td>
<td>ρ=0.79</td>
<td>ρ=0.45</td>
</tr>
<tr>
<td></td>
<td>(0.090)</td>
<td>(0.139)</td>
<td>(0.099)</td>
<td>(0.135)</td>
</tr>
<tr>
<td></td>
<td>(6 lags)</td>
<td>(6 lags)</td>
<td>(3 lags)</td>
<td>(6 lags)</td>
</tr>
<tr>
<td></td>
<td>γ=0.70</td>
<td>γ=0.66</td>
<td>γ=0.74</td>
<td>γ=0.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in ρ from the period (60/2-80/4) to the period (81/1-02/4).</td>
<td>No change (t=1.53)*</td>
<td>No change (t=0.20)*</td>
<td>No change (t=1.54)*</td>
<td>No change (t=0.43)*</td>
</tr>
<tr>
<td>Change in ρ from the period (60/2-83/1) for the period (83/2-02/4).</td>
<td>No change (t=1.57)*</td>
<td>No change (t=0.61)*</td>
<td>No change (t=1.47)*</td>
<td>No change (t=0.60)*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>U.S.A. (Consumer price index)</th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1967/2-2002/4</td>
<td>ρ=0.54</td>
<td>ρ=0.63**</td>
<td>ρ=0.53</td>
<td>ρ=0.67**</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.117)</td>
<td>(0.137)</td>
<td>(0.128)</td>
</tr>
<tr>
<td></td>
<td>(6 lags)</td>
<td>(5 lags)</td>
<td>(3 lags)</td>
<td>(4 lags)</td>
</tr>
<tr>
<td></td>
<td>γ=0.66</td>
<td>γ=0.75</td>
<td>γ=0.61</td>
<td>γ=0.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in ρ from the period (67/2-80/2) to the period (80/3-02/4)</td>
<td>No change (t=-0.28)*</td>
<td>Change in persistence (t=-2.46)*</td>
<td>No change (t=-0.10)*</td>
<td>Change in persistence (t=-1.79)*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EURO AREA (Consumer price index)</th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1967/2-2002/4</td>
<td>ρ=0.80</td>
<td>ρ=0.81</td>
<td>ρ=0.85</td>
<td>ρ=0.76</td>
</tr>
<tr>
<td></td>
<td>(0.089)</td>
<td>(0.155)</td>
<td>(0.102)</td>
<td>(0.136)</td>
</tr>
<tr>
<td></td>
<td>(8 lags)</td>
<td>(8 lags)</td>
<td>(4 lags)</td>
<td>(8 lags)</td>
</tr>
<tr>
<td></td>
<td>γ=0.71</td>
<td>γ=0.75</td>
<td>γ=0.68</td>
<td>γ=0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in ρ from the period (67/2-80/4) to the period (81/1-02/4)(c).</td>
<td>No change (t=0.19)*</td>
<td>No change (t=-0.78)*</td>
<td>No change (t=0.28)*</td>
<td>No change (t=-0.50)*</td>
</tr>
</tbody>
</table>

(a) See table 1 for explanations.
(b) There is no change in persistence when we compare the periods (1967/2-1982/4) and (1983/1-2002/4); (c) There is also no change in persistence when we compare the periods (1967/2-1986/1) and (1986/2-2002/4);
TABLE 3 – Persistence in the U.S. and the Euro Area\(^{(a)}\)
(Case of Graphs No.2 in the text and B.3 and B.8 in Appendix B)

<table>
<thead>
<tr>
<th></th>
<th>U.S.A. (GDP Deflator)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho)</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45**</td>
<td>0.45</td>
<td>0.45**</td>
</tr>
<tr>
<td></td>
<td>(0.103)</td>
<td>(0.139)</td>
<td>(0.149)</td>
<td>(0.135)</td>
<td>(0.104)</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>0.63</td>
<td>0.66</td>
<td>0.60</td>
<td>0.64</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Change in \(\rho\) from the period (60/2-80/4) to the period (81/1-02/4).

<table>
<thead>
<tr>
<th></th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No change</td>
<td>Change in</td>
<td>No change</td>
<td>No change</td>
</tr>
<tr>
<td></td>
<td>((t=-0.06)^*)</td>
<td>persistence</td>
<td>((t=-1.76)^*)</td>
<td>((t=-1.53)^*)</td>
</tr>
</tbody>
</table>

Change in \(\rho\) from the period (60/2-83/1) for the period (83/2-02/4).

<table>
<thead>
<tr>
<th></th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No change</td>
<td>No change</td>
<td>No change</td>
<td>No change</td>
</tr>
<tr>
<td></td>
<td>((t=0.10)^*)</td>
<td>((t=-1.35)^*)</td>
<td>((t=0.05)^*)</td>
<td>((t=-1.23)^*)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>U.S.A. (Consumer price index)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho)</td>
<td>0.32**</td>
<td>0.63**</td>
<td>0.34</td>
<td>0.67**</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>(0.122)</td>
<td>(0.117)</td>
<td>(0.158)</td>
<td>(0.128)</td>
<td>(0.153)</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>0.66</td>
<td>0.75</td>
<td>0.61</td>
<td>0.71</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Change in \(\rho\) from the period (67/2-80/2) to the period (80/3-02/4)\(^{(b)}\).

<table>
<thead>
<tr>
<th></th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No change</td>
<td>Change in</td>
<td>No change</td>
<td>Change in</td>
</tr>
<tr>
<td></td>
<td>((t=-0.32)^*)</td>
<td>persistence</td>
<td>((t=-2.57)^*)</td>
<td>persistence</td>
</tr>
<tr>
<td></td>
<td>((t=-1.10)^*)</td>
<td>((t=-1.26)^*)</td>
<td>((t=-1.02)^*)</td>
<td>((t=-1.85)^*)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>EURO AREA (Consumer price index)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho)</td>
<td>0.73</td>
<td>0.81</td>
<td>0.60</td>
<td>0.76</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>(0.102)</td>
<td>(0.155)</td>
<td>(0.159)</td>
<td>(0.136)</td>
<td>(0.162)</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>0.64</td>
<td>0.75</td>
<td>0.57</td>
<td>0.67</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Change in \(\rho\) from the period (67/2-80/4) to the period (81/1-02/4)\(^{(c)}\).

<table>
<thead>
<tr>
<th></th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No change</td>
<td>Change in</td>
<td>No change</td>
<td>No change</td>
</tr>
<tr>
<td></td>
<td>((t=-1.10)^*)</td>
<td>persistence</td>
<td>((t=-1.86)^*)</td>
<td>((t=-1.51)^*)</td>
</tr>
</tbody>
</table>

\(^{(a)}\) See Table 1 for explanations. \(^{(b)}\) There is no change in persistence when we compare the periods (1967/2-1982/4) and (1983/1-2002/4); \(^{(c)}\) There is no change in persistence when we compare the periods (1967/2-1986/1) and (1986/2-2002/4);
### TABLE 4 – Persistence in the U.S. and the Euro Area \(^{(a)}\)

(Case of Graphs No.5 in the text and B.4 and B.9 in Appendix B)

<table>
<thead>
<tr>
<th></th>
<th>U.S.A. (GDP Deflator)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho)</td>
<td>0.42</td>
<td>0.41</td>
<td>0.30**</td>
<td>0.43**</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>(0.103)</td>
<td>(0.158)</td>
<td>(0.093)</td>
<td>(0.118)</td>
<td>(0.108)</td>
</tr>
<tr>
<td></td>
<td>(6 lags)</td>
<td>(6 lags)</td>
<td>(3 lags)</td>
<td>(6 lags)</td>
<td>(1 lag)</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>0.60</td>
<td>0.61</td>
<td>0.59</td>
<td>0.64</td>
<td>0.56</td>
</tr>
<tr>
<td>Change in (\rho) from the period (60/2-80/4) to the period (81/1-02/4).</td>
<td>No change ((t=-0.04)*)</td>
<td>No change ((t=-0.90)*)</td>
<td>No change ((t=-0.05)*)</td>
<td>No change ((t=-1.37)*)</td>
<td></td>
</tr>
<tr>
<td>Change in (\rho) from the period (60/2-83/1) for the period (83/2-02/4).</td>
<td>No change ((t=-0.17)*)</td>
<td>No change ((t=-1.63)*)</td>
<td>No change ((t=-0.42)*)</td>
<td>No change ((t=-1.70)*)</td>
<td></td>
</tr>
</tbody>
</table>

|                  | U.S.A. (Consumer price index) |                     |                     |                     |                     |
| \(\rho\)         | 0.31                   | 0.62**              | 0.38                | 0.39**              | 0.28**              |
|                  | (0.121)                | (0.127)             | (0.150)             | (0.152)             | (0.163)             |
|                  | (8 lags)               | (5 lags)            | (3 lags)            | (7 lags)            | (3 lags)            |
| \(\gamma\)       | 0.64                   | 0.68                | 0.61                | 0.65                | 0.63                |
| Change in \(\rho\) from the period (67/2-80/2) to the period (80/3-02/4) \(^{(b)}\). | No change (\(t=-0.26\)*) | Change in Persistence (\(t=-2.81\)*) | No change (\(t=-0.38\)*) | Change in Persistence (\(t=-2.48\)*) |

|                  | EURO AREA (Consumer price index) |                     |                     |                     |                     |
| \(\rho\)         | 0.49                   | 0.46                | 0.46                | 0.50                | 0.34                |
|                  | (0.147)                | (0.270)             | (0.157)             | (0.211)             | (0.203)             |
|                  | (8 lags)               | (8 lags)            | (4 lags)            | (8 lags)            | (4 lags)            |
| \(\gamma\)       | 0.60                   | 0.60                | 0.60                | 0.62                | 0.58                |
| Change in \(\rho\) from the period (67/2-80/4) to the period (81/1-02/4) \(^{(c)}\). | No change (\(t=0.49\)*) | No change (\(t=-0.51\)*) | No change (\(t=0.25\)*) | No change (\(t=-0.77\)*) |

\(^{(a)}\) See Table 1 for explanations. \(^{(b)}\) There is no change in persistence when we compare the periods (1967/2-1982/4) and (1983/1-2002/4); \(^{(c)}\) There is also no change in persistence when we compare the periods (1967/2-1986/1) and (1986/2-2002/4);
### TABLE 5 – Persistence in the U.S. and the Euro Area\(^{(a)}\)

**(Case of Graphs No.6 in the text and B.5 and B.10 in Appendix B)**

#### U.S.A.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho)</td>
<td>0.03</td>
<td>0.04</td>
<td>-0.14**</td>
<td>0.01</td>
<td>-0.46</td>
</tr>
<tr>
<td>(6 lags)</td>
<td>(0.152)</td>
<td>(0.226)</td>
<td>(0.267)</td>
<td>(0.205)</td>
<td>(0.331)</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>0.52</td>
<td>0.56</td>
<td>0.49</td>
<td>0.55</td>
<td>0.49</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Change in (\rho) from the period (61/4-80/4) to the period (81/1-01/2).</th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No change (t=-0.09)*</td>
<td>No change (t=-0.76)*</td>
<td>No change (t=-0.28)*</td>
<td>No change (t=-1.23)*</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Change in (\rho) from the period (61/4-83/1) for the period (83/2-01/2).</th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No change (t=-0.71)*</td>
<td>No change (t=-1.41)*</td>
<td>No change (t=-1.26)*</td>
<td>No change (t=-1.49)*</td>
<td></td>
</tr>
</tbody>
</table>

#### U.S.A.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho)</td>
<td>0.42**</td>
<td>0.43</td>
<td>-0.12</td>
<td>0.55</td>
<td>-0.10</td>
<td></td>
</tr>
<tr>
<td>(3 lags)</td>
<td>(0.122)</td>
<td>(0.190)</td>
<td>(0.139)</td>
<td>(0.181)</td>
<td>(0.218)</td>
<td></td>
</tr>
<tr>
<td>(\gamma)</td>
<td>0.56</td>
<td>0.64</td>
<td>0.52</td>
<td>0.61</td>
<td>0.53</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Change in (\rho) from the period (67/2-80/2) to the period (80/3-02/4)(^{(b)}).</th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in persistence (t=-2.59)*</td>
<td>Change in persistence (t=-2.79)*</td>
<td>Change in persistence (t=-2.24)*</td>
<td>Change in persistence (t=-2.31)*</td>
<td></td>
</tr>
</tbody>
</table>

#### EURO AREA

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho)</td>
<td>-0.14</td>
<td>-0.25**</td>
<td>-0.37**</td>
<td>-0.12**</td>
<td>-0.40**</td>
<td></td>
</tr>
<tr>
<td>(8 lags)</td>
<td>(0.256)</td>
<td>(0.471)</td>
<td>(0.131)</td>
<td>(0.358)</td>
<td>(0.151)</td>
<td></td>
</tr>
<tr>
<td>(\gamma)</td>
<td>0.56</td>
<td>0.61</td>
<td>0.52</td>
<td>0.57</td>
<td>0.54</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Change in (\rho) from the period (67/2-80/4) to the period (81/1-02/4)(^{(c)}).</th>
<th>Model (B.1)</th>
<th>Model (B.2)</th>
<th>Model (B.3)</th>
<th>Model (B.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No change (t=-1.25)*</td>
<td>No change (t=-0.82)*</td>
<td>No change (t=-1.21)*</td>
<td>No change (t=-0.75)*</td>
<td></td>
</tr>
</tbody>
</table>

\(^{(a)}\) See Table 1 for explanations. \(^{(b)}\) There is no change in persistence when we compare the periods (1967/2-1982/4) and (1983/1-2002/4); \(^{(c)}\) There is also no change in persistence when we compare the periods (1967/2-1986/1) and (1986/2-2002/4);
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