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Abstract

The information content of broad money M3 for future GDP inflation in the euro area is investigated from a number of perspectives. Firstly, tests that money does not Granger-cause prices are conducted within a cointegrated VAR system comprising real M3 holdings, real GDP, inflation and short- and long-term interest rates. Secondly, this empirical framework is extended to investigate the claim that—in the context of an extended P-star model—the real money gap has substantial predictive power for future inflation. And thirdly, the P-star type of model developed is compared with an existing rival model of inflation in the euro area where no explicit role is given to monetary developments.

Our empirical results confirm that a significant positive association exists between the real money gap and future inflation up to five to six quarters ahead, reaching a maximum at the three-to-four quarter horizon. It is also shown that, although the extended P-star model outperforms the competing model in terms of out-of-sample forecast accuracy (as measured by the root mean square forecast errors) at horizons above two quarters, the hypothesis that no useful information is contained in rival evidence can be rejected at standard confidence levels.
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I Introduction

In October and December 1998, the Governing Council of the European Central Bank announced the key elements of the monetary policy strategy of the Eurosystem. These comprise a quantitative definition of its primary policy objective, namely price stability, and two pillars which constitute the basis for its monetary policy strategy: a prominent role for monetary aggregates, as signalled by the announcement of a reference value for broad money M3, and a broadly based assessment of the outlook for, and risks to, price stability in the euro area.

As regards the first pillar, there are good theoretical reasons - namely the claim that inflation is ultimately a monetary phenomenon - for underlying the specialness of monetary aggregates among the set of variables which are closely monitored by central banks. This relationship between money growth and inflation is present in almost every well-articulated economic model, thereby warranting, on its own, that money be given a prominent role.

At a more practical level, economic theory also suggests a number of possibilities for the implementation of this prominent role for money within a monetary policy strategy aimed at price stability. Firstly, monetary aggregates may play a nominal-anchor role, whereby the announcement of a reference for money growth well into the future help economic agents to form expectations about prices. This function entails quite a few practical requirements: i) a relationship linking money and prices must exist, be reasonably stable (predictable) and be invariant to central bank’s own actions (i.e., be structural in the sense of being immune to the Lucas critique); ii) the announcement must be credible, implying commitment on the part of the central bank and requiring in turn that the money stock is controllable at some time horizon by means of the instruments available to the central bank (typically, a short-term interest rate). For the euro area, there exists some empirical evidence that broad money M3 may not be controllable at short-term horizons, precluding a pure monetary targeting strategy. However, available empirical evidence also points to both i) and ii) being fulfilled at medium-term horizons by M3. This observation was indeed the main empirical basis for the selection of this aggregate when the first medium-term reference value for M3 money growth was announced in December 1998.

Money may also play a role within the strategy as an information variable to be included within the set of indicators which are regularly reviewed in the assessment of the outlook for, and risks to, price stability. This function entails one practical requirement, namely that past and current monetary developments contain valuable information about future prices, i.e. money being a leading indicator for inflation.

From an empirical viewpoint, the investigation of leading indicator properties of money can be conducted following two different (but not incompatible) strategies. On the one hand, a structural model of the economy can be estimated and, subsequently, the indicator properties of money can be directly inferred from the restricted reduced form of the model. Alternatively, the indicator properties of monetary aggregates can be investigated straight from the unrestricted reduced form of the model itself by means, for instance, of well-known Granger non-causality tests. The latter is the most common approach in the literature but a number of serious concerns need to be born in mind.

---

1 See ECB ([1999], Angeloni et al. ([1999]) discuss the analytical foundations of the monetary policy strategy of the ECB.
2 See Coenen and Veps ([1999]) and the references therein.
3 At the conceptual level, the two roles for money – nominal anchor and leading indicator - need to be distinguished. The first is about whether knowledge of future monetary developments (the central bank announcement) help economic agents to predict inflation. The second is about whether past monetary developments help predict inflation, which is neither necessary nor sufficient for the first. Indeed, as shown in Sims ([1972]), the necessary and sufficient condition for the first is the existence of Granger causality from prices to money. This direction of causality is implied by the results reported in Coenen and Veps ([1999]). Also note that this view contrasts with the starting point in Estrella and Mishkin ([1997]), who maintain that in all potential uses of monetary aggregates “it is necessary first and foremost that the aggregates have some values as information variables.”
First, the concept of Granger causality refers to the entire universe of information (the complete vector of variables which characterises an economy) and, therefore, is intrinsically not operational. On the other hand, practical applications are necessarily confined to limited information sets (sometimes quite limited due to the lack of degrees of freedom frequently available to the applied researcher). In this context, there is no guarantee that inference does not change with the information set under consideration. This observation strongly warns against conclusions drawn from reduced forms that are unlikely to be derived from a minimally well-specified structural model. In this respect, Woodford (1994) noted - as Granger (1988) did too - that this problem may be particularly acute when dealing with policy related variables: "...the mere fact that an indicator is found not to enter significantly in an inflation forecasting regression does not necessarily mean that " the central bank "...should be advised not to pay any attention to that variable. For the absence of forecasting power might simply imply that the variable is already being used..." by the central bank "in making policy, and in approximately the right way..."

And second, identifying which specific characteristics of the transmission mechanism account for stylised facts documented via the estimation of a reduced form is most crucial if any empirical finding concerning indicator properties of money were to be used in policy. Otherwise, absent structural interpretations, one would need to conclude with Woodford (1994): "...the mere fact that an indicator is found to be useful in forecasting inflation does not tell much about the desirability of a policy that involves feedback from that indicator...the ability of the indicator to signal the underlying sources of inflationary pressures that one wants to respond to may be impaired by the very fact that the monetary authority responds to it".

With these limitations in mind, the paper proceeds as follows. First, in Section 2 leading indicator properties of broad money M3 are analysed by conducting standard tests that money does not Granger-cause prices in the context of a cointegrated VAR system comprising real holdings of M3 (m∗p), the inflation rate (as measured by the annualised quarterly changes in the GDP deflator, \( \pi = 4.3p \)), real GDP (y) and the short- (R) and long-term (R) interest rates. This system was estimated in Coenen and Vega (1999) to investigate M3 money demand in the euro area. In Section 3 we extend this empirical framework to look into the recent claim in Gerlach and Svensson (1999) that - in the context of an extended P-star model of inflation - the real money gap (i.e., the gap between current real balances and long-run equilibrium real balances) has substantial predictive power for future inflation in the euro area. Finally, in Section 4 we conduct a number of encompassing tests to compare the P-star type of model developed in the previous section with a competing structural model of inflation like the one contained in Fagan, Henry and Mestre (2000), where no explicit role is given to monetary developments. In Section 5, some tentative conclusions are drawn.

Our results illustrate the claim above that inference about Granger non-causality may vary with the information set at hand and confirm the findings in Gerlach and Svensson (1999) that - in the context of an extended P-star model of inflation - a significant positive association exists between the real money gap and future inflation up to five to six quarters ahead, reaching a maximum at the three-to-four quarter horizon. It is also shown that, although the extended P-star model outperforms the Fagan, Henry and Mestre (2000) model in terms of out-of-sample forecast accuracy (as measured by the mean square forecast errors) at horizons above two quarters, the hypothesis that no useful information is contained in rival evidence can be rejected at standard confidence levels. We conclude that each model appears to have a strength of its own: both of them incorporate some information which turns out to be relevant to explain GDP inflation at different horizons; both of them, however, also fail to provide, on an individual basis, a complete account of inflation developments in the euro area.

4 By contrast, cointegration is a property which is invariant to expansions of the information set.
2 Investigating leading indicator properties of M3 by means of Granger causality tests within the Coenen and Vega (1999) framework.

Following Coenen and Vega (1999) [CV henceforth], let \( Z_t = (m-p, \pi, y, R, \pi') = (m-p, \pi, X') \) be a vector of CI(1,1) variables consisting of real holdings of M3 (m-p), the inflation rate (as measured by the annualised quarterly changes in the GDP deflator, \( \pi = \Delta \pi \)), real GDP (y) and the short- (R) and long-term (R) interest rates. Consider the following VAR model.

\[
Z_t = \sum_{j=1}^{p} J^j Z_{t-j} + V_t
\]

and its VECM representation:

\[
\Delta Z_t = \sum_{j=1}^{p} A'_{j} \Delta Z_{t-j} + \Gamma A' Z_{t-j} + V_t
\]

(2.2)

with \( \Gamma \) and \( A \) (5, r) full-rank matrices of loading coefficients and cointegrating relationships, respectively.

Model (2.2) with lag-length \( k=2 \) and cointegration rank \( r=3 \) was estimated in CV. In the present context, leading indicator properties of broad money M3 can be investigated by conducting tests that money does not Granger-cause prices, following the results in Toda and Phillips (1993, 1994). We define the following partitioned matrices:

\[
Z_t = \begin{pmatrix} m-t - p_t \\ \pi_t \\ X_t \end{pmatrix} ; \quad A^i = \begin{pmatrix} A_{i1}^1 & A_{i2}^1 & A_{i3}^1 \\ A_{i1}^2 & A_{i2}^2 & A_{i3}^2 \\ A_{i1}^3 & A_{i2}^3 & A_{i3}^3 \end{pmatrix} ; \quad \Gamma = \begin{pmatrix} \Gamma_1 \\ \Gamma_2 \\ \Gamma_3 \end{pmatrix} \quad \text{and} \quad A = \begin{pmatrix} A_1 \\ A_2 \\ A_3 \end{pmatrix}
\]

(2.3)

Toda and Phillips (1993, 1994) suggest some operational procedures for conducting Granger causality tests that are applicable in the case of testing the causal effects of one variable on another group of variables and vice versa. In particular, three sequential causality Wald-type tests are recommended:

\begin{align*}
(P1) & \quad \text{Test } H^*_{1} \begin{cases} 
\text{if } H^*_{1} \text{ is rejected, test } H^* \\
\text{otherwise, test } H^*_{1} 
\end{cases} \\
(P2) & \quad \text{Test } H^*_{1} \begin{cases} 
\text{if } H^*_{1} \text{ is rejected, test } H^* \\
\text{otherwise, test } H^*_{1} 
\end{cases} \\
(P3) & \quad \text{Test } H^*_{21} \begin{cases} 
\text{if } H^*_{1} \text{ is rejected, reject the null} \\
\text{otherwise, test } H^*_{1} \text{ and } H^*_{21} \end{cases} \begin{cases} 
\text{if both are rejected, test } H^*_{21} \text{ if } r > 1, \text{ or reject the null if } r = 1 \\
\text{otherwise, accept the null of noncausality} 
\end{cases}
\end{align*}

where the different hypotheses are defined as follows (see Toda and Phillips (1993) for the asymptotic distributions of the corresponding Wald tests):
\[ H_*^{121} : A_{21}^1 = \ldots = A_{21}^{k-1} = 0 \text{ and } \Gamma_2 A_1^* = 0; \] (short - and long - run causality)
\[ H_*^{121} : A_{21}^1 = \ldots = A_{21}^{k-1} = 0; \] (short - run causality)
\[ H_1 : A_1^* = 0; \] (long - run exclusion)
\[ H_2 : \Gamma_2 = 0; \] (weak - exogeneity)
\[ H_2^{21} : \Gamma_2 A_1^* = 0; \] (long - run causality)

In the context of the estimation of model (2.2) over the sample period 1980:Q1-1998:Q4, the following results are obtained (p-values in brackets):

\[ H_* : \chi^2_2 = .251 (.882) \]
\[ H_*^{1} : \chi^2_1 = .069 (.793) \]
\[ H_1 : \chi^2_3 = 12.72 (.005) \]
\[ H_2 : \chi^2_3 = 26.43 (.000) \]
\[ H_2^{21} : \chi^2_1 = .251 (.617) \]

Therefore, on the basis of the Toda and Phillips tests conducted above, the null hypothesis that M3 money does not Granger-cause GDP prices within the information set at hand cannot be rejected at standard confidence levels. This inference appears to be robust to the choice of sample period. Hence, when the VAR is estimated recursively over the sample 1993:Q1 to 1998:Q4, the maximal test statistics for the hypotheses \( H^*, H_1, \) and \( H_2, \) are, respectively: 0.477, 0.268 and 0.937. All of them are well below the corresponding \( \chi^2 \) critical values. The same results hold if the estimation sample starts in 1985, dropping the first five years from the analysis.

One weakness of the Phillips-Toda tests conducted above is the fact that they rely on pre-tests for unit roots and cointegration. Accurate determination of the number of unit roots and cointegration rank in small samples may be problematic, leading to pre-test biases in Granger-causality tests conditioned on the estimation of these parameters. Against this background, we investigate in the following whether the failure to reject Granger non-causality of m on p could be attributed to mis-specifications of the cointegration rank and/or the degree of integration of the variables comprising the CV money demand system.

To this end, we follow Toda and Yamamoto (1995). These authors show how VARs in levels can be estimated and general restrictions be tested even if the time series involved are integrated or cointegrated of an arbitrary order. Firstly, a usual lag selection procedure can be applied to determine the lag length (k*) in the VAR. Secondly, a \( (k^* + d_{max}) \)th-order VAR can be estimated, where \( d_{max} \) is the maximal order of integration suspected to occur among the variables in the system (typically 1 or 2). Thirdly, disregarding the last \( d_{max} \) lagged terms, general restrictions on the first \( k^* \) coefficient matrices can be tested for using standard (asymptotic) inference.

In Table 1 (left panel) the suggestions in Toda and Yamamoto (1995) are used to test for Granger non-causality of m on p in VARs comprising two set of variables \( Z^1 = (m, p, y, R, R^2) \) and \( Z^2 = (m-p, \Delta p, \) .

---

5 It should be noted that the use of \( \chi^2 \) critical values in this recursive context biases results towards rejection of non-causality, since no allowance is made for the endogenous search. In this sense, the conservative nature of the exercise should provide a strong indication that the conclusion on non-Granger causality is firmly grounded.


7 See also Dolado and Lütkepohl (1996).
y, R, R). The maximal order of integration is presumed to be 2 (l(2) model) or 1 (l(1) model) in Z\(i\) and 1 (l(1) model) in Z\(j\), allowing for the possibility of nominal variables being l(2) but constraining real variables to be, at most, l(1). This is consistent with the findings in CV but encompasses models in which both nominal and real variables are assumed to be l(1). Hence, columns 1 and 2 in table 1 refer to specification in Z\(i\)=\((m, p, y, R, R)\) under alternative hypotheses on the maximal degree of integration among the variables comprising the system: \(d_{max} = 2\) (col. 1) or \(d_{max} = 1\) (col. 2). Column 3 refers to specification in Z\(i\)=\((m-p, ∆p, y, R, R)\) under the hypothesis \(d_{max} = 1\). The right panel of table 1 reports tests for model reduction from M1 to M2; this is a test for long-run homogeneity of money and prices. Finally, consistent with the evidence from both sequential F-tests for lag exclusion and information criteria, the VAR’s lag length are set to \(k=2\) in the shaded cells in the table. However, possible mis-specifications of \(k\) are accounted for by reporting also results for \(k^a + 1\) and \(k^a - 1\). The complete set of results in the table should permit to assess the robustness of the conclusions based on the Phillips-Toda tests conducted above to different assumptions on maximal order of integration (\(d_{max}\)) and the VAR lag-length (\(k^a\)).

Table 2 reproduces the analysis for different subsets of the variables in the systems: a) Z\(i\)=\((m, p)\) and Z\(j\)=\((m-p, ∆p)\); b) Z\(i\)=\((m, p, y)\) and Z\(j\)=\((m-p, ∆p, y)\); c) Z\(i\)=\((m, p, y, R)\) and Z\(j\)=\((m-p, ∆p, y, R)\); and d) Z\(i\)=\((m, p, y, R; R)\) and Z\(j\)=\((m-p, ∆p, y, R; R)\). The structure of the table is the same as that of table 1 except for the inclusion of the corresponding Phillips-Toda tests in column 4.

A number of conclusions can be drawn from the analysis in this section. Firstly, there is little empirical evidence for rejecting Granger non-causality of m on p within the information set used in CV. Both the Phillips-Toda tests and the Toda-Yamamoto tests fail to reject Granger non-causality of m on p at standard confidence levels. Secondly, this conclusion, which is stable throughout the sample, appears to be robust to a number of plausible assumptions concerning: i) the maximal degree of integration of the variables in the system; ii) the lag-length selected for the VAR; and iii) the imposition or not of the long-run homogeneity of m and p, though the long-run homogeneity hypothesis cannot be rejected at standard confidence levels. Finally, the results in table 2 also suggest that the conclusion above is invariant to the reduction of the information set employed in CV (1999).

3 Leading indicator properties of M3 within an extended framework

3.1 Gerlach and Svensson (1999) P-star model of inflation in the euro area

An attempt to analyse leading indicator properties of M3 within a more 'structural' framework is made in a recent paper by Gerlach and Svensson (1999) [GS henceforth]. They find that the real money gap (i.e., the gap between current real balances and long-run equilibrium real balances) has substantial predictive power for future inflation in the euro area. They conclude that the real money gap should be an important indicator for the Eurosystem. GS estimate the following P-star type model for the inflation rate:\(^{8}\)

---

\(^{8}\) See Groeneveld (1998) and the references therein for an overview of the P-star model and for empirical evidence on its relevance for various euro area countries.
\[ \pi_t = \pi_{t-1} + \alpha_x (\tilde{m}_{t-1} - \tilde{m}^{*}_{t-1}) + \alpha_x (y_{t-1} - y^{*}_{t-1}) + \varepsilon_t \]  
(3.1a)

\[ \pi^{*}_{t-1} = (1 - \alpha_x) \tilde{\pi}_{t-1} + \alpha_x \pi_{t-1} \]  
(3.1b)

\[ \tilde{\pi}_t = \exp(\tau_t + \tau t) \]  
(3.1c)

\[ \tilde{m}_t = (m - p) = k_{x} + k_{y} y_t - k_{x}(R^{0} - R^{*}) \]  
(3.1d)

\[ \Delta \tilde{m}_t = \delta_{t} - \delta_{t}[\tilde{m}_{t-1} - k_{x} y_t + k_{x}(R^{0} - R^{*})]_{t-1} - \delta_{t} (\pi_t - \tilde{\pi}_t) + \epsilon_t \Delta \tilde{m}_{t-1} + \nu_t \]  
(3.1e)

\[ p^{*}_t = m_t - k_{x} y^{*}_t + k_{x}(R^{0} - R^{*})^{0} \]  
(3.1f)

\[ \tilde{m}_t - \tilde{m}^{*}_t = (m - p), - (m - p^{*}_t) = (m - p)_t - k^{*} - k_{y} y^{*}_t \]  
(3.1g)

where \( \pi^{*}, \tilde{\pi}, \tilde{m} \) and \( y^{*} \) stand, respectively, for inflation expectations, central bank's inflation objective, real money balances and potential output.

Equation (3.1a) nests the Phillips curve and price gap models of inflation. (3.1b) specifies how inflation expectations are formed. (3.1c) assumes that the monetary authority's inflation objective can be described within the available sample by a deterministic exponential trend. This equation implements at a practical level the belief that the decline in the inflation rate observed during the sample in the euro area is largely a reflection of the fall in the average (implicit) inflation objectives of national central banks due to their growing commitment to lower inflation. (3.1d) and (3.1e) are the postulated long- and short-run money demand functions. (3.1f) defines the equilibrium price level \( (p^{0}) \) as the price level that would prevail for a given level of the money stock when the remaining variables are at their equilibrium levels. This is computed by inversion of the long-run money demand (3.1d). Finally, (3.1g) defines the real money gap as the negative of the price gap.

The long-run equilibrium of the model is in turn defined by the following conditions:

\[ y_t = y^{*}_t; \quad p_t = p^{*}_t; \quad (\tilde{m}_t = \tilde{m}^{*}_t); \quad (R^{0} = R^{*})^{0}; \quad \pi_t = \pi_{t-1} = \tilde{\pi}_{t-1} \]  
(3.2)

GS estimate the model above in two stages. First, the long-run income elasticity of money demand \( (k_{x}) \) is estimated using cointegration techniques. That provides for an estimate of the real money gap according to (3.1g). And second, equations (3.1a+3.1b), (3.1c) and (3.1e) are estimated using: i) OLS; ii) weighted non-linear least squares system estimates; and, iii) system estimates imposing the constraint that the inflation objective is 1.5% in 1998Q4. Focusing on the equation for \( p \), the following estimates (standard errors in parentheses) resulted from iii):

\[ \begin{align*}
\pi_t & = .415 \ \tilde{\pi}_t + .585 \ \pi_{t-1} + .163 \ (m - \tilde{m}^{*})_{t-1} + .021 \ (y - y^{*})_{t-1} + \hat{\varepsilon}_t , \\
(\_) & (\_) \quad (\_) \quad (\_) \quad (\_)
\end{align*} \]  
(3.3)

which can trivially be expressed as:

\[ \pi_t - \pi_{t-1} = \Delta \pi_t = - .415 \ (\pi_{t-1} - \tilde{\pi}_t) + .163 \ (m - \tilde{m}^{*})_{t-1} + .021 \ (y - y^{*})_{t-1} + \hat{\varepsilon}_t \]  
(3.4)

Equation (3.4) provides empirical support for the so-called P-star model. It identifies three sources of dis-equilibrium which cause inflation to move from its current level: i) inflation expectations are not consistent with the inflation objective; ii) the price level is not at its equilibrium level; or, iii) output is not at its potential level\(^{10}\).

---

9 See Table 1 in Gerlach and Svensson (1989).

10 Although the output gap is not significant at standard confidence levels in (3.3), Gerlach and Svensson (1999) provide some evidence that the output gap may contain valuable information for predicting future inflation over and above that already contained in the real money gap.
3.2 Extending the analysis

In this section, we build heavily on the work by GS but introduce a number of modifications to their model to account for some of the empirical findings in CV.

In the context of the analysis in Section 2, the presence of \((\bar{m} - \bar{m'})\) in (3.3) and (3.4) can be interpreted as implying that there is Granger-causality of money M3 on prices when the information set employed in CV is augmented to include potential output, on the one hand, and a measure of the monetary policy objectives, on the other\(^{11}\). As shown in Granger (1988), explicit consideration of the latter (imperfect it may be in the present context) may be particularly important when dealing with policy related variables in the context of testing for Granger non-causality. It also implies that weak exogeneity of prices for the parameters of long-run money demand can be rejected within the augmented information set. To see the latter, notice that the money gap \((\bar{m} - \bar{m'})\) and the error correction term given by deviations of real money holdings from the long-run money demand (3.4) \( [ecm_t = \bar{m}_t - \bar{m'}_t - \bar{y}_t + \chi_t (R_t - R'_t)] \) are trivially linked by the following identity:

\[
ecm_t = (\bar{m} - \bar{m'})_t - \bar{y}_t (y - y'), + \chi_t [(R_t - R'_t) - (R_t - R'_t)']
\]

The interpretation above would call for augmenting the system estimated in CV to include both a measure of the monetary authority’s inflation objective and potential output. However, extension of the Johansen-type of analysis is hardly feasible in practice (even if these extra variables were assumed to be strongly exogenous for the parameters of interest). Instead, we proceed as follows throughout this section.

First, we consider the system estimates of the three cointegration relationships found in CV within the application of the Johansen procedure to the VAR model consisting of real money holdings, real income, short- and long term interest rates, inflation and an unrestricted constant. These system estimates do not depend to any extent on weak exogeneity assumptions, though they are not far from those obtained in CV from the long-run solution of a conditional ADL model.

For the sample up to 1998:Q4, the results are:

\[
ecm_{1t} = (m-p)_{1t} - 1.158 y_{1t} + 1.278 \pi_t - c
\]

(0.037) \hspace{1cm} (1.89)

\[
ecm_{2t} = (R - R')_{1t} - (R_t - R'_t)
\]

\[
ecm_{3t} = (R_t - \pi_t)_{1t} - (R'_t - \pi')
\]

As noted in CV, whilst the parameter measuring the interest rate semi-elasticity of long-run money demand cannot be identified without further restrictions from the system analysis, the first cointegrating vector above permits to identify unambiguously the long-run income elasticity and - assuming that both interest rates enter the long-run money demand as a spread- the semi-elasticity of money demand with respect to inflation. Estimates of these two parameters are needed for the calculation of the real money gap when the inflation rate is added to the r.h.s. variables of (3.1.d), following the specification for long-run money demand in CV\(^{12}\).

---

11 It may be worth noting that the real money gap can be trivially decomposed as \((m - \bar{m}_{1t}) - (m - \bar{m}_{1t'})\). Therefore, (3.3) or (3.4) may be re-parametrised in terms of the two r.h.s variables in the identity, the second of which could in turn be interpreted - according to the analysis in Gerlach and Svenson (1999) - as the deviations of money growth from the reference value. It follows that, provided due account is taken of the prevailing liquidity situation as measured by the level gap \((m - \bar{m}_{1t'})\), the information content of \(m - \bar{m}_{1t}\) is identical to that of \(m - \bar{m}_{1t'}\), contradicting the conclusion in GS that deviations of money growth from the reference value has limited predictive content for future inflation. A valid claim, however, is that, when interpreting monetary developments in relation to the reference value, one needs necessarily to take into account the prevailing liquidity situation, since money growth above/below the reference value may well coexist with negative/positive real money gaps.

Next, following a general-to-specific approach, we estimate a parsimonious I(0) VAR for $ΔZ_t$ conditional on $ΔZ_{t-1}, ecm_{t-1}^{1}, ecm_{t-1}^{2}, ecm_{t-1}^{3}$. Focusing on the equation for $π$, the resulting estimates (after less significant variables are excluded) are as follows:

$$Δπ_t = .45 \left( (R^t - R^{t-1}) - (R^t - R^{t-1}) \right)_{t-1} + .54 \left( (R^t - π) - (R^t - π)^{t-1} \right)_{t-1} + \tilde{v}_t$$

(3.5)

$$T=73 \quad (1980:Q4-1998:Q4) \quad R^2=0.30 \quad σ=88\% \quad DW=1.95$$

$$LM(1)=1.34 (2.52) \quad LM(4)=1.46 (2.31) \quad LM(1,4)=0.60 (0.667)$$

$$ARCH(4)=0.50 (7.34) \quad HET=0.80 (5.53) \quad NORM=0.01 (9.97)$$

$$RESET=1.33 (2.52) \quad FOR(24)=7.36 (9.99) \quad CHOW(24)=3.1 (9.99)$$

where $(R^t-R)^*$ and $(R-π)^*$ stand for the (constant) equilibrium spread and the (constant) equilibrium short term interest rate and where $LM(i)$ and $LM(l,i)$ are the Lagrange multiplier F-tests for residual autocorrelation of order $i^\text{th}$ and up to the $i^\text{th}$ order, respectively, $ARCH$ is the Engle F-test for autoregressive conditional heteroskedasticity, $HET$ is the White F-test for heteroskedasticity, $NORM$ is the Doornik and Hansen $χ^2$-test for normality, $RESET$ is the regression specification F-test due to Ramsey, $FOR$ and $CHOW$ are the out-of-sample forecast test and the Chow test for parameter stability over the period 1993:Q1-1998:Q4. Figure 1a records the time series of fitted and actual values of $Δπ_t$, the scaled residuals and the residual correlogram. Figure 1b shows a graphical summary of results from the recursive estimation of equation (3.5) over the 90’s.

From a statistical point of view, the estimated equation appears well specified, with tests showing no signs of residual autocorrelation, heteroskedasticity or non-normality. The exclusion of additional dynamics ($ΔZ_{t-1}$ and $ecm_{t-1}^{1}$) from (3.5) is not rejected either [F(8,63)=0.88 (.540)], so that $\tilde{v}_t$ is an innovation relative to the information set at hand. In particular, the test for excluding $ecm_{t-1}^{1}$ yields $F(1,70)=0.25 (.617)$. Furthermore, no major problems are detected when the equation is used for producing one-step ahead forecasts over the last six years of the sample. In the same vein, when estimated recursively, the parameters in (3.5) turns out to be relatively constant over the recent period once due account is taken of the marked reduction in the area-wide weighted average of ex-post real interest rates after exchange rate risk premia are no longer incorporated in national interest rates. This has been modelled by a step reduction in the equilibrium short-term real interest rate from 4.6% (approximately the weighted average of national ex-post real interest rates in the period 1980:Q1 to 1997:Q7) to 3.0% as from 1998Q1, four quarters ahead of the introduction of the single currency13. The equilibrium spread is estimated constant at around 0.60% (approximately its sample average value).

The specification in (3.5) is similar to that in Tzavalis and Wickens (1996) for the US14. It shows that both the spread and the (ex-post) real short-term interest rate help predict future GDP inflation in the euro area, though the low $R^2$ suggests that little inflation variability is indeed explained. Moreover, as the coefficients of the spread and the short-term rate are not significantly different in (3.5), the equation can be re-parameterised in terms of the long-term real rate alone, indicating in turn that the most of the information about future inflation is contained in the level of

---

13 In Gerlach and Schnabel (1999) a measure of credibility adjusted equilibrium real interest rate for the euro area is obtained by regressing the weighted ex-post real rate on the average rate of depreciation of the nominal exchange rate against the Deutsche mark. The intercept of that regression could be claimed to be interpretable as the equilibrium real rate that would prevail assuming no depreciation vis-a-vis the DM. The resulting estimate is 3.55%, with a standard error of 0.96%.

14 Tzavalis and Wickens (1996) review the theoretical basis for using the term spread to forecast inflation. They show for the US that the Muthkin (1990) type of forecasting equation relating a measure of inflation n-periods ahead to the spread between the n-period and the one-period interest rates performs poorly when compared to a specification in which both the spread and the real one-period interest rate are included. They conclude that the real interest rate seems to contain far more information about future inflation than the slope of the yield curve. See also Alonso et al. (1997) for Spain.
the nominal long-term interest rate. This empirical finding would be consistent with relatively stable ex-ante real interest rates and small and/or not too volatile term and inflation risk premia.

As a final step, we augmented the parsimonious I(0) VAR with the additional terms \((\pi_{t-1} - \pi_t)\) and \((y - y')_t\), appearing in GS specification (3.4), since-as shown above-the money gap \((m - \bar{m})_t\) can be trivially expressed as a linear combination of the already included long-run relationships. For comparison purposes, we then map the I(0) system \(\Delta Z_t / \Delta Z_{t-1}, \text{ecm1}_{t-1}, \text{ecm2}_{t-1}, \text{ecm3}_{t-1}, (\pi_{t-1} - \pi_t)\) and \((y - y')_t\) into an I(0) system comprising the real money gap instead of \(\text{ecm1}_{t-1}\). Focusing again on the equation for \(\pi\), the general specification encompasses specifications (3.4) and (3.5) and can be written (omitting the terms \(\Delta Z_{t-1}\) for the sake of simplicity) as follows:

\[
\Delta \pi_t = -\theta_0 (\pi_{t-1} - \pi_t) + \theta_1 (\bar{m} - \bar{m}^*)_{t-1} + \theta_2 (y - y^*)_{t-1} + \theta_3 [(i^* - i^')_t - (i^* - i^')_{t-1}] + \nu_t,
\]

where the real money gap is defined as:

\[(\bar{m} - \bar{m}^*)_{t-1} = (m - p)_{t-1} - k^* - 1.158 y^*_{t-1} + 1.278 \hat{\pi}_t\]

with \(k^*=k_0 + k_i (R_l - R_s)^*\), estimated using the average sample value.

Using the exponential trend postulated in GS for \(\hat{\pi}\) and calculating potential output by means of a Hodrick-Prescott filter with smoothing parameter \(\lambda=1600\), estimation of (3.6) over the sample 1980:Q4-1998:Q4 provides the following results (standard errors in parentheses):

\[
\begin{align*}
\Delta \pi_t &= -.783 (\pi_{t-1} - \pi_t) + .196 (\bar{m} - \bar{m}^*)_{t-1} + .262 (y - y^*)_{t-1} + .249 [(i^* - \pi_t) - (i^* - \pi^*)_{t-1}] + \nu_t, \\
T &= 73 (1980:Q4-1998:Q4), & R^2 &= .45, & \sigma &= .79\%, & DW &= 1.92 \\
LM(1) &= .72 (.399), & LM(4) &= .85 (.359), & LM(1,4) &= .68 (.607) \\
ARCH(4) &= .014 (.968), & HET &= .221 (.986), & NORM &= 1.23 (.541) \\
RESET &= .015 (.904), & FOR(24) &= .85 (.999), & CHOW(24) &= .31 (.998)
\end{align*}
\]

From a statistical point of view, the estimated equation appears once again well specified, with test statistics showing no signs of residual autocorrelation, heteroskedasticity or non-normality. The exclusion of additional dynamics \(\Delta Z_{t-1}\) and \(\text{ecm2}_{t-1}\) from (3.7) is not rejected either \([F(6,63)=1.31 (.315)]\). Furthermore, no major problems are detected when the equation is used for producing one-step ahead forecasts over the last six years of the sample. When estimated recursively, the parameters in (3.7) turn out to be relatively constant over the recent period. Figure 2a records the time series of fitted and actual values of \(\Delta \pi\), the scaled residuals and the residual correlogram.

Figure 2b shows a graphical summary of results from the recursive estimation of the equation over the 90’s.

Estimation results tend to give support to GS’s claim that the real money gap has substantive predictive power for future inflation in the euro area, as evidenced by the significance of the term \(\Delta \pi\). As noted in Gerlach and Svensson (1999), this procedure does not guarantee that proper account is taken of measurement errors due to the unobservable nature of \(\pi^*\). Whilst this could have been tackled by further extending the system to include (3.1c), GS results indicate that the system estimates provide the implausible result that the implicit inflation objective is 0.1% at the end of the sample when no restrictions are imposed on (3.1c). On the other hand, when the restriction that the inflation objective at the end of the sample equals 1.5% is imposed, little appears to be gained from estimating (3.1c) jointly with the rest of equations in the system.

15 This is here obtained by separate OLS estimation of (3.1c). As noted in Gerlach and Svensson (1999), this procedure does not guarantee that proper account is taken of measurement errors due to the unobservable nature of \(\pi^*\). Whilst this could have been tackled by further extending the system to include (3.1c), GS results indicate that the system estimates provide the implausible result that the implicit inflation objective is 0.1% at the end of the sample when no restrictions are imposed on (3.1c). On the other hand, when the restriction that the inflation objective at the end of the sample equals 1.5% is imposed, little appears to be gained from estimating (3.1c) jointly with the rest of equations in the system.

16 The use of the HP filter to proxy the output gap is popular in applied work [see, for instance, Roberts (1997) in the context of the estimation of a Phillips curve model or Taylor (1998) in the context of monetary policy rules] although it is certainly not exempt from criticism [see, for instance, King and Revelo (1993) or Harvey and Jaeger (1993)]. As before, the estimates herein do not take into account the existence of potential measurement errors, nor do they take into account the two-sided nature of the filter, which may cause violations of weak and strong exogeneity assumptions.
Contrary to the predictions of the pure P-star model, (3.7) shows that the real money gap (or the price gap) is not a sufficient statistic for future inflation. This is consistent with the analysis in GS, who augment the basic P-star model with additional terms pertaining to a traditional Phillips curve model of inflation giving rise to specification (3.1+3.2). Yet, the presence of additional terms in (3.7) indicates that the extended P-star model given by (3.1+3.2) is badly miss-specified, though estimates do not provide any indication on whether the source of this miss-specification comes from 3.1 - i.e., the postulated extended P-star specification itself - or, most likely, from 3.2 - i.e., the postulated model for expectations formation. Investigating what structural model may give rise to the stylised facts encountered is far above the modest objectives set for this paper and will need to be addressed in future research.

3.3 What leading information in the real money gap?

In this section we further investigate the main conclusion in Section 3.2 (namely that the real money gap has substantive predictive power for future inflation in the euro area) by analysing the correlations at different time horizons between \((\pi - \pi_t)\) and the various indicators included in (3.7). Results in this respect are reported in Table 3. More precisely, the table shows estimates of equation (3.8) below for forecasting horizons ranging from \(h=1\) to \(h=8\) quarters:

\[
(\pi - \hat{\pi})_{t+h} = \alpha_1 (\pi_{t+h} - \pi_t) + \alpha_2 (\hat{m} - \hat{m}_t)_{t+h} + \alpha_3 (y - y_t)_{t+h} + \alpha_4 [(i'_{t+h} - \pi_t) - (i' - \pi)_{t+h}] + \hat{\nu}_{t+h} \tag{3.8}
\]

with \(\hat{\nu}_{t+h}\) following a MA(h-1) process\(^7\).

The results in Table 3 highlight the significant positive association that exists between the real money gap and future inflation. This significant correlation appears to extend over five to six quarters and reaches a maximum at the three-to-four quarter horizon. Consistent with the findings in Section 3.2, the real money gap does not come out of the analysis in the Table as a sufficient statistic for future inflation. The other two gaps included in (3.7) - the output gap and the difference between the real short-term rate and the estimated equilibrium real short-term rate - also appear to contain valuable information over and above that already contained in the real money gap. According to the reported estimates, the correlation between the output gap and future inflation is indeed higher than in the case of the real money gap. It extends over six quarters and reaches a maximum at the five-quarter horizon. The leading information contained in the real rates is short-lived, extending over just three quarters. Finally, results in the table also show how forecasting performance deteriorates dramatically as the time horizon increases, as evidenced by the sharp reduction in the \(R^2\) of the regressions. None of the indicators analysed appear to contain information that can be used to forecast inflation at horizons over 6 quarters.

Figure 3 illustrates further the main results above. It shows time series for inflation deviations from "target" together with the various gap indicators entering (3.8). The latter are lagged according to the evidence in Table 3 to allow for a better visual impression of the correlations found.

3.4 On the robustness of the results

The empirical results so far obtained illustrate that leading indicator properties of M3 can be detected by augmenting the information set in CV to include potential output and a measure of the monetary authorities' (implicit) inflation objectives. In this extended framework, deviations

\(^7\) It should be noted that for \(h=1\), (3.8) is just a trivial re-parameterisation of equation (3.7). Equation (3.8) is often interpreted as a forecasting equation. See, for instance, Stock and Watson (1999) and Clements and Hendry (1996).
from "trend" of GDP inflation are explained as a function of the deviations of real money, real output and real short-term interest rates from their unobserved equilibrium values. All these variables involve measurement problems that we have somewhat obviated by using some ad-hoc empirical measures. This certainly introduces important caveats to the conclusions reached in the previous sections and, moreover, makes it necessary to get a sense of how sensible results are to changes in our empirical measure of the un-observables.

With a view to analysing the robustness of the conclusions, estimates of (3.7) are reported in Table 4 for various empirical measures of $\hat{R}$ and $y^\ddagger$. In the left panel of the table, $\hat{R}$ is estimated by OLS using the deterministic exponential trend postulated in GS, whilst a number of measures of potential output are alternatively employed, namely: the one contained in Fagan, Henry and Mestre (2000)18 and several measures obtained by smoothing real GDP through the application of a standard Hodrick-Prescott (HP) filter with parameter $\lambda=1600, 5000$ and $15000$, respectively. In the right panel, the exercise is repeated for fixed $y^\ddagger$ (constructed using the HP filter with $\lambda=1600$) and for various HP-based measures of $\hat{R}$.

A number of conclusions can be drawn from the estimates in Table 4:

• The real money gap enters significantly most of the specifications in the table, thereby confirming the leading indicator properties found in GS. Whilst estimates vary across specifications, this qualitative result appears to be robust to the different empirical measures of potential output employed. It seems also quite, but not totally, robust to the use of different empirical measures of the monetary authority’s inflation objective.

• The significance of the output gap in (3.6) appears to vary crucially with its own empirical measurement. The smoother the filter employed for deriving potential output the less significant the output gap becomes in equation (3.6).

• The reported estimates also show that the real interest rates and (to a lesser extent) the term spread also contain useful information for future inflation over and above that already contained in the real money gap and the output gap. This finding also appears quite robust across specifications.

4 Encompassing rival models

In Section 3.2, we estimated a model for GDP inflation which accounted for the most salient features of both GS and CV specifications. The estimated equation (3.7) was thoroughly evaluated against a number of statistical criteria. These included testing for homoskedastic innovation errors and constant parameters as well as testing for no information losses as we (following a general-to-specific approach) move along the reduction process to arrive at our preferred specification. That, in turn, ensures that the estimated model is data congruent, in the sense that it matches the available evidence. Congruency is an important operational criterion that may help discriminate between empirical models since ‘true’ models may be expected to be congruent. However, a model which is congruent is not necessarily ‘true’19 and a number of congruent models can be developed in empirical work. Moreover, congruent models may not be nested, which complicates comparisons between competing models.

Following Mizon and Richard (1986) and Hendry and Richard (1989), we define a congruent encompassing model as a model which is congruent and which is able to account for, or explain,

---

18 Potential output is estimated therein from a Cobb-Douglas production function with smoothed Solow residuals.

19 For instance, a stochastic process may be an innovation relative to a given information set but may be predictable when the information set is augmented, as already shown in Section 3.2.
the results obtained by rival models. Encompassing and forecast encompassing - the criteria used throughout this section for model evaluation- are more stringent concepts than 'better fit' or (when applied in the context of forecasting) 'lower root mean square forecast error', since it entails that no useful additional information is contained in rival evidence as well as variance / root mean square forecast errors dominance\(^{20}\).

In the present context, one example of a non-nested congruent model for GDP inflation can be found in Fagan, Henry and Mestre (2000). In their model, GDP prices are determined in the long run by trend unit labor costs, which depend in turn on potential GDP and the NAIRU. In the short-run, GDP inflation is explained as a function of changes in trend unit labour costs, changes in import prices and deviations of real trend unit labor costs from equilibrium. Estimation of the Fagan, Henry and Mestre (2000) model over the sample 1980:Q4-1997:Q4 provides the following results:

\[
\Delta \pi_t = 0.021 - 0.776 \pi_{-\omega} + 0.140 \Delta w^*_t + 0.068 \Delta w^\star_{t-1} + 0.136 \Delta w^\star_{t-2} + 0.024 \Delta pm_{-\omega} - 0.274 (p - w^\star - \theta)_{-\omega} \\
(0.005) \quad (0.109) \quad (0.043) \quad (0.047) \quad (0.045) \quad (0.014) \quad (0.076) 
\]

T=69 (1980:Q4-1997:Q4) \( R^2=0.52 \quad \sigma=.78 \% \quad DW=2.02 \)

\[
LM(1) = 0.22 (0.641) \quad LM(4) = 0.23 (0.634) \quad LM(1,4) = 0.54 (0.709) \]

ARCH(4) = 0.48 (0.750) \quad HET=0.38 (964) \quad NORM=4.12 (1.127)

RESET=1.55 (2.18) \quad FOR(24)=1.6019 (8.87) \quad CHOW(24,37)=0.535 (9.45)

where \( w^\star \) and \( pm \) stand, respectively, for trend unit labour costs and import prices.

With a view to discriminating between the two contending models, Mizon and Richard (1986) simplification encompassing tests (SET) were conducted. Tests for (3.7) and (4.1), respectively, against the minimal nesting model provided the following results (p-values in brackets): \( F(7,58)=1.518 \) (1.79) when the null is (3.7) and \( F(4,58)=0.599 \) (6.65) when the null is (4.1). Therefore, based on within-sample information, there appears to be little to choose between both models\(^{21}\): none of the test statistics can reject at standard confidence levels that both models (3.7) and (4.1) are valid simplifications from the minimal nesting model. This inference appears to be stable when the test statistics are computed recursively over the sample 1992:1 1997:4.

We also tested for out-of-sample forecast encompassing, with forecasts under models (3.7) and (4.1) generated using only lagged information. More precisely, the following equations were estimated recursively over the sample 1992:Q1-1997:Q4 to produce 24 observations of out-of-sample forecasts at horizons ranging from \( h=1 \) to \( h=8 \) quarters\(^{22}\):

\[
(\pi_{t+h} - \pi_{-\omega}) = \alpha^h_1 (\pi_{-\omega} - \hat{x}_t) + \alpha^h_2 (m-m_\omega)_{-\omega} + \alpha^h_3 (y-y^\star)_{-\omega} + \alpha^h_4 [\hat{v}^h_{t-1} - \hat{x}_t] - (\hat{\pi}^h - \hat{x}_t) + \hat{\varepsilon}_{t+h,\omega} (4.2)
\]

\[
(\pi_{t+h} - \pi_{-\omega}) = \beta^h_1 \pi_{-\omega} + \sum_{j=1}^h \beta^h_2 \Delta w^*_t + \sum_{j=1}^h \beta^h_3 \Delta pm_{-\omega} + \beta^h_4 (p - w^\star - \theta)_{-\omega} + \hat{\varepsilon}_{t+h,\omega} (4.3)
\]

\(^{20}\) Ericsson (1992) reviews a number of measures of forecast performance, including encompassing, parameter constancy and mean square forecast errors. It shows that the two latter are necessary for 'good' forecast performance, but neither (nor both) is sufficient. See also Harvey et al. (1998).

\(^{21}\) Note also that the fits of the two models -- as measured by their respective residual standard errors -- are close.

\(^{22}\) In this exercise, the estimates of the different gap terms in (4.2) and (4.3) and, hence, the long-run parameters are based on end-of-sample information. Attempts to allow for recursive estimation of the long-run parameters fail to provide any systematic basis for comparison, giving rise to erratic results that proved to be difficult – if not impossible – to interpret. This happens despite the lack of convincing statistical evidence about parameter non-constancy, which is rejected by formal tests. Accordingly, we interpret this finding as a reflection of the problems involved in conducting inference on cointegration in estimating long-run relationships using small samples, rather than a problem of genuine parameter instability. It should be kept in mind, however, that the proposed exercise downplays the uncertainty surrounding inflation forecasts which could have been produced using only the information truly available in real time, as demonstrated in Orphanides and van Norden (1999) in relation to the measurement of the output-gap.
Figure 4 shows the resulting inflation forecasts at horizons of one (top panel), four (middle panel) and eight (bottom panel) quarters. Visually, whilst (4.3) fares comparatively well at the one-quarter horizon, its performance deteriorates as the forecast horizon is extended. Conversely, (4.2) appears to outperform (4.3) at the four-quarter horizon, consistent with the finding above that the maximum correlation between the real money gap and future inflation is reached at that horizon. At the eight-quarter horizon, none of the models perform particularly well.

Table 5 below reports the corresponding root mean square forecast errors at the one- to eight-quarter forecast horizons together with some tests for forecasting encompassing\(^\text{23}\). When compared to the equation standard errors reported above, the results for \(h=1\) imply that both models fare particularly well during the period under analysis 1992:1-1997:4. In any event, Chow test statistics do not detect any structural break: Chow(24.41)=0.508 (960) in the case of (3.7) and Chow(24.37)=0.535 (.945) in the case of (4.1). As regards forecasting encompassing, the table shows estimates of \(\alpha\) (with standard errors consistent to autocorrelation and heteroscedasticity) as well as p-values for the null hypotheses \(H_0: \alpha=0\) and \(H_1: \alpha=1\) in the regressions:

\[
\varepsilon_{t+h} = \alpha (\varepsilon_{t+h} - \varepsilon_{t+h}) + \zeta_t
\]

(4.4)

where \(\varepsilon_{t+h}\) and \(\varepsilon_{t+h}\) (\(h=1,\ldots,8\)) stand, respectively, for the corresponding forecast errors obtained from (4.2) and (4.3). Rejection of one of the nulls provides evidence in favour of the hypothesis that the rival model contains information which helps to explain forecast errors from the own model, i.e. (4.2) under \(H_0\) or (4.3) under \(H_1\). This situation calls for forecast pooling, whereby better forecasts can be sought by combining the forecasts obtained from both models. As argued in Ericsson (1992), finding such a pooled forecast is prima facie evidence of both individual models being misspecified.

The evidence in the table points to model (4.2) outperforming model (4.3) at the one- and two-quarter horizons. That reveals that the P-star model may not be the best forecasting tool at shorter-term horizons\(^\text{24}\). Indeed, for \(h=1\) (4.2) appears to incorporate little information which is not already contained in (4.3). Conversely, the out-of-sample forecast record of the P-star model turns out to be comparatively better for all forecast horizons \(h \geq 3\), though for \(h \geq 6\) performance is rather poor for both models. More importantly, however, the encompassing hypotheses are rejected at all horizons other than \(h=1\). We interpret this outcome as an indication that, at those horizons, each model incorporates -though only partially- information which turns out to be relevant to explain inflation developments in the euro area.

| Table 5 |
|---|---|---|---|
| \(h\) | \(\alpha\) | Model 4.2 | Model 4.3 |
| | | RMSE | \(H_0: \alpha=0\) | RMSE | \(H_1: \alpha=1\) |
| 1 | .830 (.348) | .0653 | .0171** | .0585 | .6251 |
| 2 | .575 (.176) | .0656 | .0011** | .0623 | .0156** |
| 3 | .241 (.053) | .0638 | .0000** | .0834 | .0000** |
| 4 | .178 (.098) | .0614 | .00701* | .0992 | .0000** |
| 5 | .335 (.121) | .0827 | .0058** | 1.033 | .0000** |
| 6 | .454 (.094) | 1.094 | .0000** | 1.148 | .0000** |
| 7 | .447 (.157) | 1.145 | .0043** | 1.208 | .0004** |
| 8 | .472 (.198) | 1.259 | .0173** | 1.293 | .0078** |

\(^{23}\) See Chang and Hendry (1986) and Morley et al. (1998).

\(^{24}\) Indeed, it could be argued that both models are of little practical use at very short horizons since there exist alternative non-causal statistical devices which typically fare pretty well at those horizons. For instance, if the interest is forecasting GDP inflation in a given quarter, one is likely to do better by using within-the-quarter monthly information in HICP or other price indices which are available ahead of the publication of GDP inflation.
5 Conclusions

The information content of M3 broad money for future inflation in the euro area was investigated from a number of perspectives throughout the paper. First, in Section 2 the leading indicator properties of broad money M3 were analysed by conducting tests that money does not Granger-cause prices in the context of a cointegrated VAR system comprising real holdings of M3 (m-p), the inflation rate (as measured by the annualised quarterly changes in the GDP deflator, π=Δp), real GDP (y) and the short- (R₁) and long-term (R₂) interest rates. This system was estimated in Coenen and Vega (1999) for the purposes of investigating M3 money demand in the euro area. The main finding is that there appears to be little empirical support for rejecting at standard confidence levels Granger non-causality of m on p within this information set. This conclusion is found to be stable throughout the sample and seems to be robust to reductions of the information set and to a number of plausible assumptions concerning: i) the maximal degree of integration of the variables in the system; ii) the lag-length selected for the VAR; and, iii) the imposition or not of the long-run homogeneity of m and p, though the long-run homogeneity hypothesis cannot be rejected at standard confidence levels.

Noting that the information set in Coenen and Vega (1999) was not chosen to develop a model of inflation, we further investigated in Section 3 leading indicator properties of broad money M3 by looking at the recent claim in Gerlach and Svensson (1999) that - in the context of an extended P-star model of inflation - the real money gap (i.e., the gap between current real balances and long-run equilibrium real balances) has substantial predictive power for future inflation in the euro area. We show that this empirical finding can be reproduced when the information set employed in Section 2 is augmented to include variables which enter Gerlach and Svensson (1999) P-star type model but which did not enter Coenen and Vega (1999) money demand system, namely potential output and the monetary authorities’ implicit inflation objective. Whilst these variables are not directly observable and, therefore problems may certainly exist when it comes to measuring, it cannot be denied that they must enter any empirical model of inflation which is claimed to be theory consistent. The results in this section illustrate the claim made in the Introduction that inference about Granger non-causality may vary with the information set at hand and confirm that a significant positive association exists between the real money gap and future inflation up to five to six quarters ahead, reaching a maximum at the three-to four quarter horizon. This stylised fact appears to be quite, though not totally, robust to the use of a number of empirical measures for the two un-observables.

When it comes to providing structural interpretations of these findings, the results are however less satisfactory for the P-star model of inflation. We showed, also in Section 3, that the real interest rate and (to a lesser extent) the term spread appear to contain information that can be used to forecast inflation developments which are left unexplained by the Gerlach and Svensson (1999) extended P-star model for inflation. This in turn suggests that the treatment of inflation expectations in the GS model and most possibly the measurement of the monetary policy authorities implicit inflation objective, needs at least to be refined if one were to stick to the P-star type of proposed explanation. This, however, is left for future research.

Finally, in Section 4 we compared the model developed in the previous section with an alternative model for GDP inflation in the euro area due to Fagan, Henry and Mestre (2000). In the latter, where no explicit role is given to monetary developments, GDP prices are determined in the long-run by trend unit labor costs, which depends in turn on potential GDP and the NAIRU. In the short-run, GDP inflation is explained as a function of changes in trend unit labour costs, changes in import prices and deviations of real trend unit labor cost from equilibrium. The comparison between the two models was made on the basis of their relative performance in explaining
inflation developments in the euro area, both within- and out-of-sample. The evidence in this section points to the P-star model outperforming the rival model at forecast horizons $h \geq 3$ and being outperformed by the alternative model at shorter horizons. The encompassing hypothesis (i.e., the hypothesis that no useful information is contained in rival evidence) is, however, rejected at all horizons other than $h=1$. On the basis of this evidence, we conclude that each model appears to have a strength of its own: both of them incorporate some information which turns out to be relevant to explaining GDP inflation; both of them, however, also fail to provide on an individual basis a complete account of inflation developments in the euro area.
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<table>
<thead>
<tr>
<th>k</th>
<th>M1: (m,p,y,s,l)</th>
<th>M2: (m-p,y,s,l,π)</th>
<th>H0: M2 vs H1: M1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I(2) model d_{max} = 2</td>
<td>I(1) model d_{max} = 1</td>
<td>I(1) model d_{max} = 1</td>
</tr>
<tr>
<td></td>
<td>0.110 (0.740)</td>
<td>0.970 (0.325)</td>
<td>0.384 (0.535)</td>
</tr>
<tr>
<td>2</td>
<td>0.579 (0.749)</td>
<td>0.793 (0.673)</td>
<td>0.958 (0.619)</td>
</tr>
<tr>
<td>3</td>
<td>1.102 (0.777)</td>
<td>0.633 (0.889)</td>
<td>1.066 (0.785)</td>
</tr>
<tr>
<td>Table 2</td>
<td>Toda and Yamamoto (1995) tests for Granger noncausality of m on p in the VAR(k)</td>
<td>Toda and Phillips tests for Granger noncausality of m on p</td>
<td>Wald tests for $H_0$: $M_2$ vs $H_1$: $M_1$</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td>(2) model</td>
<td>(1) model</td>
<td>(1) model</td>
</tr>
<tr>
<td>$d_{max}$=2</td>
<td>$d_{max}$=1</td>
<td>$d_{max}$=2</td>
<td>$d_{max}$=1</td>
</tr>
<tr>
<td>k=1</td>
<td>M1: (m,p)</td>
<td>M2: (m-p,π)</td>
<td>M2: (m-p,π)</td>
</tr>
<tr>
<td></td>
<td>0.004 (0.933)</td>
<td>0.134 (0.714)</td>
<td>0.425 (0.519)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=2</td>
<td>0.814 (0.666)</td>
<td>1.410 (0.494)</td>
<td>2.303 (0.316)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=3</td>
<td>0.257 (0.968)</td>
<td>2.273 (0.516)</td>
<td>1.819 (0.811)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=1</td>
<td>M1: (m,p,y)</td>
<td>M2: (m-p,π,y)</td>
<td>M2: (m-p,π,y)</td>
</tr>
<tr>
<td></td>
<td>0.097 (0.755)</td>
<td>0.006 (0.938)</td>
<td>0.614 (0.434)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=2</td>
<td>0.518 (0.772)</td>
<td>0.950 (0.622)</td>
<td>1.033 (0.597)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=3</td>
<td>3.387 (0.336)</td>
<td>1.159 (0.763)</td>
<td>0.827 (0.843)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=1</td>
<td>M1: (m,p,y,s)</td>
<td>M2: (m-p,π,y,s)</td>
<td>M2: (m-p,π,y,s)</td>
</tr>
<tr>
<td></td>
<td>0.970 (0.325)</td>
<td>2.470 (0.116)</td>
<td>1.337 (0.248)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=2</td>
<td>0.846 (0.655)</td>
<td>1.047 (0.592)</td>
<td>0.420 (0.811)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=3</td>
<td>2.104 (0.551)</td>
<td>1.046 (0.710)</td>
<td>0.381 (0.944)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=1</td>
<td>M1: (m,p,y,l-s)</td>
<td>M2: (m-p,π,y,l-s)</td>
<td>M2: (m-p,π,y,l-s)</td>
</tr>
<tr>
<td></td>
<td>0.192 (0.661)</td>
<td>0.466 (0.499)</td>
<td>0.309 (0.578)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=2</td>
<td>0.243 (0.886)</td>
<td>0.335 (0.846)</td>
<td>0.445 (0.801)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>k=3</td>
<td>0.312 (0.626)</td>
<td>0.810 (0.847)</td>
<td>0.527 (0.913)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 3

<table>
<thead>
<tr>
<th></th>
<th>h=1</th>
<th>h=2</th>
<th>h=3</th>
<th>h=4</th>
<th>h=5</th>
<th>h=6</th>
<th>h=7</th>
<th>h=8</th>
<th>h=9</th>
<th>h=10</th>
<th>h=11</th>
<th>h=12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\alpha}_1$</td>
<td>.217**</td>
<td>-.012</td>
<td>-.124</td>
<td>-.053</td>
<td>-.147</td>
<td>-.159</td>
<td>-.114</td>
<td>.127</td>
<td>-.146</td>
<td>-.172</td>
<td>-.191</td>
<td>-.035</td>
</tr>
<tr>
<td>$\hat{\alpha}_2$</td>
<td>.196*</td>
<td>.283*</td>
<td>.355**</td>
<td>.341**</td>
<td>.316**</td>
<td>.205*</td>
<td>.028</td>
<td>-.119</td>
<td>-.076</td>
<td>-.076</td>
<td>-.087</td>
<td>-.206</td>
</tr>
<tr>
<td>$\hat{\alpha}_3$</td>
<td>.262**</td>
<td>.412**</td>
<td>.533**</td>
<td>.588**</td>
<td>.652**</td>
<td>.524**</td>
<td>.234</td>
<td>.096</td>
<td>.178</td>
<td>.240</td>
<td>.211</td>
<td>.161</td>
</tr>
<tr>
<td>$\hat{\alpha}_4$</td>
<td>.249*</td>
<td>.255*</td>
<td>.196**</td>
<td>.097</td>
<td>.113</td>
<td>.146</td>
<td>.211</td>
<td>.141</td>
<td>.212**</td>
<td>.149</td>
<td>.096</td>
<td>-.003</td>
</tr>
<tr>
<td>$\bar{R}^2$</td>
<td>.52</td>
<td>.45</td>
<td>.41</td>
<td>.33</td>
<td>.32</td>
<td>.21</td>
<td>.11</td>
<td>.11</td>
<td>.09</td>
<td>.06</td>
<td>.03</td>
<td>.07</td>
</tr>
</tbody>
</table>
Table 4

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$y^*=\text{AWM}$</th>
<th>$y^*=\text{HP}(1600)$</th>
<th>$y^*=\text{HP}(5000)$</th>
<th>$y^*=\text{HP}(15000)$</th>
<th>$\delta = \text{determ.}$</th>
<th>$\delta = \text{HP(1600)}$</th>
<th>$\delta = \text{HP(5000)}$</th>
<th>$\delta = \text{HP(15000)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\theta}_0$</td>
<td>-.774**</td>
<td>-.812**</td>
<td>-.811**</td>
<td>-.809**</td>
<td>-.812**</td>
<td>-.831**</td>
<td>-.827**</td>
<td>-.814**</td>
</tr>
<tr>
<td></td>
<td>(.110)</td>
<td>(.108)</td>
<td>(.107)</td>
<td>(.107)</td>
<td>(.108)</td>
<td>(.114)</td>
<td>(.112)</td>
<td>(.110)</td>
</tr>
<tr>
<td>$\hat{\theta}_1$</td>
<td>.140**</td>
<td>.210**</td>
<td>.197**</td>
<td>.170**</td>
<td>.210**</td>
<td>.064</td>
<td>.109**</td>
<td>.175**</td>
</tr>
<tr>
<td></td>
<td>(.068)</td>
<td>(.076)</td>
<td>(.070)</td>
<td>(.065)</td>
<td>(.076)</td>
<td>(.056)</td>
<td>(.062)</td>
<td>(.073)</td>
</tr>
<tr>
<td>$\hat{\theta}_2$</td>
<td>-.065</td>
<td>.264*</td>
<td>.154</td>
<td>.095</td>
<td>.264*</td>
<td>.195</td>
<td>.245*</td>
<td>.291**</td>
</tr>
<tr>
<td></td>
<td>(.086)</td>
<td>(.134)</td>
<td>(.096)</td>
<td>(.083)</td>
<td>(.134)</td>
<td>(.132)</td>
<td>(.136)</td>
<td>(.141)</td>
</tr>
<tr>
<td>$\hat{\theta}_3$</td>
<td>.340**</td>
<td>.211</td>
<td>.291**</td>
<td>.320**</td>
<td>.211</td>
<td>.226</td>
<td>.210</td>
<td>.188</td>
</tr>
<tr>
<td></td>
<td>(.141)</td>
<td>(.133)</td>
<td>(.132)</td>
<td>(.134)</td>
<td>(.133)</td>
<td>(.136)</td>
<td>(.136)</td>
<td>(.138)</td>
</tr>
<tr>
<td>$\hat{\theta}_4$</td>
<td>.446**</td>
<td>.348**</td>
<td>.362**</td>
<td>.366**</td>
<td>.348**</td>
<td>.271**</td>
<td>.282**</td>
<td>.281**</td>
</tr>
<tr>
<td></td>
<td>(.092)</td>
<td>(.103)</td>
<td>(.100)</td>
<td>(.101)</td>
<td>(.103)</td>
<td>(.116)</td>
<td>(.113)</td>
<td>(.113)</td>
</tr>
</tbody>
</table>
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