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Identification and estimation of semiparametric
two-step models
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Arthur Lewbel
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Let H0(X) be a function that can be nonparametrically estimated. Suppose
E[Y |X] = F0[X�β0�H0(X)]. Many models fit this framework, including latent in-
dex models with an endogenous regressor and nonlinear models with sample se-
lection. We show that the vector β0 and unknown function F0 are generally point
identified without exclusion restrictions or instruments, in contrast to the usual
assumption that identification without instruments requires fully specified func-
tional forms. We propose an estimator with asymptotic properties allowing for
data dependent bandwidths and random trimming. A Monte Carlo experiment
and an empirical application to migration decisions are also included.

Keywords. Identification by functional form, double index models, two-step esti-
mators, semiparametric regression, control function estimators, sample selection
models, empirical process theory, limited dependent variables, migration.

JEL classification. C13, C14, C21, D24.

1. Introduction

We provide new identification and estimation results for two-step estimators with a non-
parametric first step. Given an observable vector X , suppose H0(X) is some identified
function that can be nonparametrically estimated, for example, H0(X) could be a con-
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ditional mean, quantile, distribution, or density function. This paper considers identifi-
cation and estimation of the function F0 and the vector β0, where

E[Y |X] =M(X)= F0
[
X�β0�H0(X)

]
(1.1)

for some observed outcome Y . Equation (1.1) is a double index model, with one linear
index X�β0 and one general function H0(X) that acts as a second index. As described
below, many common econometric models involving either selection or an endogenous
regressor can be written in the form of equation (1.1).

Identification of models like these is generally obtained by exclusion or instrument
assumptions, such as knowing that some elements of β0 are zero, thereby making the
corresponding elements of X be valid instruments for H0. This implies having some
variable that affects the selection or treatment model or the endogenous regressor, but
does not affect the outcome. The gold standard for such an identifying variable would
be random assignment, satisfying exclusion conditions by construction.

However, randomization or other sources of exclusion restrictions or instruments,
while preferable, are not always available. In such cases point identification is gener-
ally known to be obtainable only by parametric functional form restrictions. What we
show here is that identification can in fact be obtained, without exclusion restrictions or
instruments, under far weaker conditions than fully parameterizing the model. Specif-
ically, we show that identification is generally possible in equation (1.1) where nothing
more than linearity of X�β0 is parameterized. Identification is obtained despite having
the parameters β0 be unknown and the functionsH0 and F0 be unknown.

We illustrate our identification results by showing how they apply to a couple of com-
mon econometric models. One is a semiparametric double hurdle model, in which a
latent outcome is observed only if it and a separate binary variable are both positive.
This is equivalent to combining both Tobit estimation and a Heckman selection model,
except that in our case the error distributions and the propensity score function for the
selection are all unknown and dealt with nonparametrically. The second example illus-
tration is a control function estimator of a binary choice model with an endogenous
regressor, as in Blundell and Powell (2004). Our results show that both these classes of
models are identified without instruments or exclusion assumptions.

While our primary contribution is identification, we also provide some new estima-
tion results. Given identification of equation (1.1), either by our theorems or by standard
exclusion restrictions and instruments, we propose an estimator for F0 and β0 based on
minimizing a weighted least-squares criterion similar to Ichimura (1993) and Ichimura
and Lee (2010). However, in the latter the first stage plug-in estimate is parametric and
satisfies an index restriction. In contrast, our setting has a plug-in Ĥ that can be non-
parametric.

To establish the asymptotic normality of our proposed estimator, we employ a new
uniform-in-bandwidth expansion for sample means of weighted semiparametric resid-
uals recently obtained in Escanciano, Jacho-Chávez, and Lewbel (2014). We obtain the
same limiting distributions that would be found using more well known approaches
such as Newey and McFadden (1994, p. 2197), Chen, Linton, and Van Keilegom (2003)
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and Ichimura and Lee (2010), but under weaker conditions. These conditions simul-
taneously permit data-driven bandwidths, trimming based on estimated objects (i.e.,
random trimming) and estimated observation weights. Some of these conditions could
in principle be shown to satisfy the higher-level assumptions provided in Chen, Linton,
and Van Keilegom (2003), but establishing that those assumptions hold is difficult (see,
e.g., Rothe (2009)). Other assumptions, such as the random trimming, does not fit the
standard framework at all.

We apply these identification and estimation results in an empirical application us-
ing the sample drawn by Dong (2010) from the 1990 wave of the Panel Study of Income
Dynamics (PSID). The dependent variable in this model equals one if an individual mi-
grates from one state to another in the United States, and zero otherwise. Migration deci-
sions depend partly on labor income prior to moving, which is an endogenous regressor
because both labor income and inclination to move may depend on common unobserv-
able characteristics of individuals such job specific skills and drive to succeed. Our new
limiting distribution theory for this application accounts for data-dependent bandwidth
choice and random trimming.

Overall, our results suggest that identification by functional form need not be as frag-
ile or unreliable as the name suggests, since at least in our large class of models identifi-
cation without instruments does not require parameterizing the distribution of errors or
the functions F0 or H0. Even when instruments are available, having identification not
depend on these means that their validity as instruments can be tested, by comparing
equality of estimates with and without imposing associated exclusion assumptions.

The rest of the paper is organized as follows: Section 2 provides some background in-
formation, including examples of models that fit our framework. Section 3 gives our gen-
eral identification theorems, while Section 4 describes two examples that fit our frame-
work. Section 5 describes the proposed estimator and establishes its limiting distribu-
tion. A Monte Carlo experiment and an empirical application to migration data is pre-
sented in Section 6. Section 7 concludes. The main proofs are gathered into Appendix A,
while the conditions for the provided asymptotic theory are listed and discussed in Ap-
pendix B. Replication files are available in a supplementary file on the journal website,
http://qeconomics.org/supp/328/code_and_data.zip.

2. Background

Models of the formM(X)= F0[r0(X)�H0(X)], whereM(X) can be estimated, are called
double index models. Examples of estimators of double or multiple index models in-
clude Ichimura and Lee (1991), Pinkse (2001), and Lewbel and Linton (2007). Additional
models where both r0(X) and H0(X) are linear indices include Klein, Shen, and Vella
(2014), the sliced inverse regression models of Li (1991), and artificial neural networks.
This paper focuses on the case where just one of the two indices is linear, and hence pa-
rameterized asX�β0. This is an appropriate assumption in contexts whereX�β0 arises
as part of a structural model, while H0(X) is a nuisance function associated with selec-
tion or endogeneity of a regressor.

In the semiparametric literature, when one or more of the functions H0, r0, and F0
are not parameterized, identification is generally obtained by exclusion restrictions, that

http://qeconomics.org/supp/328/code_and_data.zip
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is, some element ofX is assumed to drop out of either r0(X) orH0(X). In models where
all of the unknown functions are parameterized, exclusion restrictions are generally not
required for identification, and we may instead obtain identification by functional form.
For example, Heckman’s (1979) sample selection model does not require an exclusion
restriction for identification, since identification is obtained by parameterization of the
joint error distribution in the selection and outcome equations. Empirically, identifica-
tion by exclusion restrictions is generally considered more reliable than identification
based on functional form, but it is often the case that exclusions are hard to find or to
plausibly impose. Identification by functional form also provides a way to test exclusion
restrictions, since it nests models with exclusions.

As noted in the Introduction, this paper shows that “identification by functional
form” extends to the semiparametric model (1.1). In particular, it is shown that β0 and
F0 can be identified without exclusion restrictions under some relatively mild regularity
conditions (essentially, nonlinearity inH0 and some inequalities suffice). So for example
in Heckman’s model, identification by functional form does not actually require a pa-
rameterized functional form for the error distributions or for the selection indexH0(X).

One large class of models that fit in this paper’s framework are endogenous regres-
sor models. Suppose Y = L(X�

1 α0 + Xeδ0� e) for some possibly unknown function L,
where Xe is an endogenous regressor with Xe = g0(X1) + u, e and u are unobserved
correlated error terms, and g0 represents a generally unknown conditional mean func-
tion. Let E[u|X1] = 0 and assume the endogeneity takes the “control function” form of
e = h0(u�v) for some function h0, where v is an unobserved error that is independent
of Xe and X1. Another way to describe the endogeneity is to say e|X1�u ∼ e|u. Define
X�β0 := X�

1 α0 + Xeδ0 and H0(X) := Xe − g0(X1). Then equation (1.1) holds with F0
defined by E[Y |X] =E[L(X�β0�h0(H0(X)�v))|X] =: F0[X�β0�H0(X)].

An example of this type of endogenous regressor model is Rivers and Vuong (1988).
More generally, for Y binary this is Blundell and Powell’s (2004) semiparametric binary
choice model with an endogenous regressor, so this paper’s identification results show
that Blundell and Powell’s control function model is generally identified (and so could
be estimated using their estimator or Rothe’s (2009) estimator), without the exclusion
restrictions they impose for identification. Our empirical application to estimation of a
migration equation is an example of this model.

Another large class of models that fit this paper’s framework are limited dependent
variable models with selection. Suppose Y ∗ = L(X�β0 + e) for some function L; for
example, L could be the identity function, so Y ∗ = X�β0 + e is a linear model, or Y ∗
could be a binomial response with Y ∗ = I(X�β0 + e > 0) for I being the indicator func-
tion that equals 1 if its argument is true and 0 otherwise, or L could be a censored re-
gression such as Y ∗ = max(0�X�β0 + e). Suppose in addition to this possibly limited
dependent variable we also have nonrandom selection, so we do not observe Y ∗ but
instead observe (Y�D�X�), where Y = Y ∗D= L(X�β0 + e)D, implying that Y ∗ is only
observed when D = 1. Suppose D = I[s0(X) + u > 0], where the conditional distribu-
tion u given e is continuous. Nonrandom selection arises because the unobserved er-
rors e and u, though independent of X , are correlated with each other. It then follows
that H0(X) = E[D|X] = Fu[s0(X)], where Fu is a marginal distribution function of −u,
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and equation (1.1) holds with F0 defined by E[Y |X] = E[L(X�β0 + e)I(F−1
u [H0(X)] +

u > 0)|X] =: F0[X�β0�H0(X)]. This includes a wide class of selection models, includ-
ing standard Heckman-type selection models, extensions of Tobit models like double
hurdle models, and censored binary choice models, among others.

3. Identification

Here we provide sufficient conditions for identifying the function F0 and the parameter
vector β0 in the semiparametric double index model M(X)= F0[X�β0�H0(X)], where
M(X) and H0(X) are assumed to be identified. The estimators and example applica-
tions we discuss later are based on defining M(X) and H0(X) in terms of conditional
expectations, but this is not necessary for our identification theorems. For example,
identification would hold in the same way regardless of whether M(X) was a nonpara-
metrically identified density, distribution, or quantile function rather than a conditional
mean, and similarly forH0(X).

To obtain identification under general conditions, we provide two different sets of
identifying assumptions, each of which can be applied to different sets of regressors in
the same model. We therefore letX�β0 = V �α0 +Z�δ0 and write the model as

M(V �Z)= F0
[
V �α0 +Z�δ0�H0(V �Z)

]
�

Here V is a vector of one or more continuous regressors, while Z is a vector that can
include covariates that are discrete, continuous, continuous with mass points, and so
forth. Theorem 3.1 below α0 using differentiability and inequality constraints, while
Theorem 3.2 below identifies δ0 exploiting support and invertibility restrictions instead.
The vectorZ could be empty so only Theorem 3.1 would be needed, or V could just have
one element with a coefficient normalized to equal 1, in which case only Theorem 3.2
would be needed, or both theorems can be applied to identify models where different
sets of regressors satisfy different regularity assumptions.

3.1 Continuous regressors

Assumption 1. Assume V is a K × 1 vector and assume there exists a function F0 and
a vector α0 such that m(V ) = F0(V

�α0�H0(V )). Assume functions m(V ) and H0(V )

are identified. Let α0;k and Vk denote the kth element of α0 and V , respectively, for
k= 1� � � � �K. Assume α0;1 = 1.

Assumption 1 applies to the general double index model M(V �Z) = F0[V �α0 +
Z�δ0�H0(V �Z)] definingm(V ) :=M(V �0) andH(V ) :=H0(V �0), and provided the J×1
vector of 0s is in the support of Z. If Z is empty, then Theorem 3.1 based on Assump-
tions 1 and 2 below will identify the entire model; otherwise it will identify just the α0

coefficients, and F0 only on the supports of V �α0 and H0(V �0). If K = 1, then α0 just
equals α0;1 = 1 and so is known by the scale normalization assumption in that case.

The scaling of α0 is arbitrary, since changes in scaling can be freely absorbed into F0.
Assumption 1 imposes the convenient scale normalization that V1, the first element of V ,
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has a coefficient of α0;1 = 1. This is a free normalization if one knows that this regressor
has a positive effect on F0 through the first index. This is also the most natural nor-
malization in some contexts, for example, if in a binary choice model Y is a purchase
decision and −V1 is the price, then with the normalization α0;1 = 1 the remainder of the

index V �α0, that is,
∑K
k=2 Vkα0;k, equals (up to location) the willingness to pay for the

product (see, e.g., Lewbel, Linton, and McFadden (2011)).

Assumption 2. Assume H and F0 are differentiable and define F0;1(r�H) :=
∂F0(r�H)/∂r, the partial derivative of F0 with respect to its first element. DefineH0;k(V ) :=
∂H0(V )/∂Vk and ∂mk(V ) := ∂m(V )/∂Vk for k = 1� � � � �K. Assume there exist two vectors
v and ṽ on the support V such that the derivatives H0;k(V ) and mk(V ) are identified at
V = v and V = ṽ for k= 1� � � � �K, and assume there exist two elements k and j of the set
{1� � � � �K} such that the following inequalities hold:

F0;1
(̃
v�α0�H0(̃v)

) �= 0 and F0;1
(
v�α0�H0(v)

) �= 0�

H0;j (̃v) �=H0;1(̃v)α0;j and H0;k(̃v) �=H0;1(̃v)α0;k�

H0;�(v) �=H0;1(v)α0;� for �= 2� � � � �K�

H0;j(v)H0;k(̃v)−H0;j (̃v)H0;k(v)

�= [
H0;1(v)H0;k(̃v)−H0;1(̃v)H0;k(v)

]
α0;j

− [
H0;1(v)H0;j (̃v)−H0;1(̃v)H0;j(v)

]
α0;k�

The inequalities in Assumption 2 essentially require F0 to depend on V �α0, and
require some variation in H0(V ) that distinguishes it from V �α0. These inequalities
will not hold if H0(V ) equals a transformation of a single index in V for example (see
Chamberlain (1986)), but otherwise it is very difficult to construct examples that vio-
late the inequalities of Assumption 2. This assumption can be interpreted generically
as a rank condition, which is a common feature of many identification theorems. See,
for example, Komunjer (2012), Heckman, Matzkin, and Nehseim (2010), Lewbel (2007),
Matzkin (2007), and references therein.

The identification of derivatives of m and H0 at the two points v and ṽ generally re-
quires that V be continuously distributed at those points, so Theorem 3.1 below cannot
be applied to discrete regressors. Theorem 3.2 later will provide identification for other
regressor distributions, including discrete regressors.

Theorem 3.1. If Assumptions 1 and 2 hold, then the vector α0 and the function F0 (on
the supports of V �α0 andH0(V �0)) are identified.

Theorem 3.1 obtains identification without an exclusion assumption, that is, all of
the covariates V can appear in both the index V �α0 and in the function H0(V ). Identi-
fication can also be obtained from Theorem 3.1 using exclusions restrictions to satisfy
Assumption 2. However, with an exclusion restriction, identification can be obtained
more simply as follows: Let Assumption 1 hold with α0;K = 0 and assume H0(V ) varies
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with VK (so VK is inH0(V ) but not in the linear index V �α0 and hence VK is the excluded
regressor). Then if F0 is differentiable in its first element, it follows from equation (A.1)
that α0 is identified by

α0;k = ∂E
[
m(V )|V1� � � � � VK−1�H0(V )

]
∂Vk/∂E[

m(V )|V1� � � � � VK−1�H0(V )
]

∂V1
for k= 2� � � � �K − 1�

evaluated at any value of V that makes the derivative in the denominator of the above
expression nonzero.

3.2 Discrete regressors

Theorem 3.1 does not identify the coefficients of discrete regressors, but it can identify
the coefficients of the continuous regressors when both continuous and discrete regres-
sors are present. Given both continuous and discrete regressors, Theorem 3.2 below can
be combined with Theorem 3.1 to identify the coefficients of the remaining discrete re-
gressors or of other regressors that satisfy the alternative regularity conditions provided
in Assumptions 3 and 4. If all regressors satisfy these alternative regularity conditions,
then Theorem 3.2 alone can be used for identification with both types of regressors.
Assumption 4 imposes support restrictions and local invertibility of F0, instead of the
differentiability and inequality constraints in Assumption 2.

Assumption 3. Let M(V �Z) = F0[V �α0 + Z�δ0�H0(V �Z)]. Assume H0(V �Z) and
M(V �Z) are identified. Assume Z is a J × 1 vector and that α0 is identified.

If V is a scalar, then α0 is identified by the free (up to sign) normalization α0;1 = 1
as before. Alternatively, if V is a vector, then α0 is identified by Theorem 3.1 as long as
Assumptions 1 and 2 hold with m(V ) =M(V �0) and H0(V ) =H0(V �0). Having V be a
vector instead of a scalar makes the support requirements in Assumption 4 below less
restrictive. These support conditions are particularly mild when Z consists only of dis-
crete regressors, which would then require V to contain all the continuous covariates in
the model.

Assumption 4. Assume the J×1 vector of 0s is in the support ofZ. Let z̃j denote the J×1
vector that has element j equal to zj and all other elements equal to 0. Assume for some
zj �= 0 in the support of Zj that there exists v(zj) in the support of V such that v(zj)�α0 +
zjγj is in the support of V �α0 and H0(v(zj)� zj) is in the support of H0(V �0). Assume
F0[r� H̃] is invertible on its first element at the point r = v(zj)�α0 +zjγj , H̃ =H0(v(zj)� zj).

A sufficient condition for Assumption 4 to hold is if V �α0 andH0(V �0) have support
on the entire real line and if F0 is strictly monotonic in its first element. Alternatively, if
Z is discrete, then only a limited range of values of V �α0 and H0(V �0) is required; for
example, if there is a v such that v�α0 can take on the value −zjγj , then letting v(zj)
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equal that v makes v(zj)�α0 + zjγj lie in the support of V �α0, and a similar analysis
applies toH0.

Theorem 3.2. If Assumptions 3 and 4 hold for j = 1� � � � � J, then α0, δ0, and F0 at all
points on the support of V �α0 +Z�δ0 andH0(V �Z) are identified.

4. Examples of model identification

We now illustrate the identification results of Theorems 3.1 and 3.2 by applying them to
two examples: a double hurdle model and a binary choice control function model with
an endogenous regressor.

4.1 A semiparametric double hurdle model

Suppose a latent binary variableY ∗ satisfies the standard fixed (at zero) censored regres-
sion model Y ∗ = (X�β0 − e)I(X�β0 − e≥ 0)= max(0�X�β0 − e) with e independent of
X and the distribution function of e, Fe, possibly unknown. Suppose we only observeY ∗
for some subset of the population, indexed by a binary variable D, that is, we only ob-
serve Y = Y ∗D. This is a sample selection model with a censored regression outcome.
For example, Y ∗ could indicate the quantity of a good an individual might want to pur-
chase,D indicates whether the good is available for purchase where the individual lives,
andY indicates the quantity of the good the individual purchases, which is nonzero only
when bothX�β0 − e > 0 andD= 1.

We apply our previous results to identify this censored regression with selection
model without exclusion assumptions. We also do not assume selection on observables,
so that D and Y ∗ remain correlated even after conditioning on observables X , as in
various Heckman-type selection models. The practitioner is assumed to know relatively
little about selection D other than that it is binary, so we assume D is given by a non-
parametric threshold crossing model D = I[H0(X)− u ≥ 0], where u ⊥X and both the
function H0(X) and the distribution of u are unknown. Based on Matzkin (1992), we
may without loss of generality assume H0(X) = E[D|X] and u has a uniform distribu-
tion, since then Pr(D= 1|X)= Pr[u≤H0(X)] =H0(X).

We then have the model

D= I
[
H0(X)− u≥ 0

]
� (4.1)

Y = max
(
0�X�β0 − e)D� (4.2)

The latent error terms e and u are not independent of each other, so the model does
not have selection on observables. When H0 and the joint distribution of e and u are
parameterized, Cragg (1971) and later authors call this a double hurdle model, because
two hurdles must be crossed, H0(X) ≥ u and X�β0 ≥ e, before a positive quantity of Y
can be observed. We therefore call equations (4.1) and (4.2) the semiparametric double
hurdle model.
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Let Fe�u(e�u) denote the unknown joint distribution function of (e�u)�, and define
the functionsM and F̃0 by

M(X) := E[Y |X]
=

∫
support (e�u)

max
(
0�X�β0 − e)I(H0(X)− u≥ 0

)
dFe�u(e�u)

=: F̃0
[
X�β0�H0(X)

]
�

We now give one set of conditions that suffice to identify this model based on Theo-
rem 3.2. Define the function F0 by F0[V +Z�δ0�H0(V �Z)] = F̃0[X�β0�H0(X)], where V
is the first element of X , Z is the vector of remaining elements of X , and δ0 is the cor-
responding vector of elements of β0 scaled by the first element of β0. This construction
is made without loss of generality because it just absorbs a scale normalization of the
function X�β0 into F0. Note that in this construction, V is a scalar, and so is a special
case of the more general framework given in the previous theorems.

Assumption 5. Assume equations (4.1) and (4.2) hold, and that (e�u)� are continu-
ously distributed with unknown joint distribution function Fe�u(e�u) and are indepen-
dent of X . Assume V is continuously distributed with support R, conditional on Z. As-
sume the J × 1 vector of 0s is in the support of Z. Let z̃j denote the J × 1 vector that has
element j equal to zj and all other elements equal to 0. For j = 1� � � � � J, assume for some
zj �= 0 in the support of Zj that there exists a v(zj) such thatH0(v(zj)� zj) is in the support
ofH0(V �0).

Corollary 4.1. Let Assumption 5 hold. Then δ0, and the functions F0 and H0 are iden-
tified.

Note that Corollary 4.1 identifies δ0, and so only identifies the original β0 up to a
scale normalization. If desired, the scaling factor (corresponding to the coefficient of V )
could be identified in a variety of ways; for example, if the probability thatD= 1 goes to
1 as V goes to infinity, then the scaling factor will equal limv→∞E[∂M(v�Z)/∂v].

Based on our theorems, Assumption 5 is stronger than necessary for Corollary 4.1.
For example, the corollary bases identification on Theorem 3.2 but not Theorem 3.1, and
assumes infinite support for V , which simplifies for Theorem 3.2 but is not required.
We provide this particular corollary as one example of easy to interpret conditions that
suffice for identification without exclusion or parametric functional form restrictions
(beyond linearity of one index). Note also that many of these conditions are testable; for
example, we can estimate H0(V �Z)= E[D|V �Z], and then check whether a given v(zj)
yields an estimateH0(v(zj)� zj) that equals the estimate ofH0(v�0) for some value of v.

4.2 Binary choice with an endogenous regressor control function without instruments

Suppose we have a threshold crossing binary choice model

Y = I
(
X�

1 α0 +Xeγ0 − e≥ 0
)
� (4.3)
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whereXe is an endogenous regressor with

Xe = g0(X1)+ u� (4.4)

where e and u are unobserved possibly correlated error terms. In our empirical applica-
tion, Y will indicate whether an individual moves (migrates) from one state to another
in the United States, and Xe will be logged income. People often move to find better
jobs, and unobservables that affect the willingness to relocate are likely to be related to
unobservables affecting income, so Xe will generally be an endogenous regressor.

We assume we have the semiparametric model of equation (4.3) for migration Y

(semiparametric because the distribution of e is both unknown and correlated withXe),
but the model for our endogenous regressorXe is nonparametric. One could argue that
much is known about the determinants of income, so perhaps the model for Xe could
be parameterized as well, but we wish to consider the case where covariates X1 that
focus on migration have been collected, and just nonparametrically define g0(X1) :=
E[Xe|X1]. It then follows that E[u|X1] = 0. We assume endogeneity ofXe in the Y equa-
tion takes the “control function” form e|X1�u ∼ e|u. Define X�β0 :=X�

1 α0 +Xeγ0 and
H0(X) :=Xe−g0(X1). Let V be the first element of the vectorX1, and letZ be the vector
consisting of the remaining elements of X1 and Xe (as in the previous subsection, here
we simplify application of our theorems to the case where V is a scalar). Then, assuming
the first element of α0 is positive, we may without loss of generality scale all the coeffi-
cients and scale e to set the first element of α0 equal to 1 (α0;1 = 1), and thereby rewrite
equation (4.3) as

Y = I
(
X�β0 − e≥ 0

) = I
(
V +Z�δ0 − e≥ 0

)
� (4.5)

where β0 = (1� δ�
0 )

�. Exploiting the condition e|X1�u ∼ e|u and u =H0(X), define the
functionsM and F0 by

M(X) := E[Y |X]
= E

[
E

[
I
(
X�β0 − e≥ 0

)|X�u]∣∣X]
= E

[
E

[
I
(
X�β0 − e≥ 0

)|X�β0�H0(X)
]∣∣X] =: F0

[
X�β0�H0(X)

]
�

Assumption 6. Equations (4.4) and (4.5) hold with g0(X1) := E[Xe|X1] and e|X1�u ∼
e|u. Also V is continuously distributed conditional on Z.

Corollary 4.2. Let Assumptions 4 and 6 hold for j = 1� � � � � J. Then β0, and the func-
tions F0 andH0 are identified.

In our empirical implementation of this model we will have some discrete regres-
sors, and a continuous exogenous regressor—an individual’s age—that we take to be the
regressor V . We use the more general support restrictions of Assumption 4 in Corol-
lary 4.2 rather than the simpler conditions of Corollary 4.1, because age does not have
full real line support, though it is continuous over an interval, which facilitates satisfy-
ing the support restrictions in Assumption 4. We have evidence that the other required
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restrictions will similarly hold. In particular, among working age individuals migration
probabilities decrease steadily with age (since the gains in lifetime expected earnings
from migrating to a better paying job decrease linearly with age). Also, empirically in-
come is highly nonlinear in age, providing the required nonlinearity inH0(X). To satisfy
the remaining conditions, we have thatF0 is monotonic in its first element since it equals
a conditional distribution function, and migration probabilities vary greatly with age as
required by the support assumptions.

5. Two-step semiparametric least squares estimation

Assume E[Y |X] = F0[X�β0�H0(X)], and define R(β�X) := E[Y |X�β�H0(X)] for β in
the parameter space Θ ⊂ R

d . The identification results above provide sufficient condi-
tions for R(β0�X) �=R(β�X) for all β ∈Θ, β �= β0 (i.e., E[Y |X] �=R(β�X) for all β �= β0).
In turn, this implies by standard least-squares arguments that β0 = arg minβ∈ΘE[(Y −
R(β�X))2], that is, the nonlinear least-squares criteria uniquely identify the parame-
ter β0. In this section, we propose an estimator for β0 based on a sample analog of this
minimization, in which the functions F0 and H0 that comprise R are estimated using
kernel regressions. We describe this estimator in detail for the binary choice model with
an endogenous regressor without instruments. Identification in the binary choice model
follows under Assumptions 4 and 6, by Corollary 4.2 above. Although we focus on this
binary choice model here, the same estimation approach can be applied to the more
general model described in equation (1.1). The only difference for other applications is
the form of the plug-in estimator forH0(X).

To derive the asymptotic properties of our estimator we apply generic limiting dis-
tribution results in Escanciano, Jacho-Chávez, and Lewbel (2014). One of the example
applications in that paper applies to a similar binary choice model; however, the esti-
mator we propose here differs substantially from the one proposed there, and has a dif-
ferent limiting distribution with different asymptotic properties. For example, the semi-
parametric least-squares estimator we propose here has an oracle property regarding
estimation of the function F0 that is not possessed by the semiparametric maximum
likelihood based estimator proposed in Escanciano, Jacho-Chávez, and Lewbel (2014).
This oracle property follows from Remark 3.1 in Escanciano, Jacho-Chávez, and Lew-
bel (2014, p. 430), and the fact that the gradient of F0 has zero conditional mean as in
Ichimura (1993). Therefore, the proposed estimator can be interpreted as a generaliza-
tion of Ichimura (1993) that allows for additional generated conditional covariates while
preserving the oracle property, and as such is applicable to a wider range of problems
beyond those with dichotomous responses.

Recall that E[Y |X] = E[Y |w(X�β0� g0(X1))] almost surely (a.s.), where w(X�β0�

g0(X1)) := [X�β0�X
e − g0(X1)]�, X := [X�

1 �X
e]� may contain both continuous and

discrete regressors, β0 := [α�
0 �γ0]� (recall that we impose the normalization restriction

α0;1 = 1), and with some abuse of notation we denote the remainder parameters byβ0 in
what follows. Similarly, we let g0(x1)=E[Xe|X1 = x1], whereXe is a scalar random vari-
able andX1 ⊂X . We assume that a random sample {Yi�X�

1i�X
e
i }ni=1 is observed from the

joint distribution of (Y�X�
1 �X

e)� taking values in XY ×XX1 ×XXe ∈R
d+2. For any can-
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didate value of β and conditional mean function g, let W (β�g) := [X�β�Xe − g(X1)]�,
Wi(β�g) := [X�

i β�X
e
i − g(X1i)]�,W0 :=W (β0� g0), andW0i :=Wi(β0� g0), and set

F(w|β�g) := E[
Y |W (β�g)=w]

� w ∈R
2�

The regression function F(w|β�g) can be consistently estimated by the nonparametric
Nadaraya–Watson kernel estimator

F̂(w|β�g) := T̂ (w|β�g)/f̂ (w|β�g)� where

T̂ (w|β�g) := 1
n

n∑
j=1

YjKĥn
(
Wj(β�g)−w)

�

f̂ (w|β�g) := 1
n

n∑
j=1

Kĥn
(
Wj(β�g)−w)

�

Kh(w)= kh(w1)kh(w2), w = (w1�w2), kh(u)= h−1k(u/h), k(·) is a kernel function, and
ĥn denotes a possibly data-dependent bandwidth parameter; see Assumptions B.4 and
B.5 in Appendix B. Our two-step semiparametric least-squares estimator (SLS) is

β̂ := arg min
β∈Θ

Sn(β� ĝ)≡ 1
n

n∑
i=1

[
Yi − F̂

(
Wi(β� ĝ)|β� ĝ

)]2
âi� (5.1)

where ĝ represents the first-stage Nadaraya–Watson estimator of g0 satisfying Assump-
tion B.9 in Appendix B, and âi := I(f̂ ∗

i ≥ τn), with f̂ ∗
i ≡ f̂ (Wi(β̂∗� ĝ)|β̂∗� ĝ) for i= 1� � � � � n,

is a trimming function introduced here to keep f̂ (Wi(β� ĝ)|β� ĝ) away from 0, with τn →
0, as n → ∞ at a suitable rate. The preliminary consistent estimator, β̂∗, of β0 can be
obtained by semiparametric M estimation with fixed trimming, that is, âi := I(Xi ∈A)
for a compact setA⊂ XX ; see, for example, Delecroix, Hristache, and Patilea (2006).

Notice that the estimator defined by (5.1) is like Ichimura’s (1993) estimator after
plugging in ĝ, and is also considered in Ichimura and Lee (2010), except that here g0 is
not assumed to have an index structure, and we are allowing for a random trimming
function and a possibly data-dependent bandwidth. We establish the asymptotic prop-
erties of (5.1) by repeated applications of Escanciano, Jacho-Chávez, and Lewbel’s (2014)
uniform-in-bandwidth result.

After defining

Ψi :=
[
Yi − F0(W0i|W0)

]
∂βF0(W0i|W0)

− [
Xe
i − g0(X1i)

]
E

[
∂gF0(W0i)∂βF0(W0i|W0)

∣∣X1i
]
�

with ∂gF0(W0i) := ∂F0(w(Xi�β0� g)|W0)/∂g|g=g0i , the following theorem establishes the
consistency and asymptotic normality of the proposed estimator.

Theorem 5.1. Let Assumptions 4 and 6, and Assumptions B.1–B.10 in B hold. Then β̂ is
consistent and asymptotically normal

√
n(β̂−β0)−→d N

(
0�Δ−1

0 Ω0Δ
−1
0

)
�

whereΩ0 := E[ΨiΨ�
i ] and Δ0 := E[∂βF0(W0i|W0)∂

�
βF0(W0i|W0)].
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The asymptotic variance of β̂ in this theorem can be readily estimated by the analog
principle or by bootstrap methods. Estimation of g0 has an impact in the asymptotic
variance of β̂ through the term [Xe

i −g0(X1i)]×E[∂gF0(W0i)∂βF0(W0i|W0)|X1i]; however,
the estimator of β̂ has an oracle property with respect to F0, as its asymptotic properties
are not affected by the lack of knowledge of F0. Ichimura and Lee (2010) show this oracle
property for the special case where the first-stage estimate g0 has an index structure (and
assumed identification by exclusion assumptions), while our results show this oracle
property holds more generally for g0 estimated nonparametrically, and under our more
general conditions regarding trimming and bandwidth selection.

6. Numerical results

In this section we discuss the numerical implementation of our estimator (5.1) in the
context of a small Monte Carlo experiment and then an empirical implementation.

We make use of the np package by Hayfield and Racine (2008) in the statistical com-
puting environment R. In particular, under its general public license (GPL) we mod-
ify its estimating function called npindex(...,method="ichimura",...) to allow
the inclusion of a second conditioning variable when calculating Ichimura’s (1993) es-
timator and user-specified weights. We use the options optim.method="BFGS" and
optim.method="Nelder-Mead" in each of the 20 times (option nmulti=20) we ran-
domly restarted the optimization algorithm to avoid finding local minima in both the
Monte Carlo and the empirical application, respectively. We find our numerical calcula-
tions to be stable using a simple second order Gaussian kernel. We estimate our band-
widths jointly with the unknown β0, that is,

(
β̂�� ĥ�) = arg min(

β��h�)�∈Θ×R
2+

1
n

n∑
i=1

[
Yi − F̂i

(
Wi(β� ĝ)|β� ĝ

)]2
âi� (6.1)

making use of the fact that our asymptotic theory permits data-dependent bandwidth
choice, and where F̂i denotes a leave-one-out version of F̂ . See also Marron (1994),
Härdle, Hall, and Ichimura (1993), and Rothe (2009) for related results regarding ker-
nel and bandwidth choice. Random starting values in each restart and trimming func-
tion, âi, follow the original implementation by the np package developers and maintain-
ers.

6.1 Monte Carlo experiments

We assess the performance of our identification strategy and our estimator with a
Monte Carlo simulation of a binary choice model with an endogenous regressor con-
trol function, where no outside instruments are available, as described in Section 4.2.
In particular, we generate 1000 samples of pseudo-random numbers, {Yi�X1i�X

e
i }ni=1,

with n ∈ {250�500�1000}, from (4.3)–(4.4), where X1 is univariate and has a centered
beta marginal distribution with shape parameters (2�2), g0(u) = 2φ(u), where φ rep-

http://cran.r-project.org/web/packages/np/index.html
http://www.r-project.org
http://cran.r-project.org/web/packages/np/index.html
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resents the probability density function of a standard normal random variable, and the
error terms, ε and u, were generated independently of X = [X1�X

e]� from marginal
normal distributions with var(ε) = 1, var(u) = 1/8, and correlation coefficient ρ =
{0�−1/2�−3/4}.

As required for identification, we set α0 = 1, and the parameter of interest becomes
β0 = [1�γ0]�, so γ0 is to be estimated, with its true value equal to 1. We calculated four
sets of estimators of our parameter of interest, γ0 = 1: Set 1, the standard probit; Set 2,
Ichimura’s (1993) estimator; Set 3, the infeasible semiparametric estimator that uses the
true g0; Set 4, the proposed (feasible) semiparametric least squares with g0 estimated by
the Nadaraya–Watson estimator with bandwidths chosen in each replication by least-
squares cross-validation. Results are presented in Table 1. They show the simulated me-
dian bias (Bias), standard deviation (Std. Dev.), root mean square error (RMSE), and the
mean absolute deviation (MAE). Both Set 1 and Set 2 are only consistent when ρ = 0,
because they are misspecified otherwise. They are useful as benchmarks to check if er-
rors in our estimator are smaller than errors due to (sometimes) misspecified existing
estimators. Notice that when ρ= 0, the probit model is correctly specified and the most
efficient. Model Set 3 provides an infeasible standard in all scenarios against which the
proposed estimator can be compared to measure the extent of the first-step impact on
the estimation precision of the proposed estimator, Set 4.

In all scenarios and sample sizes, estimators Sets 3 and 4 performs well in terms
of median bias and RMSE. The Monte Carlo variance of Set 4 is larger than in Set 3 as
expected by the asymptotic theory for small to medium sample sizes, but they become
comparable to Set 3 for n = 1000. The relatively small RMSE of estimators Sets 3 and 4,
and the rate at which it shrinks as the sample size grows, suggests that our identification
without instruments is not weak.

When ρ = 0, the simulated variance of the infeasible version of the proposed esti-
mator (Set 3) is slightly larger than in Set 2, indicating a loss of efficiency when trying
to control for nonexistent endogeneity in the model. When the endogeneity problem
is severe, that is, ρ = −3/4, both versions of the proposed estimator perform very well
in comparison to the standard probit and Ichimura’s (1993) estimators, which become
substantially biased.

6.2 Empirical application

As previously discussed, we now estimate a binary choice model for workers’ migration
decisions based on a sample of 22–69 year old male household heads who had com-
pleted education by the time of interview and who reported positive labor income dur-
ing 1989–1990. The sample is drawn from the 1990 wave of the Panel Study of Income
Dynamics (PSID). The top 1% highest earning individuals are dropped to reduce the
impact of outliers. Details regarding this data construction are in Dong (2010). Table 2
shows descriptive statistics of the resulting 4582 observations in the sample.

Let Y indicate if an individual moves (migrates, 1 or 0) from one state to another in
the United States in the years 1991–1993, and let Xe be the logarithm of their average
labor income in 1989 and 1990. Exogenous covariates X1 are State (number of states
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Table 1. Monte Carlo results.

ρ= 0 ρ= −1/2 ρ= −3/4

Est. Bias Std. Dev. RMSE MAE Bias Std. Dev. RMSE MAE Bias Std. Dev. RMSE MAE

n= 250
Set 1 0�033 0�154 0�161 0�119 0�014 0�114 0�118 0�087 −0�343 0�063 0�337 0�331
Set 2 −0�032 0�395 0�399 0�266 0�295 0�366 0�513 0�388 0�224 0�520 0�615 0�423
Set 3 −0�025 0�460 0�492 0�334 0�004 0�438 0�438 0�267 −0�003 0�481 0�514 0�317
Set 4 −0�015 0�476 0�502 0�344 0�004 0�501 0�501 0�294 −0�002 0�619 0�639 0�338

n= 500
Set 1 0�011 0�104 0�107 0�082 0�007 0�077 0�079 0�060 −0�333 0�040 0�332 0�329
Set 2 −0�022 0�234 0�234 0�169 0�365 0�273 0�484 0�405 0�123 0�277 0�321 0�230
Set 3 −0�008 0�348 0�420 0�267 0�000 0�315 0�333 0�173 −0�003 0�313 0�354 0�191
Set 4 −0�009 0�363 0�432 0�282 0�000 0�347 0�357 0�197 −0�003 0�322 0�354 0�200

n= 1000
Set 1 0�009 0�072 0�073 0�057 −0�064 0�045 0�077 0�067 −0�372 0�024 0�371 0�371
Set 2 −0�015 0�156 0�156 0�120 0�361 0�196 0�433 0�388 0�142 0�190 0�249 0�188
Set 3 −0�004 0�329 0�413 0�254 0�000 0�262 0�285 0�124 −0�001 0�282 0�319 0�152
Set 4 −0�005 0�328 0�412 0�256 0�000 0�264 0�282 0�125 −0�001 0�287 0�323 0�159

Note: This table displays Monte Carlo median bias (Bias), standard deviation (Std. Dev.), root mean squared error (RMSE), and mean absolute error (MAE) of the standard probit (Set 1),
Ichimura’s (1993) estimator (Set 2), the infeasible two-step SLS (Set 3), and the feasible two-step SLS (Set 4).
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Table 2. Descriptive statistics.

Name Description Mean Std. Dev. 25% Q. Median 75% Q. Min. Max.

Y Dummy variable of whether an individual 0�174 0�379 0 0 0 0 1
changes state of residence during 1991–1993 or not

Edu Dummy variable of whether an individual 0�418 0�493 0 0 1 0 1
has a college education or not

State The number of U.S. states individual ever lived in 2�18 1�478 1 2 3 1 8
Size Family size 3�28 1�584 2 3 4 1 17
Age Age in years 38�444 10�816 30 36 44 22 69
log(Income) Natural logarithm of average annual labor income 10�012 0�931 9�651 10�178 10�601 4�068 11�68

Note: The sample consists of 4582 observations from the 1990 wave of the Panel Study of Income Dynamics (PSID). The sample consists of male household heads who are not students
and reported positive labor income between 1989 and 1990.



Quantitative Economics 7 (2016) Semiparametric two-step models 577

ever lived in, 1–8), Edu (dummy indicating college or above education, 1 or 0), Size (log-
arithm of family size, 1–17), and Age (22–69). Theoretical models of migration decisions
as a function of observed labor income are based on variants of the binary Roy model.
See, for example, Heckman and Honoré (1990). We adopt the simple specification given
by Dong (2010) where the model is Y = I(X�β0 − e ≥ 0) = I(X�

1 α0 + Xeγ0 − e ≥ 0),
where the endogenous regressor Xe has Xe = g0(X1)+ u, and e and u are unobserved
error terms, correlated with each other but independent of X1. Then as shown earlier,
E[Y |X] = F0[w(X�β0� g0)], where w(X�β0� g0) := [X�β0�X

e − g0(X1)]�.
Note that by construction E(u|X1)= 0, so u is mean independent ofX1. This means

that u is not unobserved ability; rather, it is unobserved ability after conditioning on ed-
ucation level as well as other covariates. The standard control function assumption re-
garding u is therefore that this mean independence extends to full independence ofX1.
We include Edu in the list of covariatesX1 since it is relevant for wages and hence for the
migration decision, and is predetermined at the time of the migration decision.

If we had an exclusion, that is, a covariate that affectedY but notXe, then this model
would be identified by, for example, Blundell and Powell (2004). However, it is not plau-
sible in this application that any of the observed determinants ofY would not also affect
Xe, since the utility from migrating depends at least in part on potential changes in la-
bor income. We therefore assume identification without exclusion assumptions based
on Theorem 3.2 (or more specifically, based on Corollary 4.2). We take Age to be the con-
tinuous regressor V . This requires that the latent variable driving the probability that Y
equals 1 be linear in age (which as noted earlier is supported by the human capital the-
ory of migration) and that this probability varies over a reasonably wide range with age.
The nonlinearity of Xe − g0(X1)=:H0(X) required for identification will hold if g0(X1)

is nonlinear in age.
Figure 1 shows Nadaraya–Watson kernel regression estimates of E[Y |Age] and

E[log(Income)|Age] with bandwidths chosen by least-squares cross-validation and 95%
pointwise confidence intervals based on 399 bootstrapped replications. This figure pro-
vides empirical evidence supporting our preceding identifying assumptions. For exam-
ple, E[Y |Age] takes on a reasonably wide range of values, considering that the expected
probability that a randomly chosen individual migrates in a 3 year period would not gen-
erally be high. Also the estimated migration probability is close to linear and certainly
plausibly monotonic in age, while log(Income) is highly nonlinear and nonmonotonic
in age. Similar results are reported in Dong (2010), who estimates a restricted version of a
model similar to ours with more parametric restrictions, but still exploiting nonlinearity
in E[log(Income)|Age] to aid in identification.

We estimate the model three ways: estimator I uses a probit that ignores endogeneity
of labor income and assumes e is normal, estimator II is Ichimura’s (1993), which ignores
endogeneity but does not assume a parameterized distribution for e, and estimator III
is our proposed two-step SLS. The coefficient of State is normalized to 1 in all specifi-
cations for comparison purposes. This is a free normalization. We also report marginal
effects. Bandwidths in II and III were estimated jointly with the unknown β0 coefficients
to minimize least squares, and then used throughout to calculate related quantities such
as asymptotic standard errors and marginal effects.
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Figure 1. Nonparametric age effects on labor income and migration probabilities. Note:
Nadaraya–Watson estimates of E[Y |Age] (solid gray line) and E[log(Income)|k] (solid black line)
with bandwidths chosen by least-squares cross-validation and 95% pointwise confidence inter-
vals based on 399 bootstrapped replications (dotted lines).

For our proposed estimator, estimator III, in the first stage we nonparametrically
regress the endogenous covariate log(Income) on State, Edu, Size, and Age using gen-
eralized kernels as suggested in Racine and Li (2004) to handle the combination of dis-
crete and continuous regressors, with smoothing parameters chosen by least-squares
cross-validation. The resulting data-dependent bandwidths are 1 for State, 0�0442 for
Edu, 0�1348 for Size, and 2�1121 for Age. We then estimate β in the second step as in (6.1),
whereXe

i − ĝ(X1i) equals the residuals from the first-step nonparametric regression. Ta-
ble 3 shows the resulting estimates β̂. Define ∂w1F0(W0i) := ∂F0(w1�w2|W0)/∂w1|w1=X�

i β0
.

Table 3 also reports ∂w1 F̂ evaluated at the sample mean of the estimated index in II, and
the sample mean of the estimated indexes corresponding to III. Marginal effects for all
models are shown in Table 4. The marginal effects, marked with an asterisk (*), were
obtained by multiplying the reported ∂w1 F̂ in Table 3 by their corresponding estimated
coefficient. Using results in Sperlich (2009), the asymptotic standard errors for models II
and III are approximated as the square root of v̂ar(∂w1 F̂)β̂

2
j + ∂w1 F̂

2v̂ar(β̂j). For discrete
covariates Edu and Size, Table 4 also reports for each t − s the corresponding change,
F̂t − F̂s , where F̂l represents the value of F̂ evaluated at the implied index where a par-
ticular discrete variable is set equal to l while keeping the remaining part of the index
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Table 3. Migration binary choice model estimation results.

Variable Estimator I Estimator II Estimator III

Edu −0�2535 (0�5802) −0�037 (0�0145) 1�5257 (0�2924)
Size 0�1397 (0�1737) −0�0042 (0�0076) 0�5309 (0�1471)
Age −0�1897 (0�0403) −0�0084 (0�0009) −0�3138 (0�0191)
log(Income) −1�5803 (0�4089) −0�1408 (0�0044) −2�6427 (0�0892)
Const. 8�7084 (3�5356)
σ2 12�334 (2�2075)
Bandwidths 0�0731 (0�9325�1�4135)
Obj. func. −2063�0 0�1399 0�1398
∂∂w1 F̂

0�2510 (0�0622) 0�4378 (0�1912) 0�0216 (0�0056)

Note: Results for probit (Estimator I), Ichimura’s (1993) estimator (Estimator II), and the feasible two-step SLS (Estima-
tor III). The coefficient of state was normalized to 1 for all estimators. Asymptotic standard errors are given in parentheses.
Nonparametric residuals in the first step were obtained using the generalized kernel estimator of Racine and Li (2004) with
bandwidth chosen by least-squares cross-validation.

Table 4. Estimated marginal effects.

Variable Estimator I Estimator II Estimator III

Edu∗ −0�0052 (0�0119) −0�0162 (0�0095) 0�0329 (0�0106)
0–1 −0�0052 (0�0119) −0�0166 (0�0296) 0�0355 (0�0114)

Size∗ 0�0028 (0�0035) −0�0018 (0�0034) 0�0115 (0�0044)
1–2 0�0028 (0�0033) −0�0017 (0�0305) 0�0036 (0�0110)
2–3 0�0028 (0�0034) −0�0018 (0�0301) 0�0081 (0�0109)
3–4 0�0028 (0�0035) −0�0018 (0�0296) 0�0124 (0�0112)

Age∗ −0�0039 (0�0005) −0�0037 (0�0017) −0�0067 (0�0018)
log(Income)∗ −0�0322 (0�0060) −0�0617 (0�0270) −0�057 (0�0149)

Note: The asterisk (*) denotes that marginal effects for variable j are calculated as ∂w1 F̂ × β̂j . All other marginal effects are

calculated as increments in F̂ from changing the value of the discrete covariate from t to t + 1 while keeping the remaining
parts of the index at their respective sample mean. Asymptotic standard errors are given in parentheses.

equal to its sample mean. Results in Schuster (1972) also allow us to approximate their
standard errors as the square root of v̂ar(F̂t)+ v̂ar(F̂s).

Although β0 has the same normalization in all the estimators, estimated marginal
effects were still generally closer across specifications than estimates of β0, suggesting
that small sample biases in estimatingβ0 and F0 may be offsetting to some extent. More-
over, marginal effects are more directly economically interpretable as the impacts of re-
gressors on the probability of migrating. We therefore focus on summarizing marginal
effects.

In all the estimates, age has a negative impact on the probability of moving as ex-
pected by theory; however, the effect of age is more than 50% larger in our estimators
that take endogeneity of income into account, which suggests the importance of con-
trolling for endogeneity. The endogenous regressor log income has a negative effect in
all the specifications, consistent with higher wage individuals having less income in-
centive to move. It is not clear how education should affect migration probabilities, and
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the estimates of this effect vary inconclusively across models. The effects of family size
were not statistically significant, but our estimates controlling for income endogeneity
suggest that larger families are more likely to move.

7. Conclusions

The new identification and estimation results in this paper are applicable to a wide va-
riety of common econometric models, including latent index models with an endoge-
nous regressor and nonlinear models with sample selection. The estimator we propose
for this class of models allows for data-driven bandwidths, which we exploit by selecting
bandwidths that minimize the same objective function that is used to estimate model
parameters. This numerically effective procedure performs well in our Monte Carlo ex-
periments and in an empirical application to a migration decision model.

Regarding identification, we show that identification based on functional form,
without exclusion restrictions or instruments, extends to a semiparametric setting
where error distributions are unknown, first-stage regression functions are unknown,
and the only parameterization is that one index in the model is linear. The somewhat
surprising result, based on our theorems, simulations, and empirical results, is that pa-
rameters can be strongly identified and accurately estimated in this setting. While iden-
tification based on valid (and ideally randomized) instruments is of course preferable, it
is important to know the extent to which reasonably precise identification and inference
results can be obtained without instruments.

Appendix A: Proofs of main results

Proof of Theorem 3.1. Dropping V for now for clarity, define ∂rF0 := ∂F0(r�H)/∂r and
∂HF0 := ∂F0(r�H)/∂H. Equatingm with F0 and taking derivatives shows that

∂Vkm= ∂rF0α0;k + ∂HF0 ∂VkH� (A.1)

Since α0;1 = 1 we have for each k= 2� � � � �K,(
∂V1m

∂Vkm

)
=

(
1 ∂V1H

α0;k ∂VkH

)(
∂rF0

∂HF0

)
�

By Assumption 2, ∂Vkg �= ∂V1Hα0;k so the matrix in the above equation is nonsingular.
Inverting to solve for ∂rF0 and ∂HF0 gives

∂rF0 = ∂VkH∂V1m− ∂V1H∂Vkm

∂VkH − ∂V1Hα0;k
�

∂HF0 = ∂Vkm− ∂V1mα0;k
∂VkH − ∂V1Hα0;k

�

Equating the above expression for ∂rF0 based on coefficients indexed by kwith the same
expression evaluated at some other index i gives

∂VkH∂V1m− ∂V1H∂Vkm

∂VkH − ∂V1Hα0;k
= ∂ViH∂V1m− ∂V1H∂Vim

∂ViH − ∂V1Hα0;i
�
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so

(∂VkH∂V1m− ∂V1H∂Vkm)(∂ViH − ∂V1Hα0;i)

= (∂ViH∂V1m− ∂V1H∂Vim)(∂VkH − ∂V1Hα0;k)�

which simplifies to

(∂VkH∂Vim− ∂ViH∂Vkm)
(A.2)

= (∂VkH∂V1m− ∂V1H∂Vkm)α0;i − (∂ViH∂V1m− ∂V1H∂Vim)α0;k�

which is linear in α0;k and α0;i. The same equation is obtained if one equates the expres-
sion for ∂HF0 based on two indices k and i.

Recalling the dependence of the functions above on V , equation (A.2) evaluated at
V = v and at V = ṽ with i= j can be written as(

∂VkH(̃v)∂Vjm(̃v)− ∂VjH(̃v)∂Vkm(̃v)
∂VkH(v)∂Vjm(v)− ∂VjH(v)∂Vkm(v)

)
=Ψ

(
α0;j
α0;k

)
� (A.3)

where the matrix Ψ is given by

Ψ =
(
∂VkH(̃v)∂V1m(̃v)− ∂V1H(̃v)∂Vkm(̃v) ∂VjH(̃v)∂V1m(̃v)− ∂V1H(̃v)∂Vjm(̃v)
∂VkH(v)∂V1m(v)− ∂V1H(v)∂Vkm(v) ∂VjH(v)∂V1m(v)− ∂V1H(v)∂Vjm(v)

)
�

Using equation (A.1), each term in the matrix Ψ has the form

∂VkH∂V1m− ∂V1H∂Vkm

= ∂VkH(∂rF0α0;1 + ∂gF0∂V1H)− ∂V1H(∂rF0α0;k + ∂HF0∂VkH) (A.4)

= (∂VkH − α0;k∂V1H)∂rF0�

so

Ψ =
(
∂rF0

(̃
v′α�H(̃v)

)
0

0 ∂rF0
(
v′α�H(v)

))

×
(
∂VkH(̃v)− α0;k∂V1H(̃v) ∂VjH(̃v)− α0;j∂V1H(̃v)

∂VkH(v)− α0;k∂V1H(v) ∂VjH(v)− α0;j∂V1H(v)

)
�

Assumption 2 imposes sufficient conditions to ensure that the determinants of each of
the two matrices on the right above are nonzero, which shows that Ψ is nonsingular.

SinceΨ is nonsingular, equation (A.3) can be solved for α0;k and α0;j by inverting Ψ ,
thereby identifying α0;k and α0;j . Given identification of α0;k, we then may identify all
other coefficients α0;i by solving equation (A.2) (evaluated at V = v) for α0;i, which gives

α0;i =
(
∂VkH(v)∂Vim(v)− ∂ViH(v)∂Vkm(v)
+ [
∂ViH(v)∂V1m(v)−H1(v)∂Vim(v)

]
α0;k

)
/
(
∂VkH(v)∂V1m(v)− ∂V1H(v)∂Vkm(v)

)
�
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Note that the denominator in this expression is nonzero by Assumption 2 and equa-
tion (A.4). Finally, given identification of α0, the function F0 is identified by F0(V

�α0�

H(V ))=E[m(V )|V �α0�H(V )]. �

Proof of Theorem 3.2. The function F0 is identified on the support of V �α0,H0(V �0)
by F0(r�H) = E[M(V �0)|V �α0 = r�H0(V �0) = H]. Then for each j, δ0;j solves
M[v(zj)� z̃j] = F0[v(zj)�α0 + zjδ0;j�H0(v(zj)� zj)]. Invertibility of F0 on its first element
ensures that this solution is unique, and the support assumptions ensure that F0 is
identified at this point. Then, given this identification of each δ0;j , F0 is identified by
F0(V

�α0 +Z�δ0�H0(V �Z))=E[M(V �Z)|V �α0 +Z�δ0�H0(V �Z)]. �

Proof of Corollary 4.1. The functions M and H0 are identified by M(V �Z) =
E[Y |V �Z] and H0(V �Z) = E[D|V �Z]. Given these results and the construction of F0,
Assumption 1 holds with α0 = 1. By construction, differentiability of F0 follows from e

and u being jointly continuously distributed, and similarly by construction F0 is strictly
monotonic and hence invertible in V + Z�δ0. The remaining conditions of Assump-
tion 4 for j = 1� � � � � J hold by Assumption 5 with V having infinite support. Therefore
the conditions of Theorem 3.2 hold, so Corollary 4.1 holds. �

Proof of Corollary 4.2. The functions M and H0 are identified by M(V �Z) =
E[Y |V �Z] and H0(V �Z) :=Xe − E[Xe|X1]. Given these results and the construction of
F0, Assumption 1 holds with α0 = 1. Given Assumptions 1 and 4 we have Theorem 3.2
holding, so Corollary 4.2 holds. �

Proof of Theorem 5.1. To prove the consistency of β̂, we need to prove the uniform
convergence of Sn(β� ĝ) to S(β�g0)≡E[Sn(β�g0)], uniformly in β, where

Sn(β�g0)≡ 1
n

n∑
i=1

[
Yi − F0

(
Wi(β�g0)|β�g0

)]2
�

First, it follows from the triangle inequality that

sup
β∈Θ

∣∣Sn(β� ĝ)− S(β�g0)
∣∣

≤ sup
β∈Θ

∣∣Sn(β� ĝ)− Sn(β�g0)
∣∣ + sup

β∈Θ

∣∣Sn(β�g0)− S(β�g0)
∣∣�

Notice that

sup
β∈Θ

∣∣Sn(β� ĝ)− Sn(β�g0)
∣∣

≤ max
1≤i≤n

sup
β∈Θ;x∈X

∣∣[F̂(
Wi(β� ĝ)|β� ĝ

) − F0
(
Wi(β�g0)|β�g0

)]∣∣

× sup
β∈Θ;x∈X

∣∣∣∣∣ 1
n

n∑
i=1

âi
[
F̂

(
Wi(β� ĝ)|β� ĝ

) + F0
(
Wi(β�g0)|β�g0

) − 2Yi
]∣∣∣∣∣

+ sup
β∈Θ

∣∣∣∣∣ 1
n

n∑
i=1

[
Yi − F0

(
Wi(β�g0)|β�g0

)]2
(̂ai − 1)

∣∣∣∣∣�
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By the uniform-in-bandwidth results of Escanciano, Jacho-Chávez, and Lewbel (2014),
the simple inequality

I
(
f̂ ∗ < τn

) ≤ I
(
f (W0i|W0) < 2τn

) + I
(∣∣f̂ ∗ − f (W0i|W0

)∣∣> τn)�
and Assumptions B.7, B.9, and B.3, we obtain max1≤i≤n |̂ai − 1| = oP(1). From a uniform
law of large numbers (ULLN), it then follows that

sup
β∈Θ

∣∣∣∣∣ 1
n

n∑
i=1

[
Yi − F0

(
Wi(β�g0)|β�g0

)]2
(̂ai − 1)

∣∣∣∣∣ = oP(1)�

Now, by the uniform-in-bandwidth results of Escanciano, Jacho-Chávez, and Lewbel
(2014) and Assumption B.3,

max
1≤i≤n

sup
β∈Θ;x∈X

∣∣[F̂(
Wi(β� ĝ)|β� ĝ

) − F0
(
Wi(β�g0)|β�g0

)]∣∣ = oP(1)� (A.5)

Using the last equality and the ULLN we conclude that

sup
β∈Θ;x∈X

∣∣∣∣∣ 1
n

n∑
i=1

âi
[
F̂

(
Wi(β� ĝ)|β� ĝ(x)

) + F0
(
Wi(β�g0)|β�g0

) − 2Yi
]∣∣∣∣∣ =OP(1)�

The ULLN is justified since F0(Wi(β�g0)|β�g0) is continuous in β and uniformly
bounded under our assumptions. The same arguments imply that supβ∈Θ |Sn(β�g0) −
S(β�g0)| = oP(1).

We now show identification of the nonlinear least-squares criteria. By Corol-
lary 4.2, under Assumptions 4 and 6, it holds that if β0 �= β, then F0(Wi(β�g0)|β�g0) �=
F0(Wi(β0� g0)|β0� g0) with positive probability. Then, by E[Y |X] = F0(Wi(β0� g0)|β0� g0),
we have

S(β�g0) = S(β0� g0)+E[(
F0

(
Wi(β�g0)|β�g0

) − F0
(
Wi(β0� g0)|β0� g0

))2]
> S(β0� g0)�

Thus, the nonlinear least-squares criteria uniquely identify the parameter β0. Hence we
conclude by Theorem 2.1 in Newey and McFadden (1994, p. 2121) that β̂= β0 + oP(1).

We now prove the asymptotic normality of the proposed estimator by standard
methods coupled with the general result in Escanciano, Jacho-Chávez, and Lewbel
(2014). By the first order conditions,

0 ≡ −√
n∂βSn(β̂� ĝ)= 1√

n

n∑
i=1

[
Yi − F̂

(
Wi(β̂� ĝ)|β̂� ĝ(x)

)]
ψ̂(Xi� β̂)�

where ψ̂(Xi� β̂)= âi∂�
βF̂(Wi(β̂� ĝ)|β̂� ĝ). Now by a standard Taylor expansion,

−√
n∂βSn(β̂� ĝ) = 1√

n

n∑
i=1

[
Yi − F̂

(
Wi(β0� ĝ)|β0� ĝ(x)

)]
ψ̂(Xi� β̂)

+Hn(β̃� ĝ)
√
n(β̂−β0)�
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where β̃ is an intermediate point between β̂ and β0 and

Hn(β̃� ĝ)= 1
n

n∑
i=1

âi∂βF̂
(
Wi(β̃� ĝ)|β̃� ĝ

)
∂�
βF̂

(
Wi(β̂� ĝ)|β̂� ĝ

)
�

Note that

∂βF̂
(
Wi(β̂� ĝ)|β̂� ĝ

) =Xi∂w1F̂
(
Wi(β̂� ĝ)|β̂� ĝ

) + ∂β2F̂
(
Wi(β̂� ĝ)|β̂� ĝ

)
�

where ∂w1F̂ and ∂β2F̂ denote the derivatives of F̂(w1�w2|β�g) with respect to w1 and β,
respectively. From Escanciano, Jacho-Chávez, and Lewbel (2014) it then follows that∣∣∂βF̂(

Wi(β̂� ĝ)|β̂� ĝ
) − ∂�

βF0(Wi|β0� g0)
∣∣ = oP(1)�

Hence, applying Theorem 3.2 in Escanciano, Jacho-Chávez, and Lewbel (2014, p. 430)
with the classΦ= T ηF , and using the uniform consistency of ψ̂(Xi� β̂) we have

1√
n

n∑
i=1

[
Yi − F̂

(
Wi(ĝ)|̂g(x)

)]
ψ̂(Xi� β̂)

= 1√
n

n∑
i=1

[
Yi − F0(W0i|W0)

]
ψ⊥(Xi�β0)

− [
Xe
i − g0(X1i)

]
E

[
∂gF0(W0i)ψ

⊥(Xi�β0)|X1i
] + oP(1)�

where

ψ⊥(Xi�β0)= ∂�
βF0(W0i|W0)−E[

∂�
βF0(W0i|W0)

∣∣W0
]
�

Using Ichimura’s (1993) arguments one can show that

E
[
∂�
βF0(W0i|W0)

∣∣W0
] = 0�

On the other hand, by the uniform consistency of ∂βF̂(Wi(β̃� ĝ)|β̃� ĝ) it follows that

Hn(β̃� ĝ)→P Δ0 =E[
∂βF0(W0)∂

�
βF0(W0)

]
�

Hence, we conclude that

√
n(β̂−β0)

= −Δ−1
0

1√
n

n∑
i=1

[
Yi − F0(W0i|W0)

]
∂βF0(W0i|W0)

− [
Xe
i − g0(X1i)

]
E

[
∂gF0(W0i)∂βF0(W0i|W0)

∣∣X1i
] + oP(1)�

The result then follows from an application of the Lindeberg–Lévy central limit theorem
(CLT). �
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Appendix B: Asymptotic theory—Conditions

Define for any vector (a1� � � � � ad) of d integers the differential operator ∂ax := ∂|a|/
∂x
a1
1 � � � ∂x

ad
d , where |a| := ∑d

i=1 ai. Let XX be the support of X and let XX1 be the sup-
port ofX1. Assume that XX1 is a convex, bounded subset of Rd , with nonempty interior.
For any smooth function h : XX1 ⊂ R

d → R and some η > 0, let η be the largest integer
smaller than η and

‖h‖∞�η := max|a|≤η sup
x∈X

∣∣∂axh(x)∣∣ + max|a|=η sup
x1 �=x2

∣∣∂axh(x1)− ∂axh(x2)
∣∣

‖x1 − x2‖η−η �

Further, let CηM(XX1) be the set of all continuous functions h : XX1 ⊂ R
d → R with

‖h‖∞�η ≤M . Since the constant M is irrelevant for our results, we drop the dependence
onM and denote Cη(XX1). Define the sup-norm ‖h‖∞ := supx∈XX1

|h(x)|.
Let x := [x�

1 �x
e]�, fX(x|w�W ) be the density, with respect to a σ-finite measure

μW (·) of X conditional on W (β�g) = w and evaluated at x ∈ XX . Similarly, define
W0 :=W (β0� g0) andW0i :=Wi(β0� g0). Let G from R

d to R be the class of functions where
g belongs. Define the class of functions W as

W := {
x→ (

v1 + x�
2 β�x

e − g(x1)
) : β ∈Θ⊂ R

d+1�

g ∈ G ⊂Cηg(XX1)�‖g− g0‖∞ < δ
}

for an arbitrarily small δ > 0 and ηg > d. The following assumptions will be needed in
our subsequent analysis. Escanciano, Jacho-Chávez, and Lewbel (2014) provide suffi-
cient primitive conditions for some of our high-level assumptions in terms of the density
ofX and the class G.

Assumption B.1. The sample observations {Yi�X�
i }ni=1 are a sequence of indepen-

dent and identically distributed (i.i.d.) variables, distributed as (Y�X�) and satisfying
E[|Y |p|X = x]<∞ a.s. for some p> 2 and E[Y |X] = E[Y |W0] a.s.

Assumption B.2. The parameter spaceΘ is a compact subset of Rd and β0 is an element
of its interior. The class G ⊂ Cηg(XX1) for some ηg > d.

Assumption B.3. For all W ∈ W and x ∈ XX , f (w|W ), F0(w|W ), and fX(x|w�W ) are r-
times continuously differentiable in w, with uniformly (in w, W , and x) bounded deriva-
tives (including zero derivatives) where r is as in Assumption B.4 below.

Assumption B.4. The kernel function k(t) :R→ R is bounded, symmetric, continuously
differentiable, and satisfies the following conditions:

∫
k(t)dt = 1,

∫
tlk(t)dt = 0 for 0 <

l < r, and
∫ |trk(t)|dt <∞ for some r ≥ 2; |∂k(t)/∂t| ≤ C and for some v > 1, |∂k(t)/∂t| ≤

C|t|−v for |t|>L, 0<L<∞.

Assumption B.5. The possibly data-dependent bandwidth ĥn satisfies P(an ≤ ĥn ≤
bn)→ 1 as n→ ∞ for deterministic sequences of positive numbers an and bn such that
(i) bn → 0 and a4

nn/ logn→ ∞, and (ii) nb4r
n → 0.
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Conditions B.1–B.3 are standard in the literature. Assumptions B.3 and B.7 below
are needed for establishing uniform convergence rates for kernel estimators, and for a
uniform expansion of nonparametric residual-marked empirical processes. Note that by
consistency of ĝ we can take G to be contained in an arbitrary neighborhood of g0.

Assumption B.4 is standard in the literature of nonparametric kernel estimation,
while Assumption B.5 permits data-dependent bandwidths, as in Andrews (1995). In
particular, our theory allows for plug-in bandwidths of the form ĥn = ĉhn with ĉ stochas-
tic and hn a suitable deterministic sequence converging to 0 as n → ∞. Andrews
(1995) points out that this condition holds in many cases for other common data-
dependent bandwidth selection procedures, such as cross-validation and generalized
cross-validation. Obviously, our results also apply to deterministic sequences. In par-
ticular if ĥn is of the form ĥn = cn−δ for some constant c > 0, then Assumption B.5(ii)
requires that 1/2r < δ < 1/2, so r needs to be greater than 1.

We now introduce two classes of functions that will serve as parameter spaces for
the functions F(w(x�β�g)|β�g) and f (w(x�β�g)|β�g), respectively, where henceforth
w(x�β�g) := [x�β�xe−g(x1)]�. Let T η be a class of uniformly bounded and measurable
functions

{
x→ q

(
w(x�β�g)|β�g) : β ∈Θ�g ∈ G� q ∈ T

}
(B.1)

such that for a universal constant CL, all gj ∈ G, βj ∈Θ, j = 1�2, and all q ∈ T ,

∣∣q(w|β1� g1
) − q(w|β2� g2)

∣∣ ≤ CL
{|β1 −β2| + ‖g1 − g2‖∞

}
� (B.2)

Moreover, we assume that there exists a convex, bounded subset of R2, say CW , with
nonempty interior such that for each g ∈ G, β ∈ Θ, it holds that q(·|β�g) ∈ Cη(CW), for
some η> 1.

Define the rates pn := Pr(f (W0|W0)≤ 2τn), wn := ‖ĝ− g0‖∞,

dn :=
√√√√ loga−2

n ∨ log logn

na2
n

+ brn�

and qn := τ−1
n dn +wn. Use the short notation ∂βF̂i ≡ ∂βF̂(Wi(β̂� ĝ)|β̂� ĝ).

Assumption B.6. (i) We have F0 ∈ T ηF . (ii) For all i = 1� � � � � n, P(F̂ ∈ T ηF ) → 1 and
P(∂βF̂ ∈ T ηF )→ 1 for some ηF > 1.

Assumption B.7. We have that τn is a sequence of positive numbers satisfying τn → 0,
nτ−6
n d

4
n → 0, and n(τ−l

n q
l
n +p2

n)→ 0 for some l ≥ 2.

Assumption B.6 is a high-level condition and Escanciano, Jacho-Chávez, and Lewbel
(2014) provides sufficient low-level conditions for it to hold in various setups. Similarly,
Assumption B.7 is used to handle the random trimming as in Escanciano, Jacho-Chávez,
and Lewbel (2014).
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Assumption B.8. The function F0(w1�w2|W0) is twice continuously differentiable in w2
with bounded derivatives, for all w2.

Assumption B.9. (i) The regression g0 is estimated by a Nadaraya–Watson kernel es-
timator with a kernel function satisfying Assumption B.4 with r = ρ and a possibly
stochastic bandwidth ĥgn satisfying P(ln ≤ ĥgn ≤ un)→ 1 as n→ ∞ for deterministic se-

quences of positive numbers ln and un such that un → 0 and nldn/ logn→ ∞; nu2ρ
n → 0;

(ii) the function g0 and the density fX1(·) of X1 are ρ-times continuously differentiable
in x, with bounded derivatives. The density fX1(·) is bounded away from 0. Furthermore
g0 ∈ G ⊂ Cηg(XX1), P(ĝ ∈ G)→ 1 for some ηg > 2.

Assumption B.10. The matrix Δ0 := E[∂βF0(W0i|W0)∂
�
βF0(W0i|W0)] is positive definite.

Assumptions B.8 and B.9 are standard in the literature. Examples of random band-
widths that satisfy our assumptions are plug-in bandwidths of the form ĥgn = ĉhgn with
ĉ bounded in probability and hn a suitable deterministic sequence. Assumption B.9 has
been verified to hold under primitive regularity assumptions for the local polynomial
estimator in Neumeyer and Van Keilegom (2010) when all the X1’s are continuous. See
also Escanciano, Jacho-Chávez, and Lewbel (2014). Finally, Assumption B.10 is also stan-
dard and it ensures the nonsingularity of the asymptotic covariance matrix of the final
estimator.
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