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1 Einleitung

In diesem Beitrag behandein wir die Frage, wie fiir ein bestimmtes produkti-
onswirtschaftliches Planungsproblem ein Lisungsverfahren ausgewshlt wer-
den sollte, wenn mehrere alternative Verfahren zur Auswahl stehen. Opti-
male Losungen kénnen hiufig nicht berechnet werden, weil viele Planungs-
probleme sich als kombinatorische Optimierungsaufgaben formulieren las-
sen, von denen die meisten zur Klasse der NP—schweren Probleme zihlen
(vgl. [GaJoT9) zur Begrifflichkeit der Komplexitdtstheorie). Als Beispiele sei-
en hier die Probleme der Projektplanung [BILeRi83], der Maschinenbele-
gungsplanung [BIDoPe96], der FlieBbandabstimmung [DoScVo93] und der
Losgri8enplanung [F1LeRi80] genannt. Oft ist sogar lediglich das Finden ei-
ner zuldssigen Losung ein NP-vollstindiges Problem, so da8 es nicht iiber-
rascht, dafl die Entwickung von Heuristiken im Mittelpunkt des Forschungs-
interesses steht.

Nun liegt es im Wesen von Heuristiken, da8 verschiedene Verfahren im all-
gemeinen unterschiedliche Ergebnisse liefern. In der produktionswirtschaft-
lichen Literatur sind fiir ein und dasselbe Problem typischerweise mehrere
Losungsverfahren publiziert worden. Wesentliche Performancemafe, mit de-
ren Hilfe man die Eignung von Heuristiken vergleichen kann sind z.B.:

e Die Abweichung der Naherungslosung (bzw. deren Zielfunktionswert)
von der optimalen Lésung oder einer (unteren bzw. oberen) Schranke.

¢ Der Laufzeitbedarf zur Ermittlung einer Naherungslosung.

e Der Anzahl der Beispiele in einer Testumgebung, fiir die eine zuléssige
Losung gefunden wird.

Im folgenden soll die Moglichkeit der Anwendung des sogenannten fallba-
sierten SchlieBens (engl.: case-based reasoning, kurz: CBR) auf die Auswahl
von Methoden zur Losung betriebswirtschaftlicher Planungsprobleme aufge-
zeigt werden. In Abschnitt 2 wird zundchst der Bedarf fiir eine ,intelligente®
Auswahl von Planungsmethoden motiviert und das grundsitzliche Vorgehen
mittels CBR dargelegt. Abschnitt 3 belegt fiir das konkrete produktionswirt-
schaftliche Problem der Losgriéfenplanung die Relevanz einer ,,intelligenten®,
d.h. fallabhingigen Methodenselektion. In Abschnitt 4 wird schliellich ein
Fazit gezogen und auf einige Aspekte zur Realisierung Bezug genommen.



2 Motivation und Konzept zur
Methodenauswahl

In herkémmlichen entscheidungsunterstiitzenden Systemen ist in der Regel
ein einziges Verfahren zur Lsung bestimmter Planungsprobleme integriert.
So ist beispielsweise in traditionellen Systemen zur Produktionsplanung-
und —steuerung (PPS) jeweils ein Verfahren zur Realisierung des sogenann-
ten Manufacturing Resource Planning (MRP II) Konzepts implementiert
[DFGST94, Kim97a]. Dieses Verfahren sollte, wiirde man es einem syste-
matischen Rechentest unterziehen, bessere Ergebnisse als andere Verfahren,
die man stattdessen einbinden konnte, liefern.

Nehmen wir an, dafl der Hersteller einer solchen Software tatsdchlich meh-
rere alternative Verfahren getestet hat, und da er dasjenige mit dem besten
durchschnittlichen Ergebnis gewahit hat. Der Nachteil dieser (iiblichen) Vor-
gehensweise ist, daf ein Verfahren, obwohl es die besten durchschnittlichen
Ergebnisse aufweist, fiir ausgewahlte Beispiele in aller Regel von alternativen
Methoden dominiert wird. Im Extremfall, wenn drei oder mehr Verfahren zur
Auswahl stehen, konnte es sogar so sein, daBl die Methode mit dem besten
Duchschnittsergebnis fiir kein einziges Beispiel das beste Ergebnis liefert,
sondern stets von mindestens einem anderen Verfahren geschlagen wird.

Aus der Sicht des Softwareherstellers stellt die Auswahl einer Methode
ein Entscheidungsproblem dar, bei dem die Anzahl der Alternativen, d.h. die
Anzahl der zur Auswahl stehenden Verfahren, endlich ist. Die Anzahl der
moglichen Umweltzustinde, unter denen dieses Verfahren spiter eingesetzt
wird, d.h. die Variantenvielfalt der Probleminstanzen, charakterisiert durch
bestimmte Parameterausprigungen (im allgemeinen: einen Vektor von Pa-
rameterausprigungen), ist in aller Regel jedoch unendlich. Nehmen wir an,
daB sich die Menge der Parameterausprigungen in eine endliche Menge von
Parameterklassen so unterteilen 148t, daB es pro Klasse eine Methode gibt,
die den anderen Verfahren vorzuziehen ist.

Man beachte, da der Benutzer der Software und damit benutzerspezifi-
sche Planungsdaten zum Zeitpunkt der Programmentwicklung haufig nicht
bekannt sind. Und selbst wenn der spéitere Benutzer und sein aktuelles Pla-
nungsproblem bekannt sein sollten, so werden sich die Parameterausprigun-
gen seines Planungsproblems im Laufe der Nutzungsdauer der Software fort-
wihrend dndern. Die Parameterklasse auf der das implementierte Verfahren
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operiert, ist also a priori nicht bekannt. Die Auswahl einer Methode stellt sich
daher als Entscheidungsproblem unter Unsicherheit dar, fiir das die Entschei-
dungstheorie keine eindeutige Antwort liefert [EiWe93].

Als Ausweg aus dem Dilemma der Methodenauswahl schlagen wir vor,
den herkdmmlichen Ansatz, genau ein einziges Verfahren zur Losung eines
bestimmten Planungsproblems in ein Softwarepacket einzubetten, aufzuge-
ben. Stattdessen sollte eine Methoden—Datenbank vorgehalten werden, aus
der zur Laufzeit und in Abhingigkeit der konkreten Parameterkonstellati-
on der zu losenden Planungsaufgabe ein geeignetes Verfahren ausgewihlt
wird. Ein einzelner Datensatz in einer solchen Datenbank besteht im wesent-
lichen aus zwei Datenfeldern. Das Schiiisselfeld enthilt eine Parameterklasse,
die durch eine ,typische” Parameterkonstellation charakterisiert ist, und das
zweite Feld ordnet dieser Klasse eine geeignete Methode zu.

Zum Anlegen einer solchen Datenbak ist eine Rechenstudie durchzufiihren,
in der zunachst die Menge der moglichen Probleminstanzen in Parameterklas-
sen unterteilt wird. Als Eintrag fiir das Schliisselfeld zur Charakterisierung
einer Parameterklasse kann z.B. ein ,,mittlerer Parametervektor gewihlt
werden. Dann muS fiir jede Klasse eine Stichprobe von Beispielen generiert
werden, die mit verschiedenen Methoden gelost werden. In die Datenbank
wird schlieBlich fiir die jeweils betrachtete Parameterklasse diejenige Metho-
de aufgenommen, die das ,beste“ Ergebnis fiir die gewdhlte Stichprobe lie-
fert. Als Kriterium zur Identifikation der besten Methode kann auf Basis der
in Abschnitt 1 vorgeschlagenen PerformancemaSBe eine der folgenden Regeln
gewihlt werden, sofern ein einziges PerformancemaR als endscheidungsrele-
vant erachtet wird:

e Wihle diejenige Methode, die das beste durchschnittliche Ergebnis lie-
fert.

e Wihle digjenige Methode, deren schlechtestes Einzelergebnis, vergli-
chen mit den schlechtesten Ergebnissen der anderen Verfahren, das be-
ste Ergebnis ist.

Sind mehrere Performancemafe entscheidungsrelevant, so muf ein Verfahren

der mehrkriteriellen Entscheidungsfindung herangezogen werden [EiWe93].
Wihrend der Laufzeit muB entschieden werden, welcher Parameterklasse

eine konkrete Instanz zuzuordnen ist, um dann die anzuwendende Methode



aus der Datenbank auszuwihlen. In aller Regel wird die Parameterkonstella-
tion der konkreten Instanz jedoch nicht mit einem der Schliisselfelder in der
Datenbank iibereinstimmen, und so stellt sich das Problem der sinnvollen
Zuordnung.

Dieses Problem kann als Problem der Mustererkennung interpretiert wer-
den. Die Parameterausprigungen der konkreten Instanz stellen das zu er-
kennende Muster dar, und die Parameterkonstellationen in den Schliisselfel-
dern der Methoden—-Datenbank reprasentieren die bekannten Muster. Fiir das
Mustererkennungsproblem wurden verschiedene Methoden entwickelt. Man-
che dieser Ansitze stammen aus dem Bereich der Nachrichteniibertragung,
wo empfangene Nachrichten von den urspriinglichen Nachrichten aufgrund
von Verzerrungen abweichen [Bla83]. Hiufig bilden DistanzmaBe (z.B. die
Hamming Distanz), die die Abweichung unbekannter Muster von bekannten
Mustern messen, die Basis der Erkennung. So bestimmt die Hamming Di-
stanz die Anzahl der Positionen zweier Bitmuster, die nicht iibereinstimmen.
Ein unbekanntes Muster wird demjenigen bekannten Muster zugeordnet, das
die geringste Hamming Distanz zum unbekannten Muster aufweist. Andere
Ansitze zur Mustererkennung wurden insbesondere im Umfeld der Forschung
zur kiinstlichen Intelligenz entwickelt. So werden neuronale Netze zur Mu-
stererkennung z.B. in [CoKu89, Fuk88| prisentiert.

Aber auch das Konzept des fallbasierten SchlieBens [AaP194, A1Ba96], das
im Kontext entscheidungsunterstiitzender Systeme an Popularitit gewinnt,
kann als Mechanismus zur Auswahl von Methoden verwendet werden. Die
grundsitzliche Vorgehensweise entspricht dem oben beschriebenen: Eine Da-
tenbank ,bisheriger Fille” und eine Vorschrift zur Abbildung eines ,neuen
Falls“ auf einen ,alten“, um durch Anwendung des , Bisherigen“ Losungen
fiir ,Neues®” zu erhalten. In aller Regel wird diese Vorgehensweise um einen
Lernmechanismus erweitert, der nach Anwendung auf den ,neuen Fall*“ die
Datenbank aktualisiert. Im hier diskutierten Beispiel der Methodenauswahl
koénnten solche Lerneffekte bewirken, daB z.B. dann, wenn eine gemif Da-
tenbank priferierte Methode keine zuldssige Losung bestimmen kann, alle
anderen Verfahren , ausprobiert® werden. Finden eine oder mehrere der an-
deren Verfahren eine zuldssige Losung, so wird ein neuer Datenbankeintrag
fiir die betrachtete Instanz generiert und das Verfahren mit der besten zuléssi-
gen Losung dieser Instanz zugeordnet. Im Rahmen der Systemwartung soll-
ten nachtriglich extensivere Rechenstudien fiir die neuen Fille durchgefiihrt
werden, um die hinzugefiigten Datenbankeintrége zu verifizieren und gege-

4



benenfalls zu aktualisieren.

3 Anwendungsbeispiel: Losgré8enplanung

Am Beispiel eines konkreten produktionswirtschaftlichen Planungsproblems
soll nun die Relevanz der Auswahl von Methoden aufgezeigt werden. Wir
betrachten hier das Problem der mehrstufigen Losgréfienplanung unter Ka-
pazititsbeschrinkungen, wie es in [Kim97b] ausfiihrlich behandelt wurde:
Das planerische Problem besteht darin, eine zeitlich schwankende Nachfrage
nach Endprodukten vollstindig zu befriedigen. Wir unterstellen einen mehr-
stufigen FertigungsprozeB, bei dem unterschiedliche Arbeitsgéinge auf mehre-
ren Maschinen auszufiihren sind. Im allgemeinen kdnnen auf einer Maschine
mehrere verschiedene Arbeitsginge durchgefiihrt werden. Die zur Verfiigung
stehende Kapazitat der Maschinen ist limitiert. Bevor einzelne Arbeitsgiinge
auf einer Maschine beginnen kénnen, muff die Maschine eventuell umgeriistet
werden. Dies verursacht Riistkosten, so daBl es wirtschaftlich sinnvoll er-
scheint, die Herstellung einzelner Werkstiicke zeitlich vorzuziehen, um Lose
zu bilden. Gleichzeitig verursacht eine zeitlich vorgezogene Produktion La-
gerbestdnde und damit Lagerhaltungskosten. Ziel der Losgrofenplanung ist
es, einen Produktionsplan zu finden, dessen Summe aus Riist~ und Lager-
haltungskosten moglichst gering ist. Das Problem der Losgréfienplanung ist
(auBer unter praxisfernen Annahmen; vgl. [Kim97a]) nicht trivial. Daher ist
es angebracht, Heuristiken fiir die Losgré8enplanung zu entwickeln.
Gestiitzt auf Rechenstudien in [Kim97b] seien hier beispielhaft einige Pa-
rameter genannt, die das Ergebnis von Heuristiken mafigeblich bestimmen:

o U € {niedrig, mittel, hoch}, die Kapazititsauslastung, definiert als
Verhaltnis von Kapazitatsnachfrage zu Kapazititsangebot.

o E € {niedrig, hoch}, die Komplexitit der Erzeugnisstruktur, definiert
als (normierte) Anzahl der Vorrangbeziehungen zwischen den Arbeits-
gangen.

o K € {niedrig, mittel, hoch}, das Verhiltnis aus Riist- und Lagerhal-
tungskosten.

Als Nachweis dafiir, daB diese Parameter tatsichlich signifikanten Einfluf
auf die Giite von Losungsverfahren haben, sei hier eine Auswahl der Rechen-
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ergebnisse widergegeben. Fiir verschiedene Kombinationen von Parameter-
ausprigungen wurden 10 Instanzen zufillig generiert, die klein genug waren,
um mit Standardsoftware optimal gelost zu werden. Exemplarisch seien hier
die Resultate fiir ein sogenanntes Stichprobenverfahren aufgefiihrt, das auf
Basis Priorititsregel-gesteuerter, randomisierter Konstruktionsmechanismen
fiir jede Beispielinstanz 1000 (verschiedene) Produktionsplane erzeugt und
den besten dieser Pline auswihlt. Tabelle 1 gibt die mittlere prozentuale
Abweichung vom optimalen Ergebnis an.

K = niedrig K = mittel K = hoch
_ . .. E=niedrig 13.93% 7.01% 3.63%
U=niedrig o _ hoch 14.82% 13.48%  10.40%
U — e | B = miedrig | 16.75% 8.40% 6.65%
E = hoch 12.57% 13.08%  15.65%
e hoen B =miedrig | 22.88% 13.48%  12.51%
E = hoch 3.82% 4.80% 10.54%

Tabelle 1: Stichprobenverfahren: Mittlere Abweichung vom Optimum

In [Kim97b] wird neben dem Stichprobenverfahren auch ein Verfahren
auf der Basis zellularer Automaten entwickelt und getestet. Wendet man
dieses Verfahren auf dieselben Datensitze an, die zur Auswertung des Stich-
probenverfahrens benutzt wurden, so ergeben sich die Ergebnisse in Tabelle
2.

K = niedrig K = mittel K = hoch
" E = niedrig| 16.11% 4.50% 1.61%
U=niedrig 5 _ 4 och 14.47% 3.94% 2.18%
- E = niedrig |  16.69% 7.98% 1.44%
U=mittel o _ 4 on 20.56% 6.58% 7.10%
1 = hoch E = niedrig 23.77% 20.50% 12.91%
E = hoch 11.36% 6.94% 5.69%

Tabelle 2: Zellularer Automat: Mittlere Abweichung vom Optimum



Interessant ist nun die Frage, ob und in welchen Féllen sich die Ergeb-
nisse der Verfahren unterscheiden und, falls sie dies tun, welches der beiden
Verfahren fiir welche Parameterklasse besser geeignet ist, um eine entspre-
chende Instanz zu 16sen. Verwenden wir als Kriterium fiir die Auswahl einer
Methode fiir einen bestimmten Fall die mittlere Abweichung vom Optimum
im Rechentest, so ergibt sich das in Tabelle 3 dargestellte Bild. Ein Eintrag
S in der Tabelle signalisiert, da das Stichprobenverfahren im Mittel eine
geringere Abweichung vom Optimum aufweist; ein Eintrag Z zeigt die Fille,
in denen der zellulare Automat im Mittel bessere Ergebnisse liefert.

K = niedrig K = mittel K = hoch

Tabelle 3: Fallbasiertes SchlieBen auf die Methode

Ein Planungsmodul zur Losgré8enplanung in einem Produktionsplanungs-
system sollte also, gemiB den obigen Ausfithrungen, aus einer Datenbank
mit 18 Datensitzen bestehen. Jeder Datensatz legt fest, fiir welche Parame-
terkonstellation welche Methode im Mittel am besten geeignet ist. In un-
seremn Beispiel sollte man eine konkrete Instanz, die der Parameterklasse
U = niedrig, E = niedrig und K = niedrig zugeordnet wird, mit Hilfe
des Stichprobenverfahrens zu losen versuchen. Eine feinere Unterteilung der
Parameterauspragungen erhoht die Anzahl der Datensétze und erlaubt eine
zuverlissigere Auswahl von Methoden. Gleichzeitig erhoht sich jedoch der
Aufwand fiir das Anlegen der Datenbank.

4 Fazit

Dieser Beitrag hat ein in der produktionswirtschaftlichen Literatur nicht be-
handeltes Anwendungsgebiet des fallbasierten SchlieBens aufgezeigt: Das Pro-



blem der Methodenauswahl (in Produktionsplanungssystemen). Die grundsétz-
liche Vorgehensweise wurde diskutiert und am Beispiel der LosgroBenplanung
konnte die Relevanz und prinzipielle Tauglichkeit dieses Ansatzes dargelegt
werden. Aber auch iiber die LosgroSenplanung hinaus ist es fiir viele Pla-
nungsprobleme der Fall, daB mehrere Methoden entwickelt wurden, von de-
nen keine eindeutig dominant ist, so da sich das Problem der Methodenaus-
wahl tatséchlich stellt.

im Hinblick auf eine konkrete Implementierung eines CBR-Systems als
Teilmodul eines Produktionsplanungssystems unterstreichen, mit Bezug auf
die in [A1Ba96] herausgearbeiteten Aspekte, folgende Hinweise die Realisier-
barkeit der skizzierten Vorgehensweise:

e Es ist grundsitzlich kein Problem, eine hinreichende Anzahl von Fillen
(Parameterklassen) zu betrachten. Diese miifiten ohnehin in einem aus-
sagefdhigen Rechentest generiert werden, um die Methoden zur Lésung
eines Planungsproblems zu evaluieren.

¢ Die Fille konnen durch wenige Parameter charakterisiert werden, so
daB die Speicherung der Fille wenig Speicherplatz erfordert.

¢ Ein effizienter Zugriff (z.B. durch Verwendung von Biumen als Daten-
strukturen) ist moglich.

¢ Die Zuordnung konkreter Instanzen zu den in der Datenbank abgeleg-
ten Féllen erfordert wenig Rechenaufwand. So sind die im Beispiel ver-
wendeten Parameter (Kapazititsauslastung, Komplexitit der Erzeug-
nisstruktur und Kostenverhiltnis) einfach zu berechnende Kennzahlen.
Die in der Datenbank abgelegten Félle sind durch Bereichsintervalle fiir
die einzelnen Parameter unterscheidbar.

e Zur Losung bestimmter Instanzen sind in der Datenbank keine Produk-
tionspléne, sondern Methoden zur Berechnung solcher Plane abgelegt.
Die Anwendbarkeit der in der Datenbank abgelegten Information auf
neue Fille ist damit per se garantiert.

e Bei der Einfiihrung eines CBR~Systems zur Auswahl von Methoden
sind organisatorische Restrukturierungen nicht notwendig. Im Extrem-
fall ist dem Benutzer einer Planungssoftware nicht einmal bekannt, da8
die verwendete Planungsmethode erst zur Laufzeit bestimmt wird. Die

8



Akzeptanz eines solchen CBR-Systems wird durch die Akzeptanz ein-
zelner Planungsmethoden impliziert.
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