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Abstract 

In this paper we analyze the determinants of export sophistication based on a large panel dataset 
(2001–2014; 101 countries) and using different estimation algorithms. Using Monte Carlo simula-
tions we evaluate the bias properties of estimators and show that GMM-type estimators outperform 
instrumental-variable and fixed-effects estimators. We show that when we apply the panel data over 
a different period and different set of countries, the findings of Hausmann et al. (2007) remain 
robust. We provide new evidence of export sophistication path-dependency and confirm that GDP 
per capita and the size of the economy exert significant and positive effects on export sophistication. 
Institutional quality positively affects only countries with low institutional quality. The high persis-
tence of export sophistication is also a sign that export diversification promotes not only productiv-
ity and sustainable economic growth but also resistance during economic downturns. 
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1 Introduction 

There is strong evidence that diversified exports promote productivity and sustainable eco-

nomic growth in the long run (Hausmann et al., 2011; Hidalgo et al., 2007). In terms of export 

composition, Hausmann et al. (2007) persuasively show that what you export matters: a country 

with a higher human-capital level can produce goods at a higher level of productivity (“sophis-

tication”). They also theoretically identify several key determinants to explain the variation of 

such export sophistication and empirically find that GDP per capita and human capital have a 

significant effect on the variation of export sophistication. However, when other theoretical 

factors are added, the results are mixed. Further, we believe that the estimation procedure mat-

ters as well. In this paper we extend the above seminal work in three ways. First, since the 

structure of exports does not change rapidly, we modify the econometric specification of export 

sophistication to account for path dependency in the structure of exports. Second, we employ 

several estimators and perform Monte Carlo simulations to obtain the most accurate and effec-

tive estimates on determinants of export sophistication. Third, we cover most of the economies 

in the world over a period that allows assessment before as well as after the global financial 

crisis. 

What are the motivations and motivating details behind our extensions? First, theoretically 

motivated determinants of export sophistication do not exactly match the empirical estimation 

of Hausman et al. (2007) in terms of statistical significance. Two key ones are GDP per capita 

and human capital. However, when other explanatory variables are included in the estimated 

specification, the results become mixed. When the law of rule index (alone or in combination 

with population and land area) is added, human capital loses its significance but GDP per capita 

still impacts export sophistication significantly.  

Second, exporting is usually not a one-shot activity. Exports need the development of trade 

links among partners. Hence, exports and related activities are likely to exhibit path-depend-

ency (Hidalgo et al., 2007; Mehta and Felipe, 2014). Further, Córcoles et al. (2014) show that 

the risk of destabilization of trade links decreases with the complexity of the involved products. 

On the other hand, exports do not automatically generate further exports because importers play 

an important and often dominant role in initiating and affecting international trade transactions 

and thus choosing their exporting partners (Liang and Parkhe, 1997).1 To account for such path-

dependency we modify the econometric specification of the export sophistication model by 

including the lagged value of the dependent variable. Beside the path-dependency issue, there 

                                                 
1 Liang and Parkhe (1997; p. 520) argue that “often it is the importers who drive exports, by choosing exporters 
and export countries, rigidly specifying the product to be exported, handling all export marketing functions in the 
import country, and even entering into joint ventures with exporters”. 



IOS Working Paper No. 360 

2 

is an additional reason to include lagged values of the dependent variables in the model; it is 

then possible to solve some econometric problems. In particular, we are able to better deal with 

the autocorrelation of the disturbances in the panel estimation, with time-invariant country char-

acteristics correlated with explanatory variables, and with some regressors that may be prede-

termined variables and not strictly exogenous. 

Third, from the econometric perspective, the inclusion of lagged values of export sophisti-

cation (dependent variable) changes the econometric specification from a static to a dynamic 

panel-data model. From the modern econometric literature it is known that when lagged values 

of dependent variables are included in a dynamic panel model, then fixed and random effect 

estimators become biased (Nickel, 1981). Thus, the inconsistency of the static panel data esti-

mation algorithms leads to the implementation of consistent dynamic panel data estimation al-

gorithms. A number of dynamic panel data estimators have been developed, such as the IV-

type estimators in Anderson and Hsiao (1982) and the GMM-type estimators proposed by Arel-

lano and Bond (1991) and Blundell and Bond (1998).2 To evaluate the performance of the 

above-mentioned estimators with an application to the export sophistication model we conduct 

Monte Carlo simulations. In this paper, Monte Carlo experiments are based on the actual panel 

dataset, which from our point of view can increase the realism of the experiments. Based on the 

Monte Carlo simulation experiments and using Bias and RMSE criteria we conclude that 

GMM-type estimators (Arellano-Bond and Blundell-Bond), compared with fixed-effects and 

IV-type estimators, performs relatively well, even when we increase the coefficient on the 

lagged dependent variables and the standard deviation of the individual effects of the countries. 

Fourth, a topical aspect of our analysis is data coverage: we employ data across 101 countries 

over the years 2001–2014. Adjustments in our econometric specifications allow isolating the ef-

fect of the global financial crisis. A number of papers show that during the global financial crisis 

the qualitative structure of exports does not change and remains relatively stable (Shelburne, 2010; 

Da Costa Neto and Romeu, 2011). One can therefore assume that the main determinants contin-

ued to have the same effect on export sophistication even after the post-crisis period. Hence we 

can expect that the global financial crisis did not change the composition of the main determinants 

that play an important role in the export sophistication level of the countries. 

Our contribution points at the use of the most accurate estimators and thereby better evalu-

ation of the key determinants of export sophistication and their parameters; subsequently we 

compare our estimates with results from Hausmann et al. (2007). Therefore, this paper can be 

                                                 
2 There is also another class of estimators, particularly the class of direct bias correcting estimators suggested by 
Kiviet (1995), Hansen (2001), and Bun and Carree (2005). In this paper we do not consider the class of direct bias 
correcting estimators, which can be an area for future research. Here we concentrate our attention mainly on the 
evaluation of the bias properties of IV- and GMM-type estimators. 
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considered an extension based on the new panel dataset and better results from improved esti-

mation algorithms. The paper also represents a methodological contribution to the problem of 

choosing the right algorithm to estimate an export sophistication dynamic panel data model. In 

this respect, our results should be of interest to practical macroeconomic policymakers, espe-

cially from developing countries. This is because for developing countries there is a large scope 

for structural transformation of the economy and improvement of export sophistication. The 

estimated parameters of the export sophistication regression can be used for calibration pur-

poses in the process of developing other structural models. Also, our results should be of interest 

to practical policy econometricians who engage in model estimation and evaluation. The Monte 

Carlo simulations that we use in this paper can be implemented in the process of the evaluation 

of other types of dynamic panel models. 

The paper is organized as follows. In section 2 we briefly review the literature related to the 

researched topic. In section 3, we introduce a modification of the existing specification for the 

export sophistication regression and provide an overview of the IV- and GMM-type estimators 

employed. In section 4 we present the data, descriptive statistics, and comparative tables. We 

present our estimation results in section 5. These are followed by the Monte Carlo simulation 

results and discussion on the optimal estimator in section 6. Brief conclusions are summarized 

in section 7. 
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2 Literature review 

The link between the nature of exports and the performance of open economies is an important 

empirical question. In their seminal paper, Hausmann et al. (2007) show that the composition 

of exports determines the level of export sophistication, which indicates the similarity of export 

bundles of a country with exports of high income countries. They also argue that the mix of 

goods that a country produces may have important implications for economic growth. Based 

on a theoretical model, they demonstrate this proposition formally and to some extent support 

it empirically; their index of the "income level of a country's exports" is shown to predict sub-

sequent economic growth. Their index is used to measure how a country with a higher human-

capital level can produce goods of higher productivity (“sophistication”). The measurement of 

export sophistication has attracted the attention of other researchers as well. Much earlier, 

Michaely (1984) constructed a similar index (“income level of exports”) in which a different 

weighting scheme disproportionally favored large countries. More recently, Lall et al. (2005) 

developed another similar measure to assess the “sophistication level of exports.” 

The approach of Hausmann et al. (2007) received justified attention because it offered a 

theoretical structure to explain export sophistication along with an adequate empirical treatment. 

GDP per capita, human capital, the rule of law index, population, and land area were identified 

as potential determinants for the explanation of export sophistication variation across countries. 

Formally, the productivity level associated with the export basket of a specific country (EXPY; 

export sophistication) was regressed on one or more of the above determinants. Subsequently, 

four different models for export sophistication were estimated with different sets of theoreti-

cally motivated explanatory variables. In the first model the log of GDP per capita was used as 

an explanatory variable showing that a 1% change in GDP per capita can cause a 0.354% change 

in the export sophistication index. In the second model, with the log of GDP per capita and the 

log of human capital, the estimation shows that both variables have a positive and significant 

impact on export sophistication: 0.298 and 0.281, respectively. In the third model with three 

explanatory variables (log of GDP per capita, log of human capital, and the rule of law index), 

all three variables are positively correlated with the export sophistication index and only the log 

of GDP per capita has a significant effect on the dependent variable, while the other two ex-

planatory variables are not significant. In the fourth model, five explanatory variables were 

included. According to the estimation results the log of GDP per capita (0.282) and the log of 

population (0.089) have positive and statistically significant effects on the export sophistication 

index while the log of land area (–0.032) exhibits a negative effect; the coefficients of the other 

two variables (log of human capital and the rule of law index) are positive but statistically in-

significant. 
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Zhu et al. (2010) further explore the idea of export sophistication and regress the EXPY 

variable on an extended set of explanatory variables. The first group includes variables that are 

related to a country’s natural resources (capital-labor ratio and land area per capita). The second 

group includes variables that are related to human capital (gross tertiary enrollment and pro-

portion of R&D expenditure in GDP). The third group of variables is related to foreign direct 

investment (FDI), economy size (population), and country institutional quality (rule of law in-

dex). Like Hausmann et al. (2007), in this paper the log of land area has a negative impact on 

EXPY and the capital-labor ratio has a significant and positive impact. The relationship between 

EXPY and human capital is significant and positive. For example the effect of education is 

significant in the low-income country group, while the effect of R&D is significant in high 

income countries. Population size has a significant and positive impact on EXPY both in high- 

and low-income countries. The institutional quality has a negative effect on EXPY both in high- 

and low-income countries. In low-income countries it has a significant effect. According to this 

paper, the export sophistication of countries is enhanced by capital intensity and an engagement 

in knowledge creation and transfer via investment in education, R&D, foreign direct investment, 

and imports. On the other hand, the effect of natural resources on the export sophistication level 

depends on the quality of the institutions in a particular country. That is, if the particular country 

has effective institutions, then there could be a positive effect of natural resources on export 

sophistication and vice versa. 

Other researchers amended the issue of export sophistication research with additional con-

tributions. Cabral and Veiga (2010) find that GDP per capita and the size of the economy are 

positively correlated with EXPY. Also, they found that improvements in institutional, political, 

and educational factors may play an important role in enhancing better export sophistication in 

Sub-Saharan Africa. Further, they show that a high level of corruption is an important factor in 

limiting the level of export sophistication. Finally, increases in human capital are found to be 

positively correlated with export sophistication. Anand et al. (2012) indicate that the relation-

ship between GDP growth and export sophistication is significant and positive. Overall, their 

results indicate that an educated workforce, external liberalization, and good information flows 

are all significantly associated with a high level of export sophistication across a broad range 

of different specifications.  

The most recent contribution is Weldemicael (2014), which explores the relative importance 

of technology and trade costs on export sophistication and welfare in a general equilibrium 

framework. The results show that GDP per capita, human capital, and country size maintain 

their significant and positive impact on EXPY. In addition to this, lagged EXPY has a signifi-

cant positive effect on the current value, and according to this paper it has a dominant effect in 

comparison with other explanatory and control variables. Using cross-country panel data in the 
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paper, it was shown that foreign direct investment has a positive effect and the effect is greater 

for countries with low institutional quality. From the other side, the remoteness (distance) from 

main markets has a strong negative effect on export sophistication. Regarding institutional qual-

ity, its effect on export sophistication is low and insignificant.  

Thus in the current paper we extend Hausmann et al. (2007) and differentiate our contribu-

tion from the existing research in three ways. First, since the structure of exports does not 

change rapidly, we modify the econometric specification of export sophistication to account for 

path dependency in the structure of exports. Second, we employ several estimators and perform 

Monte Carlo simulations to obtain the most accurate estimates of the determinants of export 

sophistication. Third, we cover most of the economies in the world over a period that allows 

assessment before as well as after the global financial crisis. 
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3 Model modification and estimation algorithms 

In this paper we aim to assess the robustness of the determinants introduced by Hausman et al. 

(2007): whether the determinants have the same effect (in terms of sign and significance) on 

export sophistication after modifying the model specification. To do this, we aim to obtain the 

most accurate estimates by performing estimations via suitable estimation procedures. The pro-

cedures are briefly introduced below and more formally in the Technical Appendix. As a second 

step we conduct Monte Carlo simulations to investigate the performance of the different estima-

tion algorithms in terms of minimizing bias and root mean square error (RMSE); see section 6 

for details. 

 

3.1 Econometric model 

A preliminary conclusion based on Hausman et al. (2007) is that the log of GDP per capita is a 

robust determinant of export sophistication and its values remain stable through different model 

specifications. The coefficients of other determinants change their value and statistical signifi-

cance depending on what variables are included in the econometric specification. An important 

observation is that the constant is large and statistically significant. Further, when the initial 

level of export sophistication is added to the regression, the coefficient of this variable is also 

relatively large and statistically significant. Both cases indicate that export sophistication might 

exhibit an important degree of path dependency. This is a reasonable assumption because ex-

porting activities and exports themselves are usually longer-term projects. Exports are to some 

extent costly because they require market exploration and the development of trade links among 

partners. However, exports do not automatically generate further exports because exporters are 

not necessarily always the driving force behind international trade transactions. Evidence shows 

that much international exchange is better conceptualized as buyer-coordinated importing ra-

ther than producer-initiated exporting (Liang and Parkhe, 1997). Still, in both cases stable in-

ternational trade activities mitigate the costs (Hidalgo et al., 2007; Mehta and Felipe, 2014) and 

such stability results in a certain degree of path dependency. 

We account for theoretically as well as empirically motivated path dependency by including 

the lagged value of the dependent variable (export sophistication). Hence, the original specifi-

cation of Hausman et al. (2007) is modified in the following way: 

itiitit

ititititit

AreaPOP

RofLHCGDPpcEXPYEXPY







 

)ln()ln(

)()()ln()ln()ln(

65

432110
, (1) 
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where ln( )itEXPY  is the logarithm of the export sophistication index that is formally defined in 

full detail in section 4, )ln( itGDPpc  is the logarithm of GDP per capita, itHC  is a measure of 

human capital, itRofL  is the rule of law index, )ln( itPOP  is the logarithm of population, and 

)ln( itArea  is the logarithm of land area. Subscript i denotes countries and subscript t denotes 

time periods (years). 

We hypothesize that the lagged value of export sophistication will have a positive and sig-

nificant effect on the current value due to the path-dependency of exporting activities. Further, 

the inclusion of the lagged value of the dependent variable enables us to solve some economet-

ric problems. Specifically, we are able to better deal with: (i) the autocorrelation of disturbances 

in the panel estimation, (ii) time-invariant country characteristics correlated with explanatory 

variables, and (iii) some regressors that may be predetermined variables and not strictly exog-

enous. 

 

3.2 Estimation algorithms and estimators 

The inclusion of the lagged values of export sophistication (dependent variable) changes the 

econometric specification from a static to a dynamic panel data model and fixed- and random-

effect estimators become biased (Nickel, 1981). The inconsistency of the within-group estima-

tor has led to the development of consistent dynamic panel data estimation algorithms. In mod-

ern panel data econometrics there are a number of algorithms that allow us to consistently esti-

mate this parameter. 

As alternative estimation algorithms we use a static panel data estimation algorithm (fixed 

effect; FE) and different dynamic panel data estimation algorithms, particularly IV-type esti-

mator (Anderson-Hsiao level and difference), GMM (Arellano-Bond), and system GMM 

(Blundell-Bond) algorithms. The algorithms are formally described in the Technical Appendix. 

All the above-mentioned algorithms are used to estimate the export sophistication panel re-

gression. But as mentioned above, we are interested not only in estimation but also in compar-

ison of FE-, IV-, GMM-, and System GMM-type estimators. A proper comparison can be done 

through a simulation experiment, where we know the data-generating process (DGP) and can 

therefore relate the estimates to the true values. The simulations and their outcomes are pre-

sented in section 6. 
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4 Data and descriptive statistics 

Our working balanced panel dataset consists of six macroeconomic variables on a yearly fre-

quency from 2001 to 2014; in total we have 1414 observations per each macroeconomic variable 

(101 countries times 14 years). Our panel includes both the pre- and post-crisis periods. This 

should be important when we compare our estimates with those of Hausmann et al. (2007).3 The 

data include a measure of export sophistication (the dependent variable that is defined presently) 

and five macroeconomic determinants: GDP per capita, human capital, a rule of law index, pop-

ulation, and land area. All of the variables, with the exception of human capital and the rule of 

law index, are in logarithms. All variables correspond to those used in Hausman et al. (2007). 

The GDP per capita (GDPpc) is the gross domestic product converted to international dollars 

using purchasing power parity rates in order to provide a comparable perspective. Human cap-

ital is proxied by the gross tertiary enrolment ratio (both sexes) in percent. A high ratio indicates 

a high degree of current tertiary education and a higher level of human capital in the economy.4 

Data on population (POP), as a proxy for the size of the economy/market, are reported in mil-

lions of inhabitants. Data on the area (AREA) are reported in square kilometers.  

All of the variables above were obtained from the World Development Indicators (WDI) 

database of the World Bank. The Rule of Law index data (RofL) are collected from the World 

Bank’s Worldwide Governance Indicators database (WGI). This database reports the rule of 

law, government efficiency, and other indices of institutional quality in the years of 1996, 1998 

and 2000–2014. The rule of law index is commonly used to characterize institutional quality. 

The index ranges from –2.5 to 2.5 and a higher value represents better governance. 

The measure of export sophistication (denoted as EXPY) is defined as the average income 

associated with a country’s export bundle. We follow Hausman et al. (2007) and construct the 

export sophistication index in two steps. First, we compute the productivity level associated 

with each product separately. Second, we compute the average productivity level that corre-

sponds to a country’s total export basket. 

Formally, let’s assume that k
iX represents the exports of product k from country i. Then, the 

total export of country i  is 
k

k
ii XX . The income (productivity) level (PRODY) associated 

with each product k in the export basket is then calculated as: 

                                                 
3 We formally check for the presence of a structural break and provide more details in section 4. 
4 Our data set originally consisted of 112 countries. However, the data for the gross tertiary enrollment ratio are 
not available for 11 countries out of the 112 for which export sophistication is possible to construct. Therefore, 
and in order to work with a balance panel, we reduced the size of the data set slightly (112 – 11 = 101) and perform 
the estimation and simulation on a balanced panel of 101 countries. 
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where iY denotes the GDP per capita of country i . 

In the second step, we calculate the average productivity level that corresponds to a country’s 

total export basket (EXPY) as 











k

k

i

k
i

i PRODY
X

X
EXPY . 

In order to calculate the export sophistication index, the export data from the International 

Trade Center (ITC, http://www.intracen.org/) database have been used. The HS02 4-digit-level 

classification incorporating 1258 products were used as the basis. The value of exports is meas-

ured in thousands of current U.S. dollars. The number of countries that report trade data vary 

considerably from year to year. However, we construct the PRODY and EXPY measures for a 

balanced sample of 101 countries that report trade data in each year during 2001–2014. 

In Table 1 we report summary statistics for export sophistication (EXPY) dynamics. As we can 

see there is a high variation in EXPY among countries as evidenced by the high standard deviation 

(Table 1, column 4). During the period under research EXPY increased significantly. In column 3 

we report the average export sophistication values for all countries included in the sample (101 

countries). As we can see, the EXPY value increased steadily from 13831.4 USD in 2001 to 

23168.0 USD in 2014, with an average 4.0% growth per year calculated by geometric mean. On 

the other hand, the difference between the minimum and maximum values of EXPY also increased, 

particularly from 22128.9 USD in 2001 to 37412.4 USD in 2013 (Table 1, column 7). 

 

Table 1: Descriptive statistics for EXPY (USD) 

Year Obs. Mean SD Minimum Maximum Range 

1 2 3 4 5 6 7 

2001 101 13831.4 4936.0 3559.3 25688.2 22128.9 

2002 101 14361.8 5252.8 3436.3 28008.9 24572.7 
2003 101 14847.3 5269.5 3210.1 25723.0 22512.8 
2004 101 15843.8 5678.5 4505.4 28138.1 23632.7 
2005 101 16616.4 5626.6 4440.0 27684.3 23244.3 
2006 101 18151.4 6063.7 4661.9 29678.5 25016.6 
2007 101 19331.5 6385.9 5407.2 31686.1 26278.8 
2008 101 20185.5 6906.5 4674.2 34976.1 30301.9 
2009 101 19776.8 6504.3 4617.4 35576.1 30958.7 
2010 101 20593.1 6598.5 5391.9 37882.5 32490.6 
2011 101 21580.1 7107.7 6472.6 41909.5 35436.9 
2012 101 22055.6 7164.2 5234.1 42210.1 36976.0 
2013 101 22637.6 7174.9 5974.2 43386.6 37412.4 
2014 101 23168.0 6774.1 7281.9 44594.9 37313.0 
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Using data from columns 5 and 6 of Table 1 we calculate that the minimum value of EXPY 

increased on average by 5.7%, while the maximum value of EXPY increased on average by 

4.3% (both calculated by geometric mean). This is an indication that the EXPY value for some 

low-income countries grows during 2001–2014 more rapidly than in high- and middle-income 

countries. This is quite an optimistic observation as it suggests that some countries with a low 

level of export sophistication continually increased their production and export diversification 

and as a result their export sophistication steadily increased as well. 

Further, in Table 2 we report countries with the smallest and largest EXPY values at the 

beginning, middle, and end of the sample period. The lowest values of EXPY are recorded by 

countries in Africa. On the other hand in 2001 only one European country (Luxembourg) and 

four oil exporting countries (Saudi Arabia, Oman, Algeria, and Qatar) were on the list with 

largest EXPY. But in 2014 already three European countries (Norway, Ireland, and Luxem-

bourg) and only two oil exporting countries (Algeria and Qatar) were on the list with largest 

EXPY. Most oil-exporting countries are highly dependent on oil exports and therefore their 

EXPY is highly dependent on oil prices. 

 

Table 2: List of countries with smallest and largest EXPY 

Year No Country EXPY Country EXPY 

20
01

 

1 Ethiopia  3559.3 Saudi Arabia 22018.3 

2 Burundi 3921.3 Luxembourg 22437.9 

3 Malawi 4067.4 Oman 22710.4 

4 Rwanda 4395.3 Algeria 25038.4 

5 Cambodia 4569.3 Qatar 25688.2 

20
07

 

1 Burundi 5407.2 Oman 28284.0 

2 Malawi 5626.3 Ireland 29062.1 

3 Cote d'Ivoire 5910.7 Luxembourg 29408.6 

4 Niger 6100.4 Algeria 30208.7 

5 Ethiopia 6330.8 Qatar 31686.1 

20
14

 

1 Burundi 7281.9 Ireland 32256.5 

2 Rwanda 7609.0 Norway 34570.0 

3 Malawi 9251.8 Luxembourg 36357.7 

4 Tanzania 10607.7 Algeria 36798.6 

5 Madagascar 10855.1 Qatar 44594.9 
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5 Estimation results 

We estimate an export sophistication model with different estimation algorithms, particularly 

fixed-effects (FE), Anderson-Hsiao (with level and difference instruments AH-L and AH-D), 

Arellano-Bond GMM (GMM1), and Blundell-Bond system GMM (GMM1-SYS) estimators. 

Prior to estimation, we formally check for the existence of a structural break in the dynamics 

of the export sophistication data. We perform a series of Chow tests for each country in our 

dataset over the period 2001–2014. The results (not reported but available upon request) suggest 

that there is no structural break in the export sophistication dynamics. Hence, we estimate spec-

ification (1) without adjustments for a structural break. 

Estimation results for the export sophistication dynamic panel model are presented in Ta-

ble 3 for the whole sample of available data. Based on the results in Table 3, the lagged value 

of EXPY has a significant and positive effect on the current value of EXPY. The results based 

on specific procedures (i.e. FE, Anderson-Hsiao (Level), and system GMM) even have a dom-

inant effect in comparison with other explanatory variables. The estimated coefficients of GDP 

per capita are positive and statistically significant. As we can see from Table 3 the results are 

robust across all estimation algorithms. Concerning the HC variable we see that the estimated 

coefficient is close to zero and its value is statistically insignificant. The coefficient of HC is 

small, which tells us that the causal effect may go from EXPY to human capital and not vice 

versa, which corresponds to the argument made by Hausmann et al. (2007). The index of insti-

tutional quality, which is proxied by the rule of law index, is also close to zero and its value is 

statistically insignificant (with the exception of the system GMM estimator). The estimated 

coefficients of country size are positive and statistically significant for almost all estimation 

algorithms (with the exception of Anderson-Hsiao (Level)). This is consistent with the findings 

of Hausmann, et al. (2007), who proxy country size using population. On the other hand, this 

result also corresponds to the argument that the number of horizontal varieties produced by a 

country is a function of its economic scale (Krugmann, 1980; Scott, 2008; Hummesl and 

Klenow, 2005). The last explanatory variable is the land area, which is negatively correlated 

with EXPY. The estimated parameter is statistically insignificant (with the exception of the 

system GMM). We see that this variable is not well associated with EXPY dynamics. This is 

because the land area of a majority of the countries does not change over the years and therefore 

has no variation, while EXPY dynamics can be characterized by a relatively high level of vari-

ation (see Table 1).  

Further, we also estimate the relationship between EXPY and the explanatory variables 

after dividing the whole sample into two sub-samples using the median of the rule of law 
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index. Similarly as in Weldemicael (2014), we have divided countries into two groups ac-

cording to the rule of law index level to show the effect of institutions on EXPY dynamics. 

This is because there is a prevailing hypothesis that weaker institutions are associated with 

slow growth or poor economic performance and vice versa (Mauro, 1995). From Table 3 we 

see that for the whole sample of countries the effect of institutional quality does not have a 

significant effect but it has a negative sign. This is because in the whole sample there are 

many countries with high EXPY but a relatively small institutional quality score. That is why 

in order to investigate the effect of institutions on the export sophistication level, we have 

divided the whole sample into two subsamples using the median of the rule of law index and 

then examined the effect of export path-dependency, GDP per capita, and the size of the 

economy on the export sophistication.  

 
Table 3: Estimation results (Dependent variable Ln(EXPY)) 

 Fixed 
effects 

Anderson-Hsiao 
(Level) 

Anderson-Hsiao 
(Difference) 

GMM  
step one 

System GMM 
step one 

Ln(EXPY)it–1 0.579*** 1.022*** 0.249* 0.382*** 0.717*** 
 (24.46) (3.32) (1.62) (10.70) (28.76) 

Ln(GDPpc)it 0.247*** 0.289*** 0.439*** 0.469*** 0.211*** 
 (11.53) (2.77) (6.34) (13.96) (8.61) 

HCit 0.001 –0.002 –0.001 –0.001 –0.001 
 (1.10) (–1.31) (–1.27) (–1.31) (–1.31) 

RofLit –0.008 –0.032 –0.004 0.001 –0.119*** 
 (–0.46) (–0.73) (–0.13) (0.01) (–4.50) 

Ln(POP)it 0.262*** 0.298 0.343** 0.346*** 0.039** 
 (7.28) (1.22) (1.99) (6.88) (2.18) 

Ln(AREA)it –1.274 –3.117 –2.100 –2.355 –0.086*** 
 (–1.49) (–0.78) (–0.71) (–1.25) (–4.47) 

Number of obs. 1414 1414 1414 1414 1414 

Number of groups 101 101 101 101 101 

Note: t-statistics are in parentheses. ***, **, and * indicate significance level at the 1%, 5%, and 10% levels, respectively. 
Subscript i represents the country, t denotes the period, and Ln represents the natural logarithm of the corresponding variables. 
The variable EXPY refers to export sophistication, GDPpc represents GDP per capita, HC is a measure of human capital, RofL 
is the rule of law index, POP is population, and AREA is land area. 

 

For the low institutional quality country group, the estimated coefficient of the lagged value 

of EXPY, GDP per capita, and population are significant and positive, while the coefficients of 

HC, the rule of law index, and land area are not statistically significant (Table 4). We should 

mention that for the countries that show a positive effect of the rule of law index on export 

sophistication, the coefficient is not statistically significant. For the high institutional quality 

group (Table 5) we see that the lagged value of EXPY, GDP per capita, and the size of the 
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economy have significant and positive effects on export sophistication. Thus, we conclude that 

these three variables play important roles in export sophistication both for low and high insti-

tutional quality countries. Therefore, those variables can be considered potential determinants 

of export sophistication. Concerning HC, we can see that similarly as for low institutional qual-

ity countries, this variable also has no effect on export sophistication for high institutional qual-

ity countries and its value is almost equal to zero. On the other hand, it is interesting that for 

this group of countries the rule of law index has a significant and negative effect on export 

sophistication (Table 5). This is because high institutional quality level countries have already 

reached a relatively high level of governance and the future improvement of the rule of law 

might not represent an improvement per se, but rather increased bureaucracy with a potentially 

negative effect on trade. The land area exhibits a negative but statistically insignificant effect 

on the current value of EXPY. This is because this variable is stable over time, while EXPY 

varies from year to year. 

 
Table 4: Estimation results, countries with low institutional quality (Dependent variable Ln(EXPY)) 

 Fixed 
effects 

Anderson-Hsiao 
(Level) 

Anderson-Hsiao 
(Difference) 

GMM 
step one 

System GMM 
step one 

Ln(EXPY)it–1 0.527*** 0.988** 0.253 0.333*** 0.658*** 
 (14.58) (2.46) (1.33) (6.36) (17.43) 

Ln(GDPpc)it 0.219*** 0.222 0.382*** 0.428*** 0.254*** 
 (6.85) (1.26) (3.19) (8.54) (6.89) 

HCit 0.001 –0.003 –0.002 –0.001 –0.002 
 (1.13) (–0.95) (–0.87) (–0.85) (–1.24) 

RofLit 0.045* –0.005 0.025 0.031 0.045 
 (1.68) (–0.07) (0.49) (0.72) (0.98) 

Ln(POP)it 0.571*** 0.527 0.625 0.636*** 0.027 
 (7.22) (0.92) (1.50) (6.02) (0.79) 

Ln(AREA)it –22.072* –10.282 –5.669 –23.851 –0.024 
 (–1.63) (–0.29) (–0.21) (–1.03) (–1.24) 

Number of obs. 714 714 714 714 714 

Number of groups 51 51 51 51 51 

Note: t-statistics are in parentheses. ***, **, and * indicate significance level at the 1%, 5%, and 10% levels, respectively. 
Subscript i represents the country, t denotes the period, and Ln represents the natural logarithm of the corresponding variables. 
The variable EXPY refers to export sophistication, GDPpc represents GDP per capita, HC is a measure of human capital, RofL 
is the rule of law index, POP is population, and AREA is land area. 

 

Thus, based on the estimation results for both the whole sample and two sub-samples we 

conclude that the sign and significance of the estimated parameters almost coincide with those 

presented in Hausmann et al. (2007). However, the application of several estimation algorithms 

for the export sophistication regression does not provide information whether one estimation 
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algorithm is superior. In other words, based just on the estimation results we cannot conclude 

which algorithm delivers the most accurate estimates. To answer this question we need a Monte 

Carlo-based comparison among the employed estimation algorithms where we know the data-

generating process (DGP) and can therefore relate the estimates to the truth. 

 

Table 5: Estimation results, countries with high institutional quality (Dependent variable Ln(EXPY)) 

 Fixed 
effects 

Anderson-Hsiao 
(Level) 

Anderson-Hsiao 
(Difference) 

GMM 
step one 

System GMM 
step one 

Ln(EXPY)it–1 0.604*** 0.546*** 0.275 0.405*** 0.721*** 
 (21.49) (2.81) (0.63) (12.73) (26.08) 

Ln(GDPpc)it 0.268*** 0.450*** 0.511*** 0.450*** 0.173*** 
 (9.68) (6.08) (5.56) (11.82) (6.36) 

HCit 0.001 –0.001 –0.001 –0.001 0.001 
 (0.62) (–0.93) (–0.84) (–1.05) (1.17) 

RofLit –0.064*** –0.050 –0.042 –0.088*** –0.085*** 
 (–2.91) (–1.43) (–1.07) (–2.67) (–2.68) 

Ln(POP)it 0.142*** 0.215 0.234* 0.155*** –0.001 
 (4.83) (1.49) (1.71) (4.22) (–0.06) 

Ln(AREA)it –0.705 –2.153 –1.584 –0.660 –0.040 
 (–1.21) (–1.06) (–0.78) (–0.64) (–4.35) 

Number of obs. 700 700 700 700 700 

Number of groups 50 50 50 50 50 

Note: t-statistics are in parentheses. ***, **, and * indicate significance level at the 1%, 5%, and 10% levels, respectively. 
Subscript i represents the country, t denotes the period, and Ln represents the natural logarithm of the corresponding variables. 
The variable EXPY refers to export sophistication, GDPpc represents GDP per capita, HC is a measure of human capital, RofL 
is the rule of law index, POP is population, and AREA is land area. 
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6 Monte Carlo simulations 

While the previous results are of practical interest, a proper comparison of the above-mentioned 

estimation algorithms can be done using a Monte Carlo simulation. The purpose of the Monte 

Carlo simulations is to investigate the performance of the GMM-based estimators versus in-

strumental variables and fixed-effects estimators within a realistic set-up. The DGP that we 

have chosen closely follows the model estimated in the previous section:  
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In order to design simulation experiments we closely follow the methodological approach 

of Santos and Barrios (2012). In our study the number of the cross-section is 101N , while 

the time dimension is 14T . In total, we have 1414 observations; we work with one depend-

ent variable (EXPY) and five explanatory variables. We assume that we know the true values 

of the parameters * * * * * *
1 2 3 4 5 6( , , , , , )       . In Table 6 we summarize our Monte Carlo design 

and present the parameter values in the data-generating process for the export sophistication 

model.  

As we can see from Table 6 we always keep parameters *
6

*
5

*
4

*
3

*
2 ,,,,   fixed while the 

value of parameter 1  is allowed to vary between 0.1 and 0.9, in our case

}9.0  0.8,  ,5.0  0.2,  ,1.0{1  . The variation of the parameter on the lagged dependent variable 

is chosen based on the strategy in Santos and Barrios (2012). We allow only the parameter of 

the lagged dependent variable (EXPY) to vary because we are interested in finding an unbiased 
estimate for this parameter. Instead of analyzing the effect of 2

v  and 2
  separately, we focus 

on the variance ratio 22 /   . When 02  , the values for the variance of the individual ef-

fects account for the fixed effects; when 02   then the values of the variance of individual 

effects account for random effects (Santos and Barrios, 2012). The restrictions above can be 

explained as follows. To be close to one of the opposite estimates depends on the parameter   , 
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which is equal to 
22

2

1







T
 . Thus, if 02  , then 0  and the overall estimate will 

be close to the fixed effects estimate; if 2
 , then 1  and the overall estimate will be 

close to the OLS estimate. Therefore, when 02   then our estimate moves from a fixed- to a 

random-effects estimate. Also from Table 6 we can see that for each value of the ratio 22 /    

we have five possible combinations of ),,,,,( *
6

*
5

*
4

*
3

*
2

*
1  . This is because the param-

eters *
6

*
5

*
4

*
3

*
2 ,,,,   are always fixed, while the parameters for 1  can take the following 

five possible values: }9.0  0.8,  ,5.0  0.2,  ,1.0{1  .  

 

Table 6: Monte Carlo designs 

22 /    N T β1 β2 β3 β4 β5 β6 

0.0 101 14 0.1 0.3 0.05 0.03 0.15 0.05 

0.0 101 14 0.2 0.3 0.05 0.03 0.15 0.05 

0.0 101 14 0.5 0.3 0.05 0.03 0.15 0.05 

0.0 101 14 0.8 0.3 0.05 0.03 0.15 0.05 

0.0 101 14 0.9 0.3 0.05 0.03 0.15 0.05 

1.0 101 14 0.1 0.3 0.05 0.03 0.15 0.05 

1.0 101 14 0.2 0.3 0.05 0.03 0.15 0.05 

1.0 101 14 0.5 0.3 0.05 0.03 0.15 0.05 

1.0 101 14 0.8 0.3 0.05 0.03 0.15 0.05 

1.0 101 14 0.9 0.3 0.05 0.03 0.15 0.05 

2.0 101 14 0.1 0.3 0.05 0.03 0.15 0.05 

2.0 101 14 0.2 0.3 0.05 0.03 0.15 0.05 

2.0 101 14 0.5 0.3 0.05 0.03 0.15 0.05 

2.0 101 14 0.8 0.3 0.05 0.03 0.15 0.05 

2.0 101 14 0.9 0.3 0.05 0.03 0.15 0.05 

3.0 101 14 0.1 0.3 0.05 0.03 0.15 0.05 

3.0 101 14 0.2 0.3 0.05 0.03 0.15 0.05 

3.0 101 14 0.5 0.3 0.05 0.03 0.15 0.05 

3.0 101 14 0.8 0.3 0.05 0.03 0.15 0.05 

3.0 101 14 0.9 0.3 0.05 0.03 0.15 0.05 

5.0 101 14 0.1 0.3 0.05 0.03 0.15 0.05 

5.0 101 14 0.2 0.3 0.05 0.03 0.15 0.05 

5.0 101 14 0.5 0.3 0.05 0.03 0.15 0.05 

5.0 101 14 0.8 0.3 0.05 0.03 0.15 0.05 

5.0 101 14 0.9 0.3 0.05 0.03 0.15 0.05 

Note: For each possible value of 22 /    we have five scenarios for parameter β1. Thus, in total we have 25 possible scenarios 

for β1. 

 

As was mentioned above, our experiments are based on actual data and not on generated 

data. Based on the actual database we estimated a preliminary static fixed-effects model and 

then calculated the estimated residual variance. Thus, having a distribution for it  as 
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) ,0(~ 2
 Nit , we are able to generate it  residuals of size TN  . Also, we can generate N 

individual effects, because we know the distribution for i ~ ),0( 2
N . We can generate N indi-

vidual effects i ~ ),0( 2
N  by choosing one possible value for the ratio 22 /    from Table 6. 

Then given the data-generating process and the values of the regressors, we generated a set of 

dynamic panel data for EXPY. As an initial value for each cross-section we use the first actual 

value of the dependent variable of each cross-section.  

To evaluate the bias properties of the above-mentioned five estimators we perform 1000 

Monte Carlo replications in such a way that we create 1000 panel datasets for each 25 parameter 

combinations separately. Then, we compute the means of the resulting estimates and compare 

them to the known true parameters. The difference between the mean estimates and the corre-

sponding true values gives us a measure of (in)accuracy for each estimate of the slope parame-

ters of 1 . We evaluate the accuracy with two criteria—Bias and RMSE—that are defined as: 
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where r denotes the number of replications. 

In our simulation experiments we allow both explanatory variables and their coefficients to 

vary. This means that each time we re-estimate the parameters for the explanatory variables. In 

this way we can check the accuracy properties of the five estimators not only for the lagged 

dependent variable, but also for all of the parameters that we want to estimate. All simulations 

were carried out using estimation routines written in the MATLAB (2013a) package.5 The re-

sults of the simulations are presented in Tables 7–11. 

As mentioned above we are interested in finding the unbiased estimate for parameter βଵ. We 

report the Monte Carlo simulations on the FE, AH-L, AH-D, GMM1, and GMM1_SYS esti-

mators for a wide range of values of βଵ and 
22 /   . The main focus of the analysis is on the 

bias of the FE, AH-L, AH-D, GMM1, and GMM1_SYS estimators, when we increase the var-

iance of the individual effects of the countries. That is why in our analysis we vary the ratio 
22 /    from 0 (fixed effects) to 5 (random effects). From the other side, in order to see the 

change in bias as the true value of parameter βଵ varies, we allow the values of βଵ to vary be-

tween 0.1 and 0.9, at the same time keeping the value of the ratio 
22 /    fixed. Now let’s ex-

plain the results of the Monte Carlo simulations presented in Tables 7–11. 

                                                 
5 The MATLAB codes for Monte-Carlo simulations can be provided upon request. 
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Table 7: Simulation results, T = 14, N = 101, 00.0/ 22   , 9.0  

Parameters 
true values 

Estimation algorithm 

FE AH-L AH-D GMM1 GMM1-SYS 

Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE 

β1 = 0.10 –0.023 0.024 –0.067 0.067 –0.135 0.138 –0.021 0.022 –0.032 0.033 

β2 =0.30 0.020 0.020 0.007 0.008 –0.001 0.005 0.021 0.021 0.024 0.025 

β3 =0.05 0.009 0.010 0.001 0.004 0.001 0.004 0.011 0.012 0.017 0.017 

β4 =0.03 0.001 0.003 0.000 0.003 –0.001 0.003 0.000 0.003 0.000 0.004 

β5 =0.15 0.006 0.007 0.003 0.005 –0.001 0.004 0.007 0.008 0.008 0.009 

β6 =0.05 0.000 0.003 0.001 0.004 –0.001 0.004 0.000 0.004 –0.002 0.005 

β1 =0.20 –0.039 0.039 –0.122 0.122 –0.280 0.281 –0.036 0.037 –0.054 0.055 

β2 =0.30 0.033 0.034 0.016 0.016 –0.004 0.007 0.037 0.037 0.042 0.042 

β3 =0.05 0.015 0.016 0.003 0.005 0.002 0.004 0.018 0.019 0.028 0.029 

β4 =0.03 0.002 0.003 0.000 0.004 –0.001 0.004 0.000 0.004 0.000 0.006 

β5 =0.15 0.009 0.010 0.008 0.009 –0.002 0.005 0.011 0.012 0.011 0.013 

β6 =0.05 –0.001 0.004 0.002 0.004 –0.002 0.005 –0.001 0.005 –0.004 0.008 

β1 =0.50 –0.125 0.125 –0.226 0.227 –0.759 0.761 –0.123 0.124 –0.139 0.140 

β2 =0.30 0.060 0.060 0.048 0.048 –0.016 0.018 0.069 0.069 0.069 0.070 

β3 =0.05 0.025 0.026 0.008 0.010 0.006 0.008 0.030 0.031 0.046 0.047 

β4 =0.03 0.004 0.006 0.001 0.006 –0.004 0.006 0.001 0.008 0.001 0.010 

β5 =0.15 0.013 0.014 0.022 0.023 –0.007 0.009 0.016 0.018 0.010 0.015 

β6 =0.05 –0.003 0.007 0.006 0.009 –0.007 0.009 0.000 0.008 –0.008 0.014 

β1 =0.80 –0.300 0.300 –0.293 0.294 –1.313 1.317 –0.305 0.305 –0.317 0.318 

β2 =0.30 0.086 0.086 0.084 0.085 –0.033 0.036 0.104 0.104 0.094 0.095 

β3 =0.05 0.037 0.038 0.012 0.016 0.011 0.014 0.045 0.047 0.064 0.066 

β4 =0.03 0.008 0.011 0.002 0.010 –0.005 0.009 0.006 0.012 0.005 0.015 

β5 =0.15 0.019 0.021 0.039 0.041 –0.013 0.016 0.026 0.028 0.012 0.020 

β6 =0.05 –0.004 0.010 0.012 0.016 –0.015 0.017 0.002 0.012 –0.011 0.020 

β1 =0.90 –0.374 0.374 –0.322 0.323 –1.512 1.517 –0.381 0.382 –0.393 0.393 

β2 =0.30 0.096 0.097 0.095 0.096 –0.039 0.042 0.117 0.118 0.106 0.107 

β3 =0.05 0.043 0.044 0.014 0.018 0.014 0.017 0.053 0.054 0.073 0.075 

β4 =0.03 0.010 0.013 0.003 0.011 –0.005 0.010 0.007 0.014 0.007 0.017 

β5 =0.15 0.023 0.024 0.044 0.046 –0.016 0.019 0.031 0.034 0.016 0.024 

β6 =0.05 –0.005 0.011 0.013 0.019 –0.018 0.020 0.002 0.014 –0.012 0.022 

 

We begin our inference for the case when the value of the ratio 
22 /    is equal to zero (so a 

pure fixed-effect model). As we can see from Table 7, when the value of parameter βଵ fluctuates 

around 0.1–0.5, then the lowest bias was achieved in the case of the GMM1 estimator. But when 

the true values of parameter βଵ equals to 0.8 or 0.9 the lowest bias was achieved in the case of 

AH-L estimates. Then we increase the value of the ratio 
22 /    (Table 8) up to 1.0 and again 

allow the true values of parameter βଵ to vary between 0.1 and 0.9. First of all, from Table 8 we 

can see that when βଵ fluctuates around 0.1–0.5, then the lowest bias was achieved in the case of 

the GMM1 estimator, but when βଵ equals 0.8 or 0.9 the lowest bias was achieved in the case of 

the AH-L estimator. But when we compare the results in Table 8 with the same results in Table 7 
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we can see that the estimates obtained by the GMM1 and GMM1-SYS algorithms become less 

biased than the estimates obtained by FE and AH-L. Relating these to the AH-D estimates from 

Table 8, we can see that the bias was decreased compared with the same results in Table 7. But 

the starting values of the bias are so large that the AH-D estimator is not able to compete with the 

GMM1 and GMM1-SYS estimators’ corresponding results. That is why we do not take into ac-

count the AH-D estimator results in our future explanations. Thus, based on these two tables, we 

see that when we increase the variance of the individual effects of the countries, the estimates 

obtained with the GMM1 and GMM1-SYS estimators are more accurate. 

 

Table 8: Simulation results, T = 14, N = 101, 00.1/ 22   , 9.0  

Parameters 
true values 

Estimation algorithm 

FE AH-L AH-D GMM1 GMM1-SYS 

Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE 

β1 = 0.10 –0.023 0.024 –0.066 0.067 –0.134 0.137 –0.019 0.021 –0.031 0.032 

β2 =0.30 0.019 0.020 0.007 0.008 –0.001 0.005 0.021 0.021 0.023 0.024 

β3 =0.05 0.009 0.010 0.002 0.004 0.001 0.004 0.011 0.012 0.016 0.017 

β4 =0.03 0.001 0.003 0.000 0.003 –0.001 0.003 0.000 0.003 0.000 0.004 

β5 =0.15 0.006 0.007 0.004 0.005 0.000 0.004 0.008 0.009 0.009 0.010 

β6 =0.05 –0.001 0.003 0.001 0.004 –0.001 0.004 0.000 0.004 –0.002 0.005 

β1 =0.20 –0.039 0.040 –0.122 0.122 –0.279 0.281 –0.033 0.034 –0.052 0.053 

β2 =0.30 0.034 0.034 0.016 0.016 –0.004 0.007 0.037 0.037 0.041 0.041 

β3 =0.05 0.015 0.016 0.003 0.005 0.002 0.004 0.018 0.018 0.027 0.028 

β4 =0.03 0.002 0.003 0.000 0.004 –0.002 0.004 0.000 0.004 0.000 0.006 

β5 =0.15 0.010 0.010 0.007 0.008 –0.002 0.005 0.012 0.013 0.013 0.014 

β6 =0.05 –0.002 0.004 0.001 0.004 –0.003 0.005 –0.001 0.005 –0.004 0.008 

β1 =0.50 –0.125 0.125 –0.227 0.228 –0.758 0.760 –0.120 0.120 –0.137 0.137 

β2 =0.30 0.060 0.060 0.048 0.049 –0.015 0.018 0.069 0.070 0.069 0.070 

β3 =0.05 0.025 0.026 0.007 0.010 0.005 0.008 0.028 0.029 0.044 0.046 

β4 =0.03 0.004 0.006 0.001 0.006 –0.003 0.006 0.002 0.007 0.001 0.010 

β5 =0.15 0.014 0.015 0.022 0.023 –0.007 0.009 0.018 0.020 0.013 0.017 

β6 =0.05 –0.003 0.007 0.006 0.009 –0.007 0.009 0.001 0.009 –0.008 0.015 

β1 =0.80 –0.300 0.301 –0.294 0.295 –1.311 1.315 –0.302 0.303 –0.314 0.315 

β2 =0.30 0.086 0.087 0.084 0.085 –0.033 0.035 0.104 0.104 0.094 0.095 

β3 =0.05 0.038 0.039 0.012 0.016 0.011 0.014 0.044 0.046 0.064 0.066 

β4 =0.03 0.007 0.010 0.002 0.009 –0.005 0.009 0.005 0.012 0.004 0.014 

β5 =0.15 0.019 0.021 0.039 0.040 –0.014 0.017 0.027 0.029 0.014 0.021 

β6 =0.05 –0.004 0.010 0.012 0.016 –0.014 0.017 0.002 0.012 –0.010 0.019 

β1 =0.90 –0.375 0.375 –0.322 0.323 –1.503 1.508 –0.380 0.380 –0.391 0.391 

β2 =0.30 0.097 0.097 0.095 0.096 –0.039 0.041 0.117 0.118 0.105 0.106 

β3 =0.05 0.044 0.045 0.014 0.019 0.014 0.017 0.053 0.054 0.073 0.075 

β4 =0.03 0.009 0.012 0.003 0.012 –0.005 0.010 0.007 0.014 0.007 0.016 

β5 =0.15 0.023 0.024 0.044 0.046 –0.016 0.019 0.033 0.035 0.018 0.025 

β6 =0.05 –0.005 0.011 0.013 0.018 –0.017 0.020 0.002 0.014 –0.013 0.022 
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In Table 9 we continue to increase the variance of the individual effects of the countries up 

to 2.0. From Table 9 we see that again when the true values of parameter β1 fluctuate around 

0.1–0.5, then the lowest biases are achieved in the case of the GMM1 estimator, and when the 

true parameter of β1 is equal to 0.8 or 0.9 then the lowest biases are achieved in the case of the 

AH-L estimator. Compared with Tables 7 and 8 we see that when we increase the variance of 

the individual effects of the countries, the results obtained with the GMM1 and GMM-SYS1 

estimators are more accurate, because the bias becomes smaller than the same results in Ta-

bles 7 and 8. 

 

Table 9: Simulation results, T = 14, N = 101, 00.2/ 22   , 9.0  

Parameters 
true values 

Estimation algorithm 

FE AH-L AH-D GMM1 GMM1-SYS 

Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE 

β1 = 0.10 –0.024 0.024 –0.067 0.067 –0.137 0.139 –0.019 0.020 –0.030 0.031 

β2 =0.30 0.020 0.020 0.007 0.008 –0.002 0.005 0.021 0.021 0.023 0.023 

β3 =0.05 0.010 0.010 0.002 0.004 0.001 0.004 0.011 0.012 0.016 0.016 

β4 =0.03 0.001 0.003 0.000 0.003 –0.001 0.003 0.000 0.003 0.000 0.004 

β5 =0.15 0.006 0.007 0.003 0.005 –0.001 0.004 0.008 0.009 0.009 0.010 

β6 =0.05 –0.001 0.003 0.000 0.003 –0.001 0.004 –0.001 0.004 –0.003 0.005 

β1 =0.20 –0.039 0.040 –0.122 0.122 –0.280 0.282 –0.032 0.033 –0.051 0.051 

β2 =0.30 0.033 0.034 0.016 0.016 –0.004 0.007 0.036 0.037 0.040 0.040 

β3 =0.05 0.015 0.016 0.003 0.005 0.002 0.004 0.018 0.018 0.027 0.027 

β4 =0.03 0.002 0.003 0.000 0.003 –0.001 0.004 0.000 0.004 0.000 0.006 

β5 =0.15 0.010 0.010 0.007 0.008 –0.002 0.004 0.013 0.013 0.014 0.015 

β6 =0.05 –0.002 0.004 0.002 0.004 –0.002 0.005 0.000 0.005 –0.004 0.008 

β1 =0.50 –0.126 0.127 –0.227 0.227 –0.754 0.756 –0.118 0.119 –0.135 0.135 

β2 =0.30 0.061 0.061 0.048 0.049 –0.015 0.017 0.069 0.070 0.068 0.069 

β3 =0.05 0.026 0.026 0.008 0.010 0.006 0.008 0.028 0.029 0.044 0.045 

β4 =0.03 0.004 0.007 0.001 0.006 –0.003 0.006 0.002 0.008 0.001 0.010 

β5 =0.15 0.013 0.015 0.022 0.023 –0.006 0.009 0.019 0.021 0.014 0.018 

β6 =0.05 –0.003 0.007 0.005 0.009 –0.008 0.010 0.001 0.008 –0.007 0.014 

β1 =0.80 –0.301 0.302 –0.295 0.296 –1.307 1.310 –0.301 0.302 –0.312 0.313 

β2 =0.30 0.087 0.087 0.084 0.084 –0.032 0.035 0.103 0.104 0.093 0.094 

β3 =0.05 0.038 0.039 0.013 0.017 0.012 0.014 0.045 0.046 0.063 0.065 

β4 =0.03 0.008 0.011 0.003 0.010 –0.005 0.009 0.006 0.013 0.005 0.016 

β5 =0.15 0.019 0.021 0.039 0.040 –0.013 0.016 0.029 0.031 0.016 0.023 

β6 =0.05 –0.004 0.010 0.012 0.016 –0.014 0.017 0.002 0.013 –0.010 0.020 

β1 =0.90 –0.374 0.374 –0.320 0.322 –1.511 1.516 –0.377 0.377 –0.387 0.388 

β2 =0.30 0.096 0.097 0.095 0.095 –0.039 0.042 0.116 0.117 0.103 0.105 

β3 =0.05 0.043 0.044 0.013 0.018 0.014 0.017 0.051 0.053 0.072 0.073 

β4 =0.03 0.010 0.013 0.003 0.012 –0.005 0.010 0.008 0.014 0.007 0.016 

β5 =0.15 0.023 0.025 0.045 0.047 –0.016 0.020 0.035 0.038 0.020 0.027 

β6 =0.05 –0.004 0.011 0.013 0.018 –0.018 0.021 0.003 0.014 –0.010 0.021 
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In Table 10 we continue to increase the variance of the individual effect of the countries up 

to 3.0. Then, as we can see from Table 10, all of the previous conclusions can be applied also 

to this table. Finally in Table 11 we increase the variance of the individual effect of the countries 

to 5.0. From Table 11 we can see that all the above conclusions are still the same. The one 

difference is that when the true values of parameter β1 fluctuate around 0.8–0.9, then the bias 

obtained with GMM1 becomes smaller than the same bias obtained with FE. This means that 

with continued increasing of the variance of the individual effect of the countries, the behavior 

of the GMM1 estimator becomes better and better. 

 

Table 10: Simulation results, T = 14, N = 101, 00.3/ 22   , 9.0  

Parameters 
true values 

Estimation algorithm 

FE AH-L AH-D GMM1 GMM1-SYS 

Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE 

β1 = 0.10 –0.024 0.024 –0.066 0.067 –0.135 0.138 –0.017 0.019 –0.029 0.030 

β2 =0.30 0.019 0.020 0.007 0.008 –0.002 0.005 0.021 0.021 0.022 0.022 

β3 =0.05 0.009 0.010 0.001 0.004 0.001 0.004 0.011 0.011 0.015 0.016 

β4 =0.03 0.001 0.003 0.000 0.003 –0.001 0.003 0.000 0.003 0.000 0.004 

β5 =0.15 0.006 0.007 0.003 0.005 –0.001 0.004 0.008 0.009 0.009 0.010 

β6 =0.05 –0.001 0.003 0.001 0.004 –0.001 0.004 0.000 0.004 –0.002 0.005 

β1 =0.20 –0.040 0.040 –0.122 0.122 –0.279 0.281 –0.031 0.032 –0.050 0.050 

β2 =0.30 0.034 0.034 0.016 0.016 –0.004 0.007 0.036 0.037 0.039 0.040 

β3 =0.05 0.015 0.016 0.003 0.005 0.002 0.004 0.017 0.018 0.026 0.027 

β4 =0.03 0.002 0.004 0.000 0.004 –0.001 0.004 0.000 0.004 –0.001 0.006 

β5 =0.15 0.010 0.010 0.007 0.008 –0.002 0.005 0.013 0.014 0.014 0.016 

β6 =0.05 –0.001 0.004 0.002 0.004 –0.002 0.005 0.000 0.005 –0.004 0.007 

β1 =0.50 –0.126 0.127 –0.227 0.227 –0.760 0.762 –0.116 0.117 –0.132 0.133 

β2 =0.30 0.060 0.061 0.048 0.048 –0.016 0.018 0.069 0.069 0.067 0.067 

β3 =0.05 0.026 0.026 0.007 0.010 0.006 0.008 0.028 0.029 0.043 0.044 

β4 =0.03 0.004 0.006 0.001 0.006 –0.003 0.006 0.001 0.007 0.001 0.010 

β5 =0.15 0.013 0.015 0.022 0.023 –0.007 0.009 0.020 0.022 0.015 0.019 

β6 =0.05 –0.003 0.007 0.006 0.009 –0.007 0.009 0.002 0.009 –0.007 0.014 

β1 =0.80 –0.302 0.302 –0.295 0.296 –1.313 1.316 –0.300 0.300 –0.311 0.311 

β2 =0.30 0.087 0.087 0.084 0.085 –0.033 0.035 0.103 0.104 0.092 0.093 

β3 =0.05 0.038 0.039 0.012 0.016 0.012 0.014 0.044 0.045 0.062 0.064 

β4 =0.03 0.008 0.010 0.002 0.010 –0.005 0.009 0.006 0.012 0.005 0.015 

β5 =0.15 0.020 0.021 0.039 0.040 –0.014 0.017 0.030 0.032 0.018 0.024 

β6 =0.05 –0.004 0.010 0.011 0.015 –0.015 0.017 0.003 0.013 –0.009 0.019 

β1 =0.90 –0.376 0.376 –0.321 0.322 –1.508 1.513 –0.377 0.377 –0.387 0.387 

β2 =0.30 0.097 0.098 0.096 0.096 –0.039 0.042 0.117 0.118 0.104 0.105 

β3 =0.05 0.043 0.044 0.014 0.019 0.014 0.017 0.051 0.053 0.071 0.073 

β4 =0.03 0.010 0.012 0.003 0.011 –0.005 0.010 0.007 0.014 0.007 0.017 

β5 =0.15 0.023 0.025 0.044 0.046 –0.016 0.019 0.035 0.038 0.021 0.027 

β6 =0.05 –0.005 0.011 0.013 0.018 –0.017 0.020 0.003 0.014 –0.011 0.021 
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Therefore, based on the inferences from Tables 7–11 we conclude that GMM-type estima-

tors (Arellano-Bond and Blundell-Bond) perform well compared with the fixed effects and in-

strumental variables estimators, particularly when we increase the coefficient on the lagged 

dependent variables and the variance of the individual effects of the countries. Thus, based on 

the simulation results, we conclude that the GMM-type estimators are able to give more rea-

sonable and accurate estimation results than fixed-effects or instrumental variable estimators. 
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Table 11: Simulation results, T = 14, N = 101, 00.5/ 22   , 9.0  

Parameters 
true values 

Estimation algorithm 

FE AH-L AH-D GMM1 GMM1-SYS 

Bias RMSE Bias RMSE Bias RMSE Bias RMSE Bias RMSE 

β1 = 0.10 –0.024 0.025 –0.067 0.068 –0.137 0.140 –0.017 0.018 –0.028 0.029 

β2 =0.30 0.020 0.020 0.007 0.008 –0.002 0.005 0.021 0.021 0.021 0.021 

β3 =0.05 0.009 0.010 0.001 0.004 0.001 0.003 0.011 0.011 0.014 0.015 

β4 =0.03 0.001 0.003 0.000 0.003 –0.001 0.003 0.000 0.003 –0.001 0.004 

β5 =0.15 0.006 0.007 0.003 0.005 –0.001 0.004 0.009 0.009 0.009 0.011 

β6 =0.05 –0.001 0.003 0.001 0.004 –0.001 0.004 0.000 0.004 –0.002 0.005 

β1 =0.20 –0.041 0.041 –0.122 0.123 –0.280 0.282 –0.030 0.031 –0.048 0.049 

β2 =0.30 0.034 0.034 0.016 0.016 –0.004 0.007 0.036 0.037 0.038 0.038 

β3 =0.05 0.016 0.016 0.003 0.005 0.002 0.004 0.017 0.018 0.025 0.026 

β4 =0.03 0.002 0.003 0.000 0.003 –0.001 0.004 0.000 0.004 –0.001 0.006 

β5 =0.15 0.010 0.010 0.007 0.008 –0.002 0.005 0.014 0.015 0.015 0.016 

β6 =0.05 –0.002 0.004 0.001 0.004 –0.003 0.005 0.000 0.005 –0.004 0.007 

β1 =0.50 –0.128 0.129 –0.227 0.228 –0.758 0.760 –0.115 0.116 –0.130 0.131 

β2 =0.30 0.061 0.061 0.049 0.049 –0.015 0.017 0.069 0.070 0.066 0.066 

β3 =0.05 0.026 0.027 0.008 0.010 0.006 0.008 0.027 0.028 0.042 0.043 

β4 =0.03 0.004 0.007 0.001 0.006 –0.003 0.006 0.001 0.007 0.000 0.010 

β5 =0.15 0.014 0.015 0.023 0.024 –0.007 0.009 0.022 0.024 0.018 0.022 

β6 =0.05 –0.003 0.007 0.006 0.009 –0.007 0.009 0.002 0.009 –0.005 0.013 

β1 =0.80 –0.303 0.303 –0.294 0.295 –1.306 1.310 –0.298 0.299 –0.308 0.308 

β2 =0.30 0.087 0.088 0.084 0.085 –0.032 0.035 0.103 0.104 0.091 0.092 

β3 =0.05 0.039 0.039 0.012 0.016 0.012 0.014 0.043 0.045 0.062 0.064 

β4 =0.03 0.008 0.010 0.002 0.010 –0.005 0.009 0.005 0.012 0.005 0.014 

β5 =0.15 0.020 0.021 0.039 0.040 –0.013 0.016 0.032 0.034 0.020 0.025 

β6 =0.05 –0.004 0.010 0.012 0.016 –0.015 0.017 0.004 0.013 –0.009 0.018 

β1 =0.90 –0.375 0.376 –0.320 0.321 –1.512 1.517 –0.374 0.374 –0.383 0.383 

β2 =0.30 0.097 0.097 0.095 0.095 –0.041 0.043 0.116 0.117 0.103 0.104 

β3 =0.05 0.044 0.045 0.013 0.018 0.015 0.018 0.050 0.052 0.070 0.072 

β4 =0.03 0.010 0.012 0.003 0.012 –0.005 0.010 0.007 0.014 0.007 0.017 

β5 =0.15 0.023 0.025 0.044 0.046 –0.016 0.019 0.038 0.040 0.023 0.030 

β6 =0.05 –0.004 0.011 0.013 0.018 –0.017 0.020 0.004 0.014 –0.009 0.020 
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7 Synthesis of results and conclusions 

We analyze the determinants of export sophistication in a dynamic panel data estimation set-

up and discriminate among several estimation procedures. A comparison of the different esti-

mation algorithms, namely fixed effects, Anderson-Hsiao (level and difference instruments), 

Arellano-Bond, and Blundell-Bond estimators show that the GMM-type estimators (Arellano-

Bond and Blundell-Bond) outperform instrumental-variable and fixed-effects estimators. Based 

on Monte Carlo simulations we conclude that the GMM-type estimators behave much better 

when the true coefficient of the lagged dependent variable is close to one. This is because, as 

was shown by Monte Carlo experiments, when we increase the value of the dependent lagged 

parameter and the variance of the individual effects, the bias of the GMM-type estimators de-

creases.  

Thus, based on the Arellano-Bond GMM estimation results, we are able to note that these 

estimates are the closest estimates to the true values. Hence, from this point of view the most 

accurate estimation results presented in Tables 3–5 are those obtained via the Arellano-Bond 

estimation. Now we can conclude that GDP per capita and population are statistically signifi-

cant and have the expected sign. These two variables are strong determinants of export sophis-

tication. From this point of view, our finding is consistent with the findings of Hausmann et al. 

(2007). But the difference is that for the dynamic panel data model the impact of GDP per capita 

and population on the export sophistication is much higher. 

Further, human capital is insignificant and its value almost equals zero, which means that 

human capital is not a strong determinant for export sophistication and we conclude that a 

causal effect may go from export sophistication to human capital and not vice versa. The 

impact of institutional quality on the export sophistication is also close to zero and its value 

is not significant. But when we conduct estimation for two different groups of countries we 

see that the estimate for the rule of law index has a positive but still insignificant effect for 

low institutional quality countries and it has negative and significant effect for high institu-

tional quality countries. This means that the rule of law index can be considered as a deter-

minant for export sophistication in high institutional quality countries, albeit its impact is 

negative. Finally, the territorial size of the countries has a negative impact on export sophis-

tication, which means that small countries could more easily diversify production and export 

than larger countries. 

Finally, we added to the export sophistication model a lagged value of this dependent varia-

ble. The lagged value of export sophistication has a significant and positive effect on its current 

value, and the estimated coefficient suggests a strong persistence of the behavior of export so-

phistication. This is a sign of the path dependency of the export activities in terms of export 
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sophistication. Further, strong persistence is also likely the reason for the absence of structural 

breaks in export sophistication for a large sample of countries and explains why export sophis-

tication is not affected by the crisis. 

Our results show that when we apply the panel data over a different period and different 

country set the findings of Hausmann et al. (2007) remain robust. Our findings using panel data 

from 2001–2014 confirm that export path-dependency, GDP per capita, and the size of the 

economy exert significant and positive effects on export sophistication. On the other hand, we 

find that the impact of institutional quality has a positive effect only for low institutional quality 

countries, but has a negative and significant effect for countries with high institutional quality. 

The high persistence of export sophistication forms a basis for the policy to strongly support 

export diversification that promotes not only productivity and sustainable economic growth but 

also resistance during economic downturns. 
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Technical Appendix 

In this Technical Appendix we provide a brief overview of the basic estimation algorithms 

employed in the paper. 

 

3.1 The instrumental variables approach (Anderson-Hsio estimator) 

The IV-type estimator in a dynamic panel data model was first proposed by Anderson and Hsiao 

(1982). In order to summarize this algorithm let’s consider the following model. 

itiittiit xyy   1, , TtNi ,...,1   ,,...,1  , ) ,0(~ 2
 Nit  and 1  

itx  is a vector of the explanatory variable, i  denotes the unobserved time-invariant individual 

effect, and it  is the error term with   0itE   and   2
 jsitE  if ji   and st  , 

  0jsitE   otherwise. We assume that:  

  0iE  ,   0iti xE  ,   0itit xE  . 

The most popular way to obtain consistent estimates for   is to eliminate the individual 

effects. Hence, instead of the within-estimator we apply first differencing and obtain: 
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In the model above, ݕ௜,௧ିଵ  is correlated by construction with ߝ௜,௧ିଵ  and ݕൣܧ௜,௧ିଵ൫ߝ௜,௧ െ

௜,௧ିଵ൯൧ߝ ൌ ௜,௧ߝ௜,௧ିଵ൫ߝൣܧ െ ௜,௧ିଵ൯൧ߝ ൌ 	െܧሺߝ௜,௧ିଵ
ଶ ሻ ൌ െߪ ଶ

ఌ
. Therefore, we need instruments that 

are uncorrelated with ሺߝ௜௧ െ ௜௧ିଵݕ௜,௧ିଵሻ , but correlated with ሺߝ െ  ௜,௧ିଶሻ. Anderson and Hsiaoݕ

suggest to use level instruments ݕ௜,௧ିଶ  or the lagged difference ሺݕ௜௧ିଶ െ ௜,௧ିଷሻݕ , because 

௜௧ߝ௜,௧ିଶሺݕൣܧ െ ௜,௧ିଵሻ൧ߝ ൌ ௜,௧ߝ௜,௧ିଶሺߝൣܧ െ ௜,௧ିଵሻ൧ߝ ൌ 0  and ൣܧሺݕ௜,௧ିଶ െ ௜௧ߝ௜,௧ିଷሻሺݕ െ ௜,௧ିଵሻ൧ߝ ൌ

௜,௧ିଶߝሺൣܧ െ ௜௧ߝ௜,௧ିଷሻሺߝ െ ௜,௧ିଵሻ൧ߝ ൌ 0. Using these instruments the above model can be esti-

mated in the traditional instrumental variable way (Behr, 2003). 

 

3.2 The GMM approach (Arellano-Bond estimator) 

Let us consider the same dynamic panel data model as in section 3.1. The GMM estimation 

algorithm is also based on the first differencing of the above model. As noted by Arellano and 

Bond (1991), all jtiy 2, , ,...,1,0j  satisfy the conditions 

  
   0

0

1,,2,

2,1,2,









titijti

titijti

yE

yyyE


. 
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Therefore, they all are legitimate instruments for  2,1,   titi yy . For example in period t = 3, 

variable 1iy  is a valid instrument, since it is correlated with  1,2, ii yy   and not correlated with 

 2,3, ii   , as long as it  are not serially correlated. When t = 4, the variable 1iy  and 2iy  are 

valid instruments, since they are correlated with  2,3, ii yy   and not correlated with  3,4, ii   . 

In result we will have the following matrix of all possible instruments: 






























 iTTiii

iii

ii

i

xyyy

xyy

xy

W

2,21

421

31

,...,,00

000

0...,0

0...0







. 

Thus we have 0][  itiWE  . If it  is homoscedastic then as an initial weighting we can use 

the following )2)(2(  TT  size matrix: 
































2100

01210

00121

0012











H

. 

Using the set of all possible instruments and the initial weighting matrix the model can be 

estimated in the traditional GMM way (Behr, 2003). 

 

3.3 The system-GMM approach (Blundell and Bond estimator) 

The above GMM estimator suggested by Arellano-Bond is known to be rather inefficient when 

instruments are weak. Blundell and Bond (1998) suggest using both level and differencing in-

struments simultaneously. We will not present all the details about the Blundell-Bond algo-

rithm, because all the details related to the instruments matrix and initial weighting matrix are 

provided in Behr (2003). Thus, having a matrix of all available instruments (level and differ-

enced instruments) and an initial weighting matrix, the remaining part of the estimation can 

proceed in the standard GMM manner. 
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