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Abstract

We propose theory-based Monte Carlo simulations to quantify the extent to which the
estimated speed of convergence depends on the underlying econometric techniques. Based
on a theoretical growth model as the data generating process, we find that, given a true
speed of convergence of around 5%, the estimated values range from 0.2% to 7.72%. This
corresponds to a range of the half life of a given gap from around 9 years up to several
hundred years. With the exception of the (very inefficient) system GMM estimator with
the collapsed matrix of instruments, the true speed of convergence is outside of the 95%
confidence intervals of all investigated state-of-the-art estimators. In terms of the squared
percent error, the between estimator and the system GMM estimator with the non-collapsed
matrix of instruments perform worst, while the system GMM estimator with the collapsed
matrix of instruments and the corrected least squares dummy variable estimator perform
best. Based on these results we argue that it is not a good strategy to rely on only one or
two different estimators when assessing the speed of convergence, even if these estimators
are seen as suitable for the given sources of biases and inefficiencies. Instead one should
compare the outcomes of different estimators carefully in light of the results of Monte Carlo

simulation studies.

Keywords: Speed of Convergence, Panel Data, Monte-Carlo Simulation, Estimator Bias,

Estimator Efficiency, Economic Growth.

JEL classification: C13, C23, O47.



1 Introduction

Since the publication of Islam (1995), panel data estimators have became a very popular tool
in the empirical analysis of economic growth (see Durlauf et al., 2005, for an overview of the
literature and a very detailed discussion of the problems that arise in these types of growth
regressions). While it seems that there is a broad consensus in the profession that a reasonable
estimate for the speed of convergence lies around 2%, the results of different econometric studies
vary wildly: Abreu et al. (2005) analyze 48 articles with 619 estimated values for the speed
of convergence and show that the estimates range from negative values to the maximum of
65.59%. This huge dispersion can be attributed partly to the use of different specifications,
different control variables, and different sample sizes, the presence of measurement errors, and
to endogeneity issues (see, for example, Durlauf, 2001; Durlauf et al., 2005). However, purely
methodological aspects also seem to play an important role: Abreu et al. (2005, p. 410) note
that generalized method of moments (GMM) estimators and the corrected least squares dummy
variable (LSDVC) technique yield substantially higher estimates than other approaches and
Hsiao et al. (2002) show in Monte-Carlo studies that the biases of GMM-based estimators can
be large.

From the perspective of growth economics, the large differences in the results delivered by the
different estimation techniques urge for a thorough analysis of the biases and inefficiencies of the
different state-of-the-art estimators that are used in growth econometrics. In a sample taken from
the real world, one can only speculate about the true speed of convergence because of the issues
described in the previous paragraph. However, simulations based on a theoretical model as the
“true” and known data-generating process offer an interesting opportunity to put the different
econometric techniques to a test. Such an approach allows to abstract from complications that
emerge in the real world such as measurement errors, omitted variables, different sample sizes,
and endogeneity by performing essentially a controlled experiment. Hauk and Wacziarg (2009)
were the first to provide a systematic analysis of the different biases involved with panel data
estimators in growth regressions. Our study differs from theirs along the following lines: i) while
Hauk and Wacziarg (2009) simulate data based on estimated fixed effects, we simulate different
trajectories of per capita GDP for different countries based on a Solow (1956) type of growth
model with different deep parameters (such as the savings rate and the population growth rate).
This yields simulated country-specific fixed effects without the need to rely on estimations and
allows us to infer the true underlying speed of convergence by design;! ii) we do not only analyze
the extent of the bias of different estimators but also their confidence intervals. This yields the
surprising insight that the true speed of convergence is outside of the 95% confidence intervals
of all estimators, except for the system GMM (SYSGMM) estimator with a collapsed matrix
of instruments, which, however, delivers very inefficient estimates; iii) we include the LSDVC
estimator that has been proposed most recently as an alternative to GMM-based estimators as

a remedy for the Nickell (1981) bias in our analysis.

!Note that we do not need to simulate “realistic’ convergence processes. In fact, all we need is that the
underlying true speed of convergence is known and that there are enough available data points for estimation.



In our paper we explicitly address the biases of the pooled least squares (POLS) estimator,
the random effects (RE) estimator, the between estimator (BE), the fixed effects (FE) estimator,
the difference GMM (DIFFGMM) estimator, the system GMM (SYSGMM) estimator, and the
LSDVC estimator.”? Knowing the true speed of convergence from the simulations, we compare
the different estimators and their confidence intervals for identifying those estimators that are
most promising for estimating the rate of convergence in practical applications. Since even al-
legedly unbiased estimators perform badly, we argue that researchers should not rely on only one
estimator when assessing the speed of convergence, even if this estimator is deemed to be suitable
for the different sources of biases involved in the given specifications and in the corresponding
data set. A better strategy would be to compare the outcomes of different estimators in light of
the results of Monte Carlo studies. Furthermore, we propose to use the information of different
available estimators by computing a simple average over the implied speeds of convergence and
to report this average in addition to the estimates that are directly obtained from the different
econometric methods.

The paper is organized as follows. In Section 2 we provide a short discussion of important
articles on convergence and we briefly describe known biases of panel data estimators and the
state-of-the-art solutions to cope with them. In Section 3 we provide a detailed explanation of
the data-generating process and the different scenarios and trajectories that we simulate. In
Section 4, we employ our generated data set to estimate the autoregressive coefficient of the
dynamic panel data model with the different state-of-the-art methods. We report the point
estimates and their confidence intervals for the different estimators and we compute the implied
speed of convergence and the squared percent error for each estimator. This allows us to assess
the biases of the estimators in terms of the deviations from the true speed of convergence and
the efficiency of the estimators in terms of the range of their confidence intervals. Finally, in

Section 5 we summarize our findings and conclude.

2 Panel data estimators and their known biases

While earlier studies of convergence relied on cross-sectional data (cf. Barro, 1991, 1997; Sala-i-
Martin, 1997), progress has been made toward the use of panel data in the mid 1990s (cf. Caselli
et al., 1996; Islam, 1995).% The main advantages of the use of panel data in this context are that
i) the number of available observations increases substantially, ii) it becomes possible to control
for unobserved heterogeneity that stays constant over time, and iii) dynamic relationships can
be captured in a more accurate way by including the lagged dependent variable as a regressor
(see, for example, Baltagi, 2013; Hsiao, 2014; Pesaran, 2015, for detailed discussions).

While the inclusion of the lagged dependent variable in panel data growth regressions is

2For the conceptual details of the different estimators and their advantages and disadvantages see Hurwicz
(1950), Nickell (1981), Arellano and Bond (1991), Blundell and Bond (1998), Judson and Owen (1999), Wooldridge
(2002), Bun and Kiviet (2003), Bruno (2005), Hauk and Wacziarg (2009), Baltagi (2013), Hsiao (2014), Pesaran
(2015), Durlauf et al. (2005).

3For recent applications see, for example, Esposti (2007), Gehringer and Prettner (2014), Crespo-Cuaresma
et al. (2014), Hauk and Wacziarg (2009), Briickner (2013), Irmen and Litina (2016), and Cohen and Soto (2007).



crucial for the calculation of the speed of convergence, its introduction comes with a substantial
cost: the estimation of dynamic models is subject to the Hurwicz (1950) bias and endogeneity
between fixed effects and the lagged dependent variable in FE estimation gives rise to the
Nickell (1981) bias. While the Hurwicz (1950) bias can only be mitigated by increasing the time
dimension of the panel data set, a number of estimators have been proposed to deal with the
endogeneity between fixed effects and the lagged dependent variable: difference GMM (Arellano
and Bond, 1991; Arellano and Bover, 1995), system GMM (Blundell and Bond, 1998) and the
LSDVC estimator (Bruno, 2005; Bun and Kiviet, 2003; Judson and Owen, 1999). In spite of the
fact that the new panel data estimators offer promising improvements over older ones (such as
POLS, FE, and BE), there are still a number of known biases arising from these estimators. The
sources of those biases that are relevant in our analysis are summarized in Table 1. Of course,

the extent of the bias may be different from case to case.

Table 1: Biases of panel data estimators that we address in our study

Biases POLS FE RE BE LSDVC DIFFGMM SYSGMM
Non-random heterogeneity X X

Omitted group effects X X X

Endogeneity of y;_1 X X X

Validity of instruments X X X

Sources: Buddelmeyer et al. (2008); Ferndndez-Val and Vella (2011); Hauk and Wacziarg (2009); Hayakawa (2007);
Roodman (2009); Wooldridge (2002).

With regards to POLS and RE estimators, Wooldridge (2002, pp. 249 and 257) notes that,
if the country-specific fixed effect denoted by u; is correlated with the explanatory variables,
then both estimators are biased. A very insightful overview of known biases of well-established
panel data estimators is provided by Hauk and Wacziarg (2009): among other biases, they note
that the omitted country-specific fixed effect may create a bias for BE and RE estimators and
endogeneity of the lagged dependent variable would cause a bias for FE and RE estimators.
Another issue is the problem of weak instruments as also noted by Hauk and Wacziarg (2009):
this problem is particularly severe in SYSGMM estimation because two types of instruments
are used, lagged levels and lagged differences. Even if the instruments are not weak, there
can simply be too many of them — this is described by Roodman (2009) for DIFFGMM and
SYSGMM and referred to as instrument proliferation. In general, the validity of instruments is

often not guaranteed in case of GMM-based estimators.*

“In our study we focus on the biases described in Table 1. However, there are other known sources for biases the
analysis of which would require a different underlying data-generating process. For example, all of the estimators
involved are exposed to the bias that arises because of measurement errors (Wooldridge, 2002, p. 311) and to the
serial correlation of the error term (see Wooldridge, 2002, pp. 282-283 and 307).



3 The data-generating process

This section provides the detailed information on the data-generating process and the param-
eters that we use in the Monte-Carlo simulations. We proceed in the following manner: First,
we generate a time series of per capita output for one country over a pre-specified number of
years according to a dynamic process based on a Solow (1956) type of growth model. Note that
this is the simplest framework for simulating a convergence process of which we know the true
underlying speed and which we can use to assess the biases and the confidence intervals of our
different estimators. Nothing — except for additional complexity — would be gained by using
more sophisticated growth models with endogenous saving rates (as, for example, Cass, 1965;
Diamond, 1965; Koopmans, 1965; Ramsey, 1928) or endogenous technological progress (as, for
example, Howitt, 1999; Jones, 1995; Romer, 1990; Segerstrom, 1998) as baseline frameworks.
Second, we introduce unobserved heterogeneity, u;, by the means of a randomization of the
parameters of the Solow model to generate time series of per capita output for a pre-specified
number of different countries (the cross-country dimension, N). Third, we introduce idiosyn-
cratic distortions by means of stochastic shocks to account for the fact that there are deviations
from the output series that are not explained by the underlying theoretical framework.

Suppose that time t = 1,2...,7T evolves discretely and that we are observing ¢ = 1,2,... N
different economies. Aggregate output of these economies is described by a Cobb-Douglas pro-
duction function of the form

Vi = ARSI,

where Y ; is aggregate output of country ¢ at time ¢ (which, by the national accounts identity, is
equal to aggregate income), A refers to the total factor productivity (TFP), K;; is the physical
capital stock (machines, production facilities, office buildings, etc.), L;; is the amount of ag-
gregate labor input, and « is the elasticity of aggregate output with respect to physical capital
input. Households save a constant fraction s; of their income Y;; in each year, which implies

that physical capital accumulation is given by the dynamic equation
Kiti1=5Yit + (1 = 0)Kig,

where 9 is the rate of depreciation that does not differ between countries. We denote per worker
variables with lowercase letters such that per worker capital is given by k;; = K;;/L;; and per
worker output pins down to

Vit = Yie/Lig = ki (1)

Altogether, we can derive the following approximation of the fundamental equation of the Solow

(1956) model in terms of the evolution of capital per worker
kipy1 ~ s Ak + (1= 0 — ni)kig, (2)

where n; is the growth rate of the workforce. Since we abstract from unemployment, childhood,

and retirement, per worker variables and per capita variables coincide, such that n; is equivalent



to the population growth rate. Note that, in continuous time, the differential equation counter-
part to Equation (2) holds with equality. The approximation in case of discrete time becomes
better the lower the population growth rate and the smaller the time step between ¢ and ¢ + 1.
In our case, where t is measured in yearly terms, this is a reasonable approximation. It would be
more difficult to defend this approximation in an overlapping generations framework in which a
time step refers to one generation and therefore lasts for around 25 years.

The steady-state capital stock can be determined by setting k; ;41 = k;; in Equation (2) and

1
S‘A 11—«
kf = : :
; (ni—|—5> (3)

Steady-state output per capita is then equal to

is given by

@

w=i = () (@)

From now on we normalize A = 1 for all countries, which does not impact on our qualitative
results.
The true speed of convergence Aye; can easily be derived for each country as (see Romer,
2006, pp. 25-26):
Mruei = (1 — a)(ng — 9). (5)

The average values of Aiye,i over all countries are compared to the estimated speed of conver-
gence from the different estimation methodologies in Section 4. The variable that is crucial for
generating convergence is the initial level of capital, k;o. In case that we set k;o to a small
value, we generate a poor country ¢ that has a strong catch-up potential and will grow fast
initially. By contrast, if we set k; o close to the steady-state value, we generate a rich country
with a low catch-up potential that will grow sluggishly. To rule out the situation of convergence
to the steady state from above (i.e., with negative growth rates)’, we initialize the simulation

by setting k; o to a level below the steady-state according to
kio = Dik;,

where D; € (0,0.3] is the distance to the steady state as drawn from a truncated normal
distribution (see Tables 2 and 3 for an overview of the parameter values used in the different
simulation scenarios). We set the upper bound of the relative position of the initial capital stock
at 30% to ensure catch-up growth over a considerable time period.

Instead of generating the data set for different countries by relying on estimated fixed ef-
fects from empirical specifications as in Hauk and Wacziarg (2009, p. 116), we create artificial

countries, where we follow the theoretical limitations that are imposed on the parameters by

°It is often argued that the negative growth rates in the former countries of the Soviet Union in the 1990s
can be attributed to a shrinking capital stock. While the Soviet Union had a very high forced investment rate
that could not be sustained anymore after the communist system collapsed, in our simulations the question would
arise how a country could have built up a capital stock that is larger than its steady-state capital stock in the
first place.



the structure of the Solow (1956) model in the simulation of the unobserved heterogeneity, ;.
Although it is not required to use plausible parameter values — because we could generate any
data set we want and use it as our data-generating process as long as we can compute the true
underlying speed of convergence — we think it is more comprehensible to use parameter values
that are familiar from growth theory and/or that are empirically plausible. Most of the param-
eters of the Solow model are bounded in some way, for example, s; € (0,1), kg > 0, « € (0, 1),
and 0 > 0 cannot attain negative values and some cannot exceed 1. This provides theoretical
restrictions that we impose on the parameter space by truncating the corresponding simulated
distributions (see Robert, 1995; Robert and Casella, 2005). Second, we use mean values of the
parameters that are reasonably close to the data observed in reality. We assume that a and §
are fixed and equal across countries and set o = 0.35, which is broadly in line with the literature
(cf. Acemoglu, 2009; Jones, 1995), and § = 0.06, which follows from the findings of Fraumeni
(1997). We introduce country-specific heterogeneity via the savings rate s; and the population
growth rate n;. In so doing we rely on World Bank (2016) data for 214 countries over the years
1966 to 2014 to get the mean population growth rate of 1.83% and the mean gross savings rate
of 27.97%.5 While we could easily introduce additional country-specific heterogeneity in A, a,
and 6, this would merely complicate the analysis without leading to additional insights.”

We simulate four scenarios, two deterministic and two stochastic ones, for 150 countries and
100 time steps. In contrast to the deterministic scenarios, which result in smooth and concave
trajectories of output as it converges toward its steady-state level, the stochastic scenarios feature
additional shocks over time on output, denoted by ¢,, on the savings rate, denoted by ¢, and on
the population growth rate, denoted by &,,. Doing so introduces time-varying savings rates and
population growth rates s;; and n;; (see Table 3, Scenario 4) without altering the underlying
speed of convergence in a systematic way. The stochastic shocks ¢y, €5, and ¢, are simulated
from a normal distribution such that these shocks can be considered as stochastic perturbations
similar to unsystematic measurement errors or transient exogenous shocks. We leave out the
first 5 time steps from the resulting series because the convergence effects are very strong for
countries with a low value of D;. We also drop the last 45 time steps because most countries
are already very close to their steady states after 50 years (see Figure 1 for the simulated time
paths of output per capita in the four scenarios). Out of the resulting time series variables, we
generate five-year averages to mimic the estimation strategy that is often employed to average
out business-cycle effects in real-world data (cf. Crespo-Cuaresma et al., 2014; Islam, 1995). As
a consequence, we have an artificial data set for 150 countries and 10 time periods (as five year
averages) such that N = 150 and 7' = 10 are the dimensions of our panel data set. These values
are quite common for panel data growth regressions.

The first scenario involves a limited randomization relying on a truncated normal distribution

only for D; and s;, whereas in the second scenario we also randomize the population growth

SCountries with negative average values for s and n over this time period were left out of the consideration.

" Altogether, the distributions from which we draw the underlying parameters for the simulation are indepen-
dent from each other. It is possible to build in collinearity between the variables and to analyze the extent to
which different estimators can cope with multicollinearity. While this is outside of the scope of our paper, it is
surely a promising avenue for further research.



rate n;. In the third scenario we introduce stochastic shocks to Equation (1) for the dynamics
of output, while the fourth scenario also features stochastic shocks on the savings rates and on
the population growth rates such that s;; and n;+ enter Equation (2) and the model dynamics
in a time-varying manner.

In the next section we estimate the AR(1) coefficient, which is required to determine the
speed of convergence, with different state-of-the-art panel data methods. We use the resulting
coefficient estimates to calculate the implied speed of convergence, Ajypiied, for each method.
The resulting value is compared to the true underlying speed of convergence, Ay, such that
we can assess the direction and the extent of the bias of the different estimators. Furthermore,
we provide information on the confidence intervals of the different estimators to assess their

efficiency in a comparative way.

Table 2: Fixed parameter values and distributions from which the remaining parameters are
drawn for the deterministic scenarios

Scenario 1 2

Distance to the D ~ N(0.1,0.152) D ~ N(0.1,0.152)

steady state D €10.001, 0.3 D €]0.001, 0.3

s s ~ N(0.2797,0.0919?) s ~ N(0.2797,0.09192)
s € [0.0266,0.6109] s € [0.0266, 0.6109]

n 0.0183 n ~ N(0.0183,0.0117%)

n € [0,0.0837]

o 0.35 0.35

) 0.06 0.06

Atrue 0.0509 0.05208




Table 3: Fixed parameter values and distributions from which the remaining parameters are
drawn for the stochastic scenarios

Scenario 3 4
Distance to the D ~ N(0.1,0.152) D ~ N(0.1,0.152)
steady state D €1[0.001,0.3] D €[0.001,0.3]
s s ~ N(0.2797,0.0919?) s ~ N(0.2797,0.0919?)
5 € [0.0266,0.6109] 5 € [0.0266,0.6109]
n n ~ N(0.0183,0.0117%) n ~ N(0.0183,0.0117%)
n € [0,0.0837] n € [0,0.0837]
oY 0.35 0.35
0.06 0.06
£y gy ~ N(0,0.0062) gy ~ N(0,0.0062)
€s - g5 ~ N(0,0.0008%); s.t. s >0
En - £n ~ N(0,0.00008%); s.t. n >0
Nrue 0.05208 0.0508
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Figure 1: Convergence paths for 150 countries from the different simulated scenarios of the Solow
(1956) model over 55 years (we excluded the first 5 years from the sample in the estimation part;
see Section 3 for details). Scenario 1 considers deterministic paths, where D; and s; are allowed
to differ between the different countries. In Scenario 2 also the population growth rate n; is
country-specific. Scenario 3 introduces a stochastic shock €, on the per capita output series.
Scenario 4 allows for stochastic shocks also on the savings rate (e5) and on the population growth
rate (gp,).
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4 Estimation and comparative assessment of the results

In this section we estimate the speed of convergence that is implied by the different parameter
estimates of the AR(1) term in the dynamic panel data growth regressions (Aimpiicd). We
compare the resulting value to the true value (Agye) that we know for each scenario from the
simulations. Based on these values, we measure the error of each estimated value as captured
by the relative distance of the implied estimated speed of convergence from the corresponding
true speed of convergence. This allows us to compare the extent of the biases of the different
estimators. Furthermore, we provide the confidence intervals for the different estimates of the
AR(1) term and assess whether or not its true value is captured by them. Finally, we assess
the efficiency of the different estimators by comparing the size of their confidence intervals. The
equations that we estimate are described in detail by Bond et al. (2001, p. 15) and Islam (1995,
p. 1136):

Yif = VYiji—1 + Pr + i + v g,

— o~ Nimplied'T
f}/ e implie ,

log(7)

Aimplied =

where y; 7 is average per capita output of country i between time ¢ and t — 4, y; 7, refers to
the corresponding lagged variable, ¢7 is a vector of time-specific fixed effects, u; is a vector of
country-specific fixed effects, v; 7 is an idiosyncratic error term, « refers to the auto-regressive
coefficient, Ajppiieq is the implied speed of convergence obtained via the estimate for «y, and 7 is
the number of periods captured by each time step, which is 5 in our case.

The POLS, FE, RE, and BE estimators are applied without the implementation of additional
corrections/options. In case of LSDVC, DIFFGMM, and SYSGMM, we had to make further
decisions. For both, DIFFGMM and SYSGMM, standard errors have been estimated with the
small-sample correction proposed by Windmeijer (2005). In DIFFGMM and SYSGMM, the
5-year period dummies were used as variables and as instruments. In addition, for SYSGMM,
we implemented two versions, one with the full matrix of instruments and one with the matrix of
instruments collapsed, which reduces the number of instruments from 64 to 20. In this context,
instrument proliferation (or “too many instruments”) can lead to various problems as described
in detail by Roodman (2009). Both versions of the estimates are presented here. The ones
obtained with the collapsed matrix on instruments are marked by ‘col’. In the initialization of
the LSDVC estimator we use the SYSGMM estimator with the collapsed matrix of instruments.
Furthermore, we implement bias correction up to the third order as proposed by Bruno (2005)
and we report bootstrapped standard errors for this estimator based on 50 replications.

Before displaying the values of A\j,piicqd as obtained from our estimates, we first plot the AR(1)
coefficients with the corresponding confidence intervals in Figure 2. Since we know Aye, we can
derive the true AR(1) coefficient, which is indicated by the green dotted line for each scenario.

Even if the estimated AR(1) coefficient is close to the true value, the confidence intervals can

11



be very large such that even the cases of no convergence [with the AR(1) coefficient being equal
to 1] and immediate convergence [with the AR(1) coefficient being equal to zero| are inside the

confidence interval.
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Figure 2: Estimated values of the AR(1) coefficient, 7. Note: The dotted green lines refer to
the true value (74ye) as calculated from the known speed of convergence (Ayye). The different
estimators are denoted by the following list of letters A = POLS, B=FE, C = RE, D = BE, E
= LSDVC, F = DIFFGMM, G = SYSGMM col, and H = SYSGMM. The circles indicate the
point estimates for the corresponding parameters, while the whiskers refer to the 95% confidence
intervals.

Let us first discuss the results for the deterministic Scenarios, 1 and 2. Our expectations
regarding the different forms of biases and their direction (see Table 1) are met in case of
the POLS, FE, and BE estimators. The first two underestimate the true value of the AR(1)
coefficient, whereas the latter overestimates it. Note that the BE estimator performs badly,
which contrasts with the findings of Hauk and Wacziarg (2009) — in their analysis BE performs
reasonably well.

In general, the RE estimator performs surprisingly well in Scenarios 2, 3, and 4. Whereas in
Scenario 1 only D; and s; are randomized, in Scenario 2, n; is randomized as well and we have
additional random shocks in Scenarios 3 and 4. By the design of our simulations, the variables
that are responsible for the country-specific heterogeneity (D;, s;, and n;) were sampled from

truncated normal distributions with the mean being different from zero. At first glance it might
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seem that this construction provides an advantage for the RE estimator. However, the key
assumption of the RE estimator is that E(u;|z;) = E(p;) = 0 (Wooldridge, 2002, p. 257), or
that the country-specific effects are orthogonal to the explanatory variables. This is not the case
in our generated data set. By the design of our simulations, the dynamics of y; ; are related to
its lagged level, which is a regressor. The latter can also be seen in Table 4, which illustrates
three facts that are common for all of our scenarios: i) the country-specific effects correlate
with the regressors; ii) the F test rejects the null of p; = 0; and iii) the Hausman test indicates
that the parameter estimates of the RE specification differ from the ones of the FE specification
(which does not need to be problematic because we know that the FE estimator is biased in the
given setting). For Scenarios 1-4 in Table 4 the Hausman test is conducted for the basic model
with time dummies. In case of “Scenario 4, expanded”, we additionally control for s;; and n;;
because they are allowed to vary over time in Scenario 4. Even for the expanded specification,
the Hausman test indicates that the parameter estimates of the RE specification differ from the
ones of the FE specification. Therefore, while the results of the RE estimator are close to the

target, this should be interpreted cautiously.

Table 4: A closer look at the fixed effects

Fixed effects inference corr(u;, X3) F test, Hy: p; =0 Hausman FE vs. RE

(p-values) (p-values)
Scenario 1 0.5855 0.0000 0.0000
Scenario 2 0.6290 0.0000 0.0000
Scenario 3 0.6279 0.0000 0.0000
Scenario 4 0.6098 0.0000 0.0000
Scenario 4, expanded  0.6661 0.0000 0.0000

The GMM methods tend to yield estimates for the AR(1) coefficient that are quite far off
the mark. DIFFGMM underestimates the true value, whereas SYSGMM overestimates it. As
we see in Figure 4, these discrepancies have direct implications for Aj,piieq: DIFFGMM yields
a higher speed of convergence than the true value, whereas SYSGMM yields a substantially
lower one. SYSGMM with the collapsed instrument matrix gives a coefficient estimate that is
close to the true coefficient, yet, the confidence intervals are extremely wide, which indicates
that the estimator might not be useful from a practical point of view. The LSDVC estimator
overestimates the true AR(1) coefficient, but, in general, the estimator performs better than the
others in Scenario 1 (see Figure 3) when bearing the confidence intervals for SYSGMM with the
collapsed instrument matrix in mind.

For the deterministic Scenarios 1 and 2, the worst three performers in terms of the squared
percent error are the BE, SYSGMM (with the full matrix of instruments), and the FE estimators.
The best three performers are the SYSGMM (with the collapsed matrix of instruments), LSDVC,
and RE. Recalling the mentioned problems with the RE estimator and that the SYSGMM
estimator with the collapsed matrix of instruments yields extremely wide confidence intervals,

LSDVC again performs reasonably well.
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Figure 3: Squared Percent Error of the different estimators. Note: The estimators are referred to
by the following letters; A = POLS; B = FE; C = RE; D = BE; E = LSDVC; F = DIFFGMM,;
G = SYSGMM, col; H = SYSGMM.

The stochastic Scenarios 3 and 4 offer interesting information on the performance of the
estimators after the introduction of stochastic shocks. In Scenario 3 only the time series for
output is perturbed, while, in Scenario 4, s and n are also affected by shocks (see Table 3).
For these scenarios, the POLS, FE, and BE estimators perform as poorly as in the determin-
istic scenarios. The DIFFGMM estimator still underestimates the true coefficient, whereas the
SYSGMM estimator with the full matrix of instruments overestimates it. Yet, both estimators
perform slightly better in terms of the error than for the deterministic cases (see Figure 3).
The worst performers remain the BE, the SYSGMM (with full matrix of instruments), and the
FE estimators. For Scenario 3, SYSGMM with the collapsed matrix of instruments, RE, and
LSDVC yield the best results. However, the confidence interval of the SYSGMM estimator with
the collapsed matrix of instruments is still the widest among all estimators. For Scenario 4 the
situation is similar: RE and SYSGMM with the collapsed matrix of instruments have the lowest
error. However, DIFFGMM slightly outperforms the LSDVC estimator, which contrasts with
the other scenarios. For the exact values see Table 5, which contains the squared percent error
as described above.

Finally, Table 6 provides the numerical values obtained by the different estimators for the
implied speed of convergence and the true speed of convergence for comparison, while Figure

4 illustrates the discrepancies graphically. We observe that the implied speed of convergence
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ranges from barely above 0 in case of the BE and the SYSGMM estimators to almost 8% in case
of the POLS, FE, and DIFFGMM estimators. Consequently, depending on the estimator that
is used in a certain study, the half life (the time it takes until half of the gap between current
per capita GDP and steady-state per capita GDP is closed), ranges from around 9 years in
case of the FE estimator to several hundred years in case of the BE estimator. Finally, we also
compute the mean over the values for the estimated speed of convergence for all of the involved
estimators. The result is surprisingly close to the true speed of convergence.

The central conclusion of our paper is therefore immediately clear. One should never rely on
only one or two different estimators when assessing the speed of convergence, even if they are
deemed to be suitable for the different sources of biases involved in the empirical specification
and in the corresponding data set. A better strategy is to compare the outcomes of different
estimators and to keep their biases and inefficiencies from Monte Carlo studies in mind when
drawing conclusions based on them. Our computations of the mean over the estimated speed of
convergence for all of the involved estimators suggests that this mean is surprisingly close to the
true speed of convergence. It might therefore be good strategy in applications to also provide

the averages of estimated parameter values.
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Table 5: Squared percent error (Fig. 3)

Estimator Scenario 1 Scenario 2 Scenario 3 Scenario 4
PA 0.0006704 0.0005688 0.0005790 0.0004119
FE 0.0006930 0.0006105 0.0006212 0.0004545
RE 0.0003393 0.0000251 0.0000186 0.0000772
BE 0.0023887 0.0025366 0.0025469 0.0023729
LSDVC 0.0002541 0.0003280 0.0002836 0.0003750
DIFFGMM 0.0004697 0.0005790 0.0005289 0.0003565
SYSGMM, col 0.0000220 0.0000729 0.0000156 0.0000261
SYSGMM 0.0007674 0.0024855 0.0024144 0.0016961
Table 6: Estimates of the implied speed of convergence (Fig. 4)
Estimator Scenario 1  Scenario 2  Scenario 3  Scenario 4
POLS 0.0768 0.0759 0.0761 0.0711
FE 0.0772 0.0768 0.0770 0.0722
RE 0.0693 0.0571 0.0564 0.0536
BE 0.0020 0.0017 0.0016 0.0021
LSDVC 0.0350 0.0340 0.0352 0.0315
DIFFGMM 0.0726 0.0761 0.0751 0.0697
SYSGMM, col 0.0462 0.0435 0.0481 0.0457
SYSGMM 0.0232 0.0022 0.0029 0.0097
True lambda 0.0509 0.0521 0.0521 0.0508
Simple average over all estimators 0.0503 0.0459 0.0466 0.0445

17



5 Conclusions

We generated an artificial data set from the simulated growth trajectories of a Solow (1956)
model for 150 countries over a time span of 100 years to construct a panel data set with the
dimensions N = 150 and 7" = 10 (with the data being averaged over 5 years). This is a typical
sample size of panel data growth regressions used to assess the speed of convergence. The
resulting trajectories exhibit a rate of convergence that can be calculated and used as the true
underlying rate of convergence in a controlled experiment to assess the biases and inefficiencies
of different panel data methods against each other. In the simulation exercise we considered two
deterministic scenarios, where the first assumes differences in initial capital stocks and savings
rates between the different countries, the second allows for different population growth rates,
the third introduces stochastic shocks on the per capita output series, and the forth allows for
stochastic shocks on savings rates and population growth rates. We use a battery of standard
estimators to assess the speed of converge and find that the estimated speed of convergence is
typically far off the true speed of convergence. With the true rate being around 5% throughout
the 4 scenarios, the estimated rate of convergence ranges from barely above 0% to almost 8%.
This means that, while the true half life is around 14 years, the estimated half life ranges from
9 years to several hundred years.

Our analysis sheds some light on the performance of different estimators in certain underlying
stylized environments. This is crucial, given that the results of different econometric techniques
regarding the analysis of panel data vary widely. For the sake of clarity, we did not include
additional complications such as autocorrelated disturbances, multicollinearity, problems with
small samples, and systematic measurement errors. These would have required a more elaborate
simulation design with some additional arbitrary choices involved, which is outside the scope of
the present paper. We think that analyzing these issues is a promising area for further research.

The immediate conclusion from our results is that it might not be a good strategy to rely
on only one or two different estimators when assessing the speed of convergence in empirical
growth regressions, even if these estimators are seen as suitable for the given sources of biases and
inefficiencies. It seems to be a better strategy to compare the outcomes of different estimators
carefully in light of the results of Monte Carlo simulation studies. Furthermore, it could be useful
to compute and report also the mean over the different estimated parameter values derived from

the different estimators.
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10-2010  Rahel Aichele, KYOTO AND THE CARBON CONTENT OF TRADE ECO
Gabriel Felbermayr
11-2010  David E. Bloom, ECONOMIC CONSEQUENCES OF LOW FERTILITY IN EUROPE HCM
Alfonso Sousa-Poza
12-2010  Michael Ahlheim, DRINKING AND PROTECTING — A MARKET APPROACH TO THE
Oliver Fror PRESERVATION OF CORK OAK LANDSCAPES ECO
13-2010  Michael Ahlheim, LABOUR AS A UTILITY MEASURE IN CONTINGENT VALUATION ECO
Oliver Fror, STUDIES — HOW GOOD IS IT REALLY?
Antonia Heinke,
Nguyen Minh Duc,
and Pham Van Dinh
14-2010  Julian P. Christ THE GEOGRAPHY AND CO-LOCATION OF EUROPEAN IK
TECHNOLOGY-SPECIFIC CO-INVENTORSHIP NETWORKS
15-2010  Harald Degner WINDOWS OF TECHNOLOGICAL OPPORTUNITY IK
DO TECHNOLOGICAL BOOMS INFLUENCE THE RELATIONSHIP
BETWEEN FIRM SIZE AND INNOVATIVENESS?
16-2010  Tobias A. Jopp THE WELFARE STATE EVOLVES: HCM
GERMAN KNAPPSCHAFTEN, 1854-1923
17-2010  Stefan Kirn (Ed.) PROCESS OF CHANGE IN ORGANISATIONS THROUGH ICT
eHEALTH
18-2010  Jorg Schiller OKONOMISCHE ASPEKTE DER ENTLOHNUNG HCM
UND REGULIERUNG UNABHANGIGER
VERSICHERUNGSVERMITTLER
19-2010  Frauke Lammers, CONTRACT DESIGN AND INSURANCE FRAUD: AN HCM
Jorg Schiller EXPERIMENTAL INVESTIGATION
20-2010  Martyna Marczak, REAL WAGES AND THE BUSINESS CYCLE IN GERMANY ECO
Thomas Beissinger
21-2010  Harald Degner, FOREIGN PATENTING IN GERMANY, 1877-1932 IK
Jochen Streb
22-2010  Heiko Stliber, DOES DOWNWARD NOMINAL WAGE RIGIDITY ECO
Thomas Beissinger DAMPEN WAGE INCREASES?
23-2010  Mark Spoerer, GUNS AND BUTTER - BUT NO MARGARINE: THE IMPACT OF ECO

Jochen Streb

NAZI ECONOMIC POLICIES ON GERMAN FOOD
CONSUMPTION, 1933-38
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24-2011 Dhammika EARNINGS SHOCKS AND TAX-MOTIVATED INCOME-SHIFTING: ECO
Dharmapala, EVIDENCE FROM EUROPEAN MULTINATIONALS
Nadine Riedel
25-2011 Michael Schuele, QUALITATIVES, RAUMLICHES SCHLIEREN ZUR ICT
Stefan Kirn KOLLISIONSERKENNUNG UND KOLLISIONSVERMEIDUNG
AUTONOMER BDI-AGENTEN
26-2011 Marcus Miller, VERHALTENSMODELLE FUR SOFTWAREAGENTEN IM ICT
Guillaume Stern, PUBLIC GOODS GAME
Ansger Jacob and
Stefan Kirn
27-2011 Monnet Benoit, ENGEL CURVES, SPATIAL VARIATIQN IN PRICES AND ECO
Patrick Gbakoua and DEMAND FOR COMMODITIES IN COTE D’IVOIRE
Alfonso Sousa-Poza
28-2011 Nadine Riedel, ASYMMETRIC OBLIGATIONS ECO
Hannah Schildberg-
Horisch
29-2011 Nicole Waidlein CAUSES OF PERSISTENT PRODUCTIVITY DIFFERENCES IN IK
THE WEST GERMAN STATES IN THE PERIOD FROM 1950 TO
1990
30-2011 Dominik Hartmann, MEASURING SOCIAL CAPITAL AND INNOVATION IN POOR IK
Atilio Arata AGRICULTURAL COMMUNITIES. THE CASE OF CHAPARRA -
PERU
31-2011 Peter Spahn DIE WAHRUNGSKRISENUNION ECO
DIE EURO-VERSCHULDUNG DER NATIONALSTAATEN ALS
SCHWACHSTELLE DER EWU
32-2011 Fabian Wahl DIE ENTWICKLUNG DES LEBENSSTANDARDS IM DRITTEN ECO
REICH — EINE GLUCKSOKONOMISCHE PERSPEKTIVE
33-2011 Giorgio Triulzi, R&D AND KNOWLEDGE DYNAMICS IN UNIVERSITY-INDUSTRY IK
Ramon Scholz and RELATIONSHIPS IN BIOTECH AND PHARMACEUTICALS: AN
Andreas Pyka AGENT-BASED MODEL
34-2011 Claus D. Miiller- ANWENDUNG DES OFFENTLICHEN VERGABERECHTS AUF ICT
Hengstenberg, MODERNE IT SOFTWAREENTWICKLUNGSVERFAHREN
Stefan Kirn
35-2011 Andreas Pyka AVOIDING EVOLUTIONARY INEFFICIENCIES IK
IN INNOVATION NETWORKS
36-2011 David Bell, Steffen WORK HOURS CONSTRAINTS AND HEALTH HCM
Otterbach and
Alfonso Sousa-Poza
37-2011 Lukas Scheffknecht, A BEHAVIORAL MACROECONOMIC MODEL WITH ECO
Felix Geiger ENDOGENOUS BOOM-BUST CYCLES AND LEVERAGE
DYNAMICS
38-2011 Yin Krogmann, INTER-FIRM R&D NETWORKS IN THE GLOBAL IK

Ulrich Schwalbe

PHARMACEUTICAL BIOTECHNOLOGY INDUSTRY DURING
1985-1998: A CONCEPTUAL AND EMPIRICAL ANALYSIS
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39-2011 Michael Ahlheim, RESPONDENT INCENTIVES IN CONTINGENT VALUATION: THE ECO
Tobias Boérger and ROLE OF RECIPROCITY
Oliver Fror
40-2011 Tobias Borger A DIRECT TEST OF SOCIALLY DESIRABLE RESPONDING IN ECO
CONTINGENT VALUATION INTERVIEWS
41-2011 Ralf Rukwid, QUANTITATIVE CLUSTERIDENTIFIKATION AUF EBENE IK

Julian P. Christ

DER DEUTSCHEN STADT- UND LANDKREISE (1999-2008)



Nr. Autor Titel CC
42-2012  Benjamin Schon, A TAXONOMY OF INNOVATION NETWORKS IK
Andreas Pyka
43-2012  Dirk Foremny, BUSINESS TAXES AND THE ELECTORAL CYCLE ECO
Nadine Riedel
44-2012  Gisela Di Meglio, VARIETIES OF SERVICE ECONOMIES IN EUROPE IK
Andreas Pyka and
Luis Rubalcaba
45-2012  Ralf Rukwid, INNOVATIONSPOTENTIALE IN BADEN-WURTTEMBERG: IK
Julian P. Christ PRODUKTIONSCLUSTER IM BEREICH ,METALL, ELEKTRO, IKT*
UND REGIONALE VERFUGBARKEIT AKADEMISCHER
FACHKRAFTE IN DEN MINT-FACHERN
46-2012  Julian P. Christ, INNOVATIONSPOTENTIALE IN BADEN-WURTTEMBERG: IK
Ralf Rukwid BRANCHENSPEZIFISCHE FORSCHUNGS- UND
ENTWICKLUNGSAKTIVITAT, REGIONALES
PATENTAUFKOMMEN UND BESCHAFTIGUNGSSTRUKTUR
47-2012  Oliver Sauter ASSESSING UNCERTAINTY IN EUROPE AND THE ECO
US - IS THERE A COMMON FACTOR?
48-2012  Dominik Hartmann SEN MEETS SCHUMPETER. INTRODUCING STRUCTURAL AND IK
DYNAMIC ELEMENTS INTO THE HUMAN CAPABILITY
APPROACH
49-2012  Harold Paredes- DISTAL EMBEDDING AS A TECHNOLOGY INNOVATION IK
Frigolett, NETWORK FORMATION STRATEGY
Andreas Pyka
50-2012  Martyna Marczak, CYCLICALITY OF REAL WAGES IN THE USA AND GERMANY: ECO
Victor Gémez NEW INSIGHTS FROM WAVELET ANALYSIS
51-2012  André P. Slowak DIE DURCHSETZUNG VON SCHNITTSTELLEN IK
IN DER STANDARDSETZUNG:
FALLBEISPIEL LADESYSTEM ELEKTROMOBILITAT
52-2012  Fabian Wahl WHY IT MATTERS WHAT PEOPLE THINK - BELIEFS, LEGAL ECO
ORIGINS AND THE DEEP ROOTS OF TRUST
53-2012  Dominik Hartmann, STATISTISCHER UBERBLICK DER TURKISCHEN MIGRATION IN IK
Micha Kaiser BADEN-WURTTEMBERG UND DEUTSCHLAND
54-2012  Dominik Hartmann, IDENTIFIZIERUNG UND ANALYSE DEUTSCH-TURKISCHER IK
Andreas Pyka, Seda  INNOVATIONSNETZWERKE. ERSTE ERGEBNISSE DES TGIN-
Aydin, Lena KlauR, PROJEKTES
Fabian Stahl, Ali
Santircioglu, Silvia
Oberegelsbacher,
Sheida Rashidi, Gaye
Onan and Suna
Erginkog
55-2012  Michael Ahlheim, THE ECOLOGICAL PRICE OF GETTING RICH IN A GREEN ECO

Tobias Borger and
Oliver Fror

DESERT: A CONTINGENT VALUATION STUDY IN RURAL
SOUTHWEST CHINA
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56-2012  Matthias Strifler FAIRNESS CONSIDERATIONS IN LABOR UNION WAGE ECO
Thomas Beissinger SETTING — A THEORETICAL ANALYSIS
57-2012  Peter Spahn INTEGRATION DURCH WAHRUNGSUNION? ECO
DER FALL DER EURO-ZONE
58-2012  Sibylle H. Lehmann TAKING FIRMS TO THE STOCK MARKET: ECO
IPOS AND THE IMPORTANCE OF LARGE BANKS IN IMPERIAL
GERMANY 1896-1913
59-2012  Sibylle H. Lehmann, POLITICAL RIGHTS, TAXATION, AND FIRM VALUATION — ECO
Philipp Hauber and EVIDENCE FROM SAXONY AROUND 1900
Alexander Opitz
60-2012  Martyna Marczak, SPECTRAN, A SET OF MATLAB PROGRAMS FOR SPECTRAL ECO
Victor Gébmez ANALYSIS
61-2012  Theresa Lohse, THE IMPACT OF TRANSFER PRICING REGULATIONS ON ECO

Nadine Riedel

PROFIT SHIFTING WITHIN EUROPEAN MULTINATIONALS
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62-2013  Heiko Stiber REAL WAGE CYCLICALITY OF NEWLY HIRED WORKERS ECO

63-2013  David E. Bloom, AGEING AND PRODUCTIVITY HCM
Alfonso Sousa-Poza

64-2013  Martyna Marczak, MONTHLY US BUSINESS CYCLE INDICATORS: ECO
Victor Gémez A NEW MULTIVARIATE APPROACH BASED ON A BAND-PASS

FILTER

65-2013  Dominik Hartmann, INNOVATION, ECONOMIC DIVERSIFICATION AND HUMAN IK
Andreas Pyka DEVELOPMENT

66-2013  Christof Ernst, CORPORATE TAXATION AND THE QUALITY OF RESEARCH ECO
Katharina Richter and AND DEVELOPMENT
Nadine Riedel

67-2013  Michael Ahlheim, NONUSE VALUES OF CLIMATE POLICY - AN EMPIRICAL STUDY ECO
Oliver Fror, Jiang IN XINJIANG AND BEIJING
Tong, Luo Jing and
Sonna Pelz

68-2013  Michael Ahlheim, CONSIDERING HOUSEHOLD SIZE IN CONTINGENT VALUATION ECO
Friedrich Schneider STUDIES

69-2013  Fabio Bertoni, WHICH FORM OF VENTURE CAPITAL IS MOST SUPPORTIVE CFRM
Tereza Tykvova OF INNOVATION?

EVIDENCE FROM EUROPEAN BIOTECHNOLOGY COMPANIES

70-2013  Tobias Buchmann, THE EVOLUTION OF INNOVATION NETWORKS: IK
Andreas Pyka THE CASE OF A GERMAN AUTOMOTIVE NETWORK

71-2013  B. Vermeulen, A. CAPABILITY-BASED GOVERNANCE PATTERNS OVER THE IK
Pyka, J. A. La Poutré¢ PRODUCT LIFE-CYCLE
and A. G. de Kok

72-2013  Beatriz Fabiola Lépez  HOW DOES SUBJECTIVE WELL-BEING EVOLVE WITH AGE? HCM
Ulloa, Valerie Mgller A LITERATURE REVIEW
and Alfonso Sousa-
Poza

73-2013  Wencke Gwozdz, MATERNAL EMPLOYMENT AND CHILDHOOD OBESITY - HCM

Alfonso Sousa-Poza,
Lucia A. Reisch,
Wolfgang Ahrens,
Stefaan De Henauw,
Gabiriele Eiben, Juan
M. Fernandez-Alvira,
Charalampos
Hadjigeorgiou, Eva
Kovacs, Fabio Lauria,
Toomas Veidebaum,
Garrath Williams,
Karin Bammann

A EUROPEAN PERSPECTIVE
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74-2013  Andreas Haas, RISIKEN AUS CLOUD-COMPUTING-SERVICES: HCM
Annette Hofmann FRAGEN DES RISIKOMANAGEMENTS UND ASPEKTE DER
VERSICHERBARKEIT
75-2013  Yin Krogmann, INTER-FIRM R&D NETWORKS IN PHARMACEUTICAL ECO, IK
Nadine Riedel and BIOTECHNOLOGY: WHAT DETERMINES FIRM’S
Ulrich Schwalbe CENTRALITY-BASED PARTNERING CAPABILITY?
76-2013  Peter Spahn MACROECONOMIC STABILISATION AND BANK LENDING: ECO
A SIMPLE WORKHORSE MODEL
77-2013  Sheida Rashidi, MIGRATION AND INNOVATION — A SURVEY IK
Andreas Pyka
78-2013  Benjamin Schon, THE SUCCESS FACTORS OF TECHNOLOGY-SOURCING IK
Andreas Pyka THROUGH MERGERS & ACQUISITIONS — AN INTUITIVE META-
ANALYSIS
79-2013 Irene Prostolupow, TURKISH-GERMAN INNOVATION NETWORKS IN THE IK
Andreas Pyka and EUROPEAN RESEARCH LANDSCAPE
Barbara Heller-Schuh
80-2013 Eva Schlenker, CAPITAL INCOME SHARES AND INCOME ECO
Kai D. Schmid INEQUALITY IN THE EUROPEAN UNION
81-2013  Michael Ahlheim, THE INFLUENCE OF ETHNICITY AND CULTURE ON THE ECO
Tobias Boérger and VALUATION OF ENVIRONMENTAL IMPROVEMENTS
Oliver Fror — RESULTS FROM A CVM STUDY IN SOUTHWEST CHINA —
82-2013 Fabian Wahl DOES MEDIEVAL TRADE STILL MATTER? HISTORICAL TRADE ECO
CENTERS, AGGLOMERATION AND CONTEMPORARY
ECONOMIC DEVELOPMENT
83-2013 Peter Spahn SUBPRIME AND EURO CRISIS: SHOULD WE BLAME THE ECO
ECONOMISTS?
84-2013 Daniel Guffarth, THE EUROPEAN AEROSPACE R&D COLLABORATION IK
Michael J. Barber NETWORK
85-2013  Athanasios Saitis KARTELLBEKAMPFUNG UND INTERNE KARTELLSTRUKTUREN: IK

EIN NETZWERKTHEORETISCHER ANSATZ
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86-2014  Stefan Kirn, Claus D.  INTELLIGENTE (SOFTWARE-)AGENTEN: EINE NEUE ICT
Miiller-Hengstenberg HERAUSFORDERUNG FUR DIE GESELLSCHAFT UND UNSER
RECHTSSYSTEM?
87-2014  Peng Nie, Alfonso MATERNAL EMPLOYMENT AND CHILDHOOD OBESITY IN HCM
Sousa-Poza CHINA: EVIDENCE FROM THE CHINA HEALTH AND NUTRITION
SURVEY
88-2014  Steffen Otterbach, JOB INSECURITY, EMPLOYABILITY, AND HEALTH: HCM
Alfonso Sousa-Poza AN ANALYSIS FOR GERMANY ACROSS GENERATIONS
89-2014  Carsten Burhop, THE GEOGRAPHY OF STOCK EXCHANGES IN IMPERIAL ECO
Sibylle H. Lehmann- GERMANY
Hasemeyer
90-2014  Martyna Marczak, OUTLIER DETECTION IN STRUCTURAL TIME SERIES ECO
Tommaso Proietti MODELS: THE INDICATOR SATURATION APPROACH
91-2014  Sophie Urmetzer, VARIETIES OF KNOWLEDGE-BASED BIOECONOMIES IK
Andreas Pyka
92-2014  Bogang Jun, THE TRADEOFF BETWEEN FERTILITY AND EDUCATION: IK
Joongho Lee EVIDENCE FROM THE KOREAN DEVELOPMENT PATH
93-2014  Bogang Jun, NON-FINANCIAL HURDLES FOR HUMAN CAPITAL IK
Tai-Yoo Kim ACCUMULATION: LANDOWNERSHIP IN KOREA UNDER
JAPANESE RULE
94-2014  Michael Ahlheim, CHINESE URBANITES AND THE PRESERVATION OF RARE ECO
Oliver Fror, SPECIES IN REMOTE PARTS OF THE COUNTRY — THE
Gerhard EXAMPLE OF EAGLEWOOD
Langenberger and
Sonna Pelz
95-2014  Harold Paredes- RANKING THE PERFORMANCE OF NATIONAL INNOVATION IK
Frigolett, SYSTEMS IN THE IBERIAN PENINSULA AND LATIN AMERICA
Andreas Pyka, FROM A NEO-SCHUMPETERIAN ECONOMICS PERSPECTIVE
Javier Pereira and
Luiz Flavio Autran
Monteiro Gomes
96-2014  Daniel Guffarth, NETWORK EVOLUTION, SUCCESS, AND REGIONAL IK

Michael J. Barber

DEVELOPMENT IN THE EUROPEAN AEROSPACE INDUSTRY
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