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Robustness in Combinatorial Optimization and Scheduling Theory:  
An Annotated Bibliography

Yury V. Nikulin

October, 2004
Abstract

This short annotated bibliography focuses on what has been published during the last ten years in the area of combinatorial optimization and scheduling theory concerning robustness and other similar techniques that deal with worst case optimization under uncertainty and non-accuracy of problem data.

Keywords: robustness, tolerance, worst-case scenario, input data uncertainty, non-accuracy, flexibility of solution, maximal regret.

1 Introduction

One of the most interesting branches of combinatorial optimization that have emerged over the past 20-30 years is robust optimization. Since the early 1970s there has been an increasing interest in the use of worst-case optimization models. The theory of robustness is a relatively new and quickly developing area of combinatorial optimization. It deals with uncertainty of problem parameters. The presence of such parameters in optimization models is caused by inaccuracy of initial data, non-adequacy of models to real processes, errors of numerical methods, errors of rounding off and other factors. So it appears to be important to identify classes of models in which small changes of input data lead to small changes of the result under worst possible scenario of distribution of problem parameters. The models with such properties are called robust counterpart. It is obvious that any optimization problem arising in practice can hardly be correctly formulated and solved without use of results of the theory of robustness and post-optimal analysis. During the last ten years many authors concentrate on robust optimization and related approaches in which one optimizes against the worst instances that might arise by using min-max objective. This survey gives an idea of the variety of modern techniques and may serve as a short introduction into the theory of robustness. The main goal of this annotated bibliography is to collect all existing papers together in order to present a complete description of new avenues that have not been explored earlier. In article annotations the original phrases and abstract fragments are used in order to be as close as possible to authors ideas and descriptions. Of course, the author remains responsible for reformulation errors or omissions that might exist. Unfortunately, I was not able to take into account papers which were written in any language different from English.
2 Terms and concepts

We consider a general optimization problem in the following standard form:

\[
\begin{align*}
\text{minimize} & \quad f(c, x) \\
\text{subject to} & \quad g_i(a, x) \leq 0, \\
& \quad x \in X, \ i = 1, \ldots, n,
\end{align*}
\]

where
- \( x \) is the vector of variables
- \( X \) is the set of feasible solutions
- \( f \) and \( g_i \) are convex functions
- \( c \) and \( a \) are problem parameters (uncertain).

Uncertainty may be related to coefficients of objective function, coefficients of restrictions or both of them. It seems very naturally to give a definition of a robust solution as follows: an optimal solution is robust if it remains optimal under any realization (scenario) of the data (problem parameters). But this definition can hardly be regarded as desirable, because it is too restrictive. Most unlikely such a solution exists. Another definition may be considered more appropriate: our subject is to find a robust solution which minimizes maximum regret (minimizes worst case scenario). The major part of the papers presented in this bibliography deals with problems like that. Authors of most papers attempt to answer to the following closely related questions: How can one represent uncertainty? What is a robust solution? How to calculate a robust solution? How to interpret worst case realization under uncertainty? and others. Different answers to these questions lead to different approaches and directions. Bibliographical analysis provides us with a list of contributors who proposed several main avenues in the theory of robustness:
- Kouvelis and Yu [16] (minmax regret)
- Mulvey, Vanderbei and Zenios [18] (worst possible scenario and penalty functions)
3 References

Part 1. Robustness in Combinatorial Optimization


Under the minmax regret approach adopted in this paper it is shown that polynomial solvability is preserved for a specific (optimization over a uniform matroid) discrete optimization problem. Unfortunately, the direct generalization of this technique to other discrete problems is not clear.


In this paper the minmax regret version of the problem of selecting \( p \) objects of minimum total weights out of set of \( m \) objects is considered. There are two types of uncertainty of problem parameters considered in the paper. In the case of scenario-represented uncertainty (even if there are only two possible scenarios) it is shown that the robust version of the problem of finding the minimum weight base of a uniform matroid of rank \( p \) on a ground set of cardinality \( m \) is NP-hard. The second case of uncertainty, so-called interval uncertainty, is traditionally more complicated to analyze. All weights can take on any values from some interval. It means that the set of possible realizations has a form of rectangle box in the space of problem parameters. However, in that case a new polynomial algorithm with the order of complexity \( O((\min(p, m-p))2m) \) is proposed. The author claims that it is the first known example of a minmax regret combinatorial optimization problem that is polynomially solvable in the case of interval representation of uncertainty while being NP-hard in the case of scenario represented uncertainty. This is a very interesting and surprising result and it may give an additional stimulant to researchers for finding polynomial algorithms for the large variety of robust combinatorial optimization problems where complexity in the practically important case of interval representation of uncertainty is still open.


This paper is focused on the robust spanning tree problem where the edge costs are given by intervals under the robust deviation framework (minimization of the maximum deviation of total cost from the costs of the minimum spanning tree for all possible realizations of the edge cost within the given intervals). This papers proves a conjecture, which originally stated in [16]. It claims that the there is no polynomial algorithm for such type of robustness. The authors prove that the robust spanning tree problem at least as hard as the central tree problem (it consists in finding a tree in graph \( G \) such that the rank of its cospanning tree is minimal over all the cospanning trees of \( G \)), the NP-completeness of which is well-known. Furthermore, it is shown that the robust spanning tree problem remains hard on complete graphs, even though the central tree can be found in polynomial time on such graphs.
Ben-Tal and Nemirovski address the over conservatism of robust solutions by allowing the uncertainty sets for the data to be ellipsoids, and propose efficient algorithms to solve convex optimization problems under data uncertainty.


A number of important formulations as well as applications are introduced in [5] – [7] and some other papers of these authors. A detailed analysis of the robust optimization framework in linear programming is provided.


A robust approach to solving linear optimization problems with uncertain data was proposed in the early 1970s and has recently been extensively studied and extended. The authors propose another approach which is different from previous ones in order to control the level of conservatism in the solution. This approach has the advantage that it leads to a linear optimization model and it can be directly applied to discrete optimization problems (it was done later in [9]).


A robust version (counterpart) of integer programming problems is proposed for the case when both the cost coefficients and the data constraints are subject to uncertainty. When only the cost coefficients are subject to uncertainty and the problem is 0 – 1 discrete optimization problem on \( n \) variables the procedure of solving the robust counterpart by solving \( n + 1 \) instances of the original problem is described. As the consequence a very interesting fact stated: if the original problem is polynomially solvable, than the robust counterpart problem also remains polynomially solvable. It means that robust versions of such well-known problems as matching, spanning tree, shortest path, matroid intersection etc. are polynomially solvable. Some results concerning the \( \alpha \)-approximation of 0 – 1 discrete optimization problems are given.


Additionally to the results of [9], the authors propose an algorithm for robust network flows that solves the robust counterpart by solving a polynomial number of nominal minimum cost
flow problems in a modified network.


In earlier proposals the robust counterpart of a conic optimization problem exhibits an increase in complexity, i.e. robust linear programming problems [6] become second order cone problems, robust second order cone problems [4] become semidefinite programming problems and robust semidefinite programming problems become [7] NP-hard. In this paper a relaxed robust counterpart for general cone optimization problems that preserves the computational tractability of the nominal problem is proposed. Namely, under this concept the robust cone optimization retains the original structure, i.e. robust linear programming problems remain LPs, robust second order cone programming problems remain SCCPs and robust semidefinite programming problems remain SDP. Moreover, when that data entries are independently distributed, the size of the proposed robust problem especially under $l_2$ norm is practically the same as the original problem.


It is probably the first attempt to investigate robust discrete optimization under ellipsoidal uncertainty sets. It is shown that the robust counterpart of a discrete optimization problem with correlated objective function data is NP-hard even though the original problem is polynomially solvable. For uncorrelated and identically distributed data, it is proved that the robust counterpart retains the complexity of the original problem. A generalization of the robust discrete optimization approach proposed earlier is given which presents the tradeoff between robustness and optimality.


The explicit characterization of the robust counterpart of a linear programming problem with uncertainty set is described by an arbitrary norm. This approach encompasses several approaches from the literature and provides guarantees for constraint violation under probabilistic models that allow arbitrary dependencies in the distribution of the uncertain coefficients.


El Ghaoui et al. derived in [14] – [15] results similar to [4] – [7]. In particular, they deal with robust reformulation of optimization model by adapting robust control techniques under the assumption that the coefficient matrix data may vary inside ellipsoidal uncertainty set. The robust counterpart of some important problems are either exactly or approximately tractable problems that are efficiently solvable with interior point methods. However, the difficulty of the robust problems increases.

A comprehensive treatment of the state of the art (up to 1997) in robust discrete optimization and extensive references are presented in this work. However, there still are more open problems than solved ones. Most of the known results correspond to scenario-represented models of uncertainty, i.e. where there exists a finite number of possible scenarios each of which is given explicitly by listing the corresponding values of parameters. It is shown that most classical polynomially solvable combinatorial optimization problems lose this nice property and become NP-hard in a robust version with scenario-represented uncertainty.


Kozina and Perepelitsa study the minimum spanning tree problem with interval edge costs. They define a relation order on the set of feasible solutions and generate the Pareto set.


Mulvey et al. present an approach that integrates goal programming formulations with scenario-based description of the problem data. They use penalty functions to develop robust models to hedge against the worst possible scenario.


A generalized interior point algorithm for convex objective functions has been developed and applied to various large scale problems.


A robust version of the minimum spanning tree problem under interval type of uncertainty (each edge cost can take any value in its interval, independent of the other edge) is considered. The authors propose to compute a robust spanning tree. Two types of robustness are studied. A spanning tree whose absolute worst case scenario (i.e. scenario in which the cost of this spanning tree is the maximum) is minimum is called an absolute robust spanning tree. Under the second concept, a robust spanning tree whose total cost minimizes the maximum deviation from the optimal spanning tree over all realizations of the edge costs is called a relative robust spanning tree. In this paper it is proved that the absolute robust spanning tree problem can be solved in polynomial time. Additionally, a mixed integer programming reformulation of the relative robust spanning tree problem is presented.
Part 2. Robustness in Scheduling Theory

Uncertainty in scheduling may have many reasons:
- equipment (machine) breakdown
- early or late arrival time
- uncertainty of processing time
- changes of release data
- nature and human factors and others.

No one can guarantee the reliability of input data in the contemporary non-static permanently changing world. That is one reason why almost all modern scheduling techniques try to find a solution (being probably non-optimal but as close as possible to an optimal one), which has the property of flexibility to changes of input data. In this section we give a brief description of the literature concerning both theoretical and practical aspects of scheduling in the robustness framework.


This paper surveys some robust scheduling techniques that have been appeared during the last decade since the well-known survey by McKay et al. about the state of the art in job-shop scheduling was written. Many new approaches are discussed: redundancy-based techniques (a reservation of extra time and resources for unexpected events), probabilistic techniques (they do not construct a robust schedule, but we have the possibility to measure the probability of uncertainty and, moreover, to construct an optimal schedule so to maximize), different on-line and off-line approaches as well as rescheduling techniques.


This thesis presents two fundamentally different approaches for scheduling job shops facing machine breakdowns. The first method is called neighborhood based robustness and is based on an idea of minimizing the cost of a neighborhood of schedules. The scheduling algorithm attempts to find a small set of schedules with an acceptable level of performance. The other method for stochastic scheduling uses the idea of co-evolution to create schedules with a guaranteed worst-case performance for a known set of scenarios. The method is demonstrated to improve worst-case performance of the schedules when compared to ordinary scheduling; it substantially reduces running time when compared to a more standard approach explicitly considering all scenarios.


This paper is one of the first attempts to introduce the concept of robustness for scheduling problems. The authors suggest a robust schedule when processing times are uncertain, but they compute this robust schedule based on maximum absolute deviation between the robust solution and all the possible scenarios, but this requires knowledge of all possible scenarios.
Moreover, the optimal solution of each scenario is supposed to be known a priori.


Predictive-reactive scheduling refers to the process where a baseline schedule is developed prior to the start of the project and updated if necessary during project execution. The objective of this paper is to review possible procedures for the generation of proactive (robust) schedules, which are as good as possible protected against schedule disruptions, and for the deployment of reactive scheduling procedures that may be used to revise or re-optimize the baseline schedule when unexpected events occur. Finally, the authors propose a survey of the basics of critical chain scheduling and indicate in which environments it is useful.


This paper considers the problem of generating partial order schedules that retain temporal flexibility and thus provide some degree of robustness. Two different orthogonal procedures for construction a POS were proposed. The first, which the authors call the resource envelope based approach, uses computed bounds on cumulative resource usage (i.e., a resource envelope) to identify potential resource conflicts, and progressively winnows the total set of temporally feasible solutions into a smaller set of resource feasible solutions by resolving detected conflicts. The second, referred to as the earliest start time approach, instead uses conflict analysis of a specific (i.e., earliest start time) solution to generate an initial fixed-time schedule, and then expands this solution to a set of resource feasible solutions in a post-processing step.


It is shown how a robust genetic algorithm can be applied to single machine scheduling problem when release data are subject to small variations. This method leads to a robust solution, meaning that the value of the objective function remains high when small variations in some release data occur.


This paper gives an extension of the results derived by Sevaux and Sörensen for a different scheduling problem with a different objective. The authors focus on solving a robust scheduling problem at the French railway company, which can be modelled as a special case of a resource-constrained scheduling problem with additional constraints. The objective is to construct a robust schedule, i.e. a sequence of the tasks on each resource for which the makespan value can be predicted when the duration of the task is increased.
The robust tabu search firstly introduced in this paper is a new and original technique based on ideas taken from theory of robust optimization for continuous mathematical functions. This approach can be combined with the ideas of [29] – [30] on robust genetic algorithm.


Additionally we give a short list of references [31] – [39] on robustness in economics, namely in portfolio optimization, supply chain management and monetary policy.


9
Finally, we should mention text book [40] (written and available in German only), which contains a comprehensive description of a large variety of robustness concepts.
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