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Abstract: 

This paper explores the role of private credit variables as early warning indicators 

(EWIs) of  banking crises in context of emerging economies. The performance is 

evaluated by using receiver operating characteristics (ROC) curve and area under 

the curve (AUC) on long series on credit to the private non-financial sector. The 

results suggest that credit-to-GDP gap as proposed by Basel III may not be the best 

performing indicator to signal future banking distress in case of emerging 

economies. Credit growth outperforms credit-to-GDP gap in all time horizon. These 

findings are particularly important as they challenge the literature published on 

EWIs in emerged economies and highlight the need to use complementary 

indicators and multivariate analysis especially in the environment of emerging 

economies. 
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1 Introduction

As a reaction to the financial crisis, much of the research has been focused
on how to mitigate the episodes of banking distress. Basel Committee on
Banking Supervision, as a part of Basel III, proposes countercyclical capital
bu↵er (CCB) with the main objective to achieve higher resilience of the
banking sector in times of crisis (BCBS, 2010). To do so, banks are required
to create capital reserves in good times and use this capital in times of
distress. Hence, the design of a well-functioning CCB requires a conditioning
variable that would be able to capture the build-up of the banking system
vulnerabilities.

At the same time, research on early warnings indicators has been flour-
ishing both across academia and policymakers. Much has been done in case
of developed economies. BCBS (2010) proposes the activation of the macro-
prudential CCB to be mainly based on credit-to-GDP gap. This underlying
variable shows the best signalling performance although some caveats are in
order. Edge and Meisenzahl (2011), Geršl and Seidler (2010) and Reserve
Bank of India (2014) emphasize potential weaknesses of the statistical tech-
nique behind the construction of the bu↵er, in particular the reliability of
end-of-sample estimates and quality of the information of the time series for
converging countries undergoing financial deepening.

The objective of this paper is to explore signalling abilities of credit
variables in case of emerging economies. We focus on the episodes of banking
crisis in 13 economies over the period 1987–2014. The paper contributes to
the literature in two ways. First, while the up-to-date research on early
warning indicators (EWIs) has mostly been aimed at emerged economies or
mixed samples, this paper has a direct focus on emerging markets only.
Therefore, potential drawbacks of statistical techniques and data quality
remain in the centre of attention.

Second, building on a new Bank for International Settlements (BIS)
database (Dembiermont et al. (2013)), this paper works with long time se-
ries on credit data for emerging markets both on total and banking credit
to the private non-financial sector. As a result, we are able to test signalling
properties of credit variables on the countries that were previously omitted
from the samples.

To evaluate the quality of the signals we employ the receiver operating
characteristics (ROC) curve and compute the area under the curve (AUC).
This method provides a simple and easy to interpret approach and it is
gaining more ground among the very recent EWIs literature ((Elliott and
Lieli (2013), Drehmann and Juselius (2014) and Giese et al. (2013)).

Our findings show that the credit-to-GDP gap as proposed by Basel III
does not prove to be the best performing indicator among the sample of
emerging economies. Credit growth provides superior results to the credit-
to-GDP gap under all tested time specifications. This conclusion challenges
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previous finding for emerged economies Drehmann et al. (2010), Drehmann
et al. (2011), Drehmann and Tsatsaronis (2014) and emphasises the impor-
tance of application of comprehensive statistical methods and multivariate
set-ups for the emerging economies that are undergoing financial deepening.
The main results of the paper are on the other supported by the European
guidance for setting up the CCB according to which “other variables may
complement the credit-to-GDP gap for signalling the build-up of system-wide
risks” and combinig the variables “ in a multivariate modes has been found
to improve signalling performance” ESRB (2014).

The remainder of the paper is organized as follows: Section 2 presents
the relation and the value added with respect to the up-to-date literature
in the areas. Section 3 briefly introduces the data and methodology used.
Section 4 provides the main findings, Section 5 includes robustness test and
Section 6 concludes.

2 Relation to existing literature

This paper closely links to three main strands of literature. The first strand
stems from the discussion regarding the construction of Basel III counter-
cyclical capital bu↵er (CCB). The e↵ective use of the CCB requires an under-
lying variable that would signal the build-up of financial distress. The origi-
nal BIS research, Borio and Lowe (2002), Drehmann et al. (2010), Drehmann
et al. (2011) presents an extensive analysis of the properties of a wide range of
potential underlying variables from system-wide aggregate macroeconomic
conditions, banking sector indicators to bank-specific costs of funding. Their
findings consistently reveal credit variables to be the best in signalling the
build-up of financial distress. In particular, credit-to-GDP gap (the devia-
tion of the credit-to-GDP ratio from its long-term trend) provides the most
promising results. Technically, long-term trend is calculated by recursively
applying a one-sided rolling Hodrick-Prescott (HP) filter with lambda set
to 400,000 on quarterly data series. This HP filter, however, requires su�-
ciently long time series of at least 10 years of available data (Borio and Lowe
(2002), later also in BCBS (2010)).

As a result, the original conclusions were predominantly based on emerged
economies with long data availability of credit. Thanks to the new BIS

database on long series on credit to the private non-financial sector (Dem-
biermont et al., 2013) that provides longer time series on both total and
banking credit to the private non-financial sector, this paper looks once
again into the signalling properties of various credit variables in as many
emerging economies as the data availability permits and provides a compar-
ison with the original results of Drehmann et al. (2010) and Drehmann et al.
(2011).

The second stream of literature focuses on the critique of credit-to-GDP
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gap as an early-warning variable for banking crises in the context of emerg-
ing economies. This part of literature challenges the appropriateness of one-
sided HP-filtered technique to calculate the credit-to-GDP gaps in emerging
market environment. Apart from potential length of data series, the filter-
ing technique may not adequately equipped to capture financial deepening
(convergence) of the economies (Reserve Bank of India, 2014). Geršl and
Seidler (2010) suggest alternative method based on calculating credit-to-
GDP gap with respect to economic fundamentals of a country. A study
by Drehmann and Tsatsaronis (2014) addresses a number areas of criti-
cism for credit-to-GDP gap including its applicability in case of emerging
economies. According to the results credit-to-GDP gap performs well for
emerging economies, albeit not as well as it does for the group of advanced
economies. Nonetheless, credit-to-GDP gap is on average still the best single
indicator in the overall sample (Drehmann and Tsatsaronis, 2014). In this
paper we strictly focus on the emerging economies. Our results reveal that
although credit-to-GDP gap may have some early-warning properties, the re-
ported values are significantly lower than in emerged economies (conclusion
consistent with Drehmann and Tsatsaronis (2014)) and it is outperformed
by the credit growth.

The last block of literature builds on the aforementioned findings and
it further focuses on modelling the early-warnings. Candelon et al. (2012)
propose a new toolbox to evaluate EWIs incorporating the receiver operating
characteristics (ROC) curve and the comparison tests based on the area under
the curve (AUC). Following the AUC methodology Drehmann and Juselius
(2014) present EWIs on banking crisis in 26 countries finding Basel III credit-
to-GDP gap to be the best indicator over longer horizons. Behn et al. (2013)
also find credit-to-GDP gap to perform the best among the credit variables
on the sample of 23 EU countries. Giese et al. (2013) focusing strictly on
United Kingdom conclude that credit-to-GDP gap worked well in providing
an advanced signal for past UK crises but they question its future signalling
success. As a relation to this part of the literature, this paper employs
a model similar to Drehmann and Juselius (2014) while focusing on the
emerging market environment.

3 Data and methodology

This paper focuses on a set of 13 emerging economies: Argentina, Brazil,
the Czech Republic, Hungary, India, Indonesia, Korea, Malaysia, Mexico,
Poland, Russia, Thailand, and Turkey. Given the sample structure, concerns
regarding the heterogenity among the countries might arise. Due to the
absence of a generally accepted definition of an emerging market, we follow
the BIS classification according to which all listed economies fall into the
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category.1 As emerging markets rarely enter the policy analysis on new
regulatory measures such as the CCB, this paper might present a missing
piece of an analysis with a strict focus on these countries. Nonetheless, we
acknowledge significant di↵erences across the countries and as a result the
findings are not only presented in form of an agreggated panel but also on
a country level.

The point of departure for the analysis is the signal extraction method as
introduced by Kaminsky and Reinhart (1999). Following this idea, there are
four important points of judgment that need to be stipulated: (i) definition
of the crisis, (ii) selection of the potential leading variables, (iii) definition
of the signal and (iv) “reasonable” time period to analyse the signals.

3.1 Banking crises database

Identification of banking crises is a crucial prerequisite for an early warning
evaluation. Existing influential studies on banking crises provide heteroge-
neous definitions relying on the performance of selected variables vis-à-vis
specified thresholds, expert judgments, extended literature reviews etc. (for
a detailed discussion of alternative definitions see Babecky et al., 2012).

Given the absence of a clear-cut definition of the banking crises, crisis
occurrences as well as start and end points di↵er significantly. The issue
becomes even more challenging in case of the emerging markets which tend
to su↵er from banking crises on a more frequent basis. For the purpose
of this paper, we construct a quarterly banking crises dataset exploiting
the information presented in the following influential studies (an alphabetic
order): Babecky et al. (2012), Caprio and Klingebiel (2003), Kaminsky and
Reinhart (1999), Laeven and Valencia (2010), Laeven and Valencia (2012),
and Reinhart and Rogo↵ (2010). The approach has been previously carried
out by Babecky et al. (2012) in context of developed economies. This paper
builds on their methodology and applies it to the emerging economies2. The
work is organized in two steps:

First, we rely on the quarterly database published by Babecky et al.
(2012) if available.3 The authors present a comprehensive track of crises
(banking crises included) in the EU and OECD countries from 1970Q1 to

1The BIS emerging markets group further includes countries such as Chile, Colombia
and the Phillipines that are not covered because of the limited data availlabilty. Additional
reason for opting for a BIS classification is also the fact that a majority of the research in
this area comes from the Bank for International Settlements.

2Since the analysis of this paper focuses on long-term credit series, our set of developing
economies includes a wider range of countries including those that may according to some
studies no longer be considered to fall into the developing category, e.g., Central and
Eastern European countries or South Korea. The lack of universal definition of separation
line between the developing and developed economy may result in the double-counting
of the countries. As a result, some of the countries presented in this paper were also
considered by Babecky et al. (2012)

3Crisis dates for the Czech Republic, Hungary, Korea, Poland and Turkey.
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2010Q4. To minimize subjective judgment in defining crisis episodes, the
authors consider all previously listed crisis database sources as well as the
country experts’ opinions. As a result, the authors provide banking crisis
database that aims to find a consensus on the appearance and timing of the
crisis periods. Babecky et al. (2012) introduce the quarterly crisis database
in two versions, i.e. set of dummy variables of 0 and 1, reaching the value of
1 for the quarter where (i) at least one (ii) at least two of the of the sources
claim that a crisis occurred.4

Second, if a country is not covered by Babecky et al. (2012)5, we con-
struct the entries in the same spirit: drawing from the results by Caprio
and Klingebiel (2003), Kaminsky and Reinhart (1999),Laeven and Valen-
cia (2010), Laeven and Valencia (2012) and Reinhart and Rogo↵ (2010) we
attempt to consolidate the crisis occurrences. In line with the original ap-
proach a crisis is claimed to occur in a given quarter if (i) at least one (ii)
at least two of the of the sources provides the evidence.

As a result we present two sets crisis datasets. Throughout the paper we
denote crisis periods consistent with at least two literature sources as Crisis
Dataset A and the crisis periods consistent with at least one literature source
as Crisis Dataset B. The main part of the results presented in the core of
the paper is carried on the Crisis Dataset A. Dataset B is presented in the
Robustness section6.

Additionally, there are two more conditions that have to be satisfied
in order to analyse the EWIs. First, credit data need to be available for a
su�ciently long period prior to the crisis. As a result, due to the missing
credit data for banking crises in Central and Eastern Europe and Brazil in
the 1990s are omitted from the analysis. Second, in spirit of Bussière and
Fratzscher (2006) we drop 8 quarters after the end of the crisis as a potential
post-crisis bias period. As a result, if there are two crisis following almost
consecutively the second crisis period is excluded from the evaluation. In the
environment of the emerging markets we note a number cases where another
banking crisis (re-)appeared withing the post-crisis bias period: Indonesia
(1997), Russia (1998) or Turkey (1994). As a consequence, we do not provide
the results of an early warning exercise for these crises.

3.2 Credit variables

This paper focuses on emerging economies over a maximum time period
of 1987Q1—2014Q2 or shorter subject to data availability. Since the main
issue in emerging markets is the data availability over longer time spans,

4For a more detailed description of the database construction see Babecky et al. (2012).
5Argentina, Brazil, India, Indonesia, Malaysia, Mexico, Russia and Thailand
6A part of the robustness exercise was also regressing the results on each of the data

sources separately. These results are consistent with those of Dataset A and B and are
available upon request.
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Table 1: List of banking crises

Crisis Dataset A Crisis Dataset B
crisis crisis crisis crisis crisis crisis
start end length

(Q)
start end length

(Q)

Argentina 1989Q1 1990Q4 8 (1985Q2) (1991Q4) (27)
Argentina 1995Q1 1995Q4 4 (1994Q4) (1996Q4) (9)
Argentina 2001Q1 2003Q4 12 2001Q1 2003Q4 12
Brazil (1990Q1) (1990Q4) (4) (1990Q1) (1998Q4) (32)
Brazil (1994Q1) (1997Q4) (16)
Czech Republic (1991Q1) (1991Q4) (4) (1991Q1) (1991Q4) (4
Czech Republic (1994Q1) (1994Q4) (4) (1994Q1) (2000Q4) (28)
Czech Republic (1996Q1) (1996Q4) (4)
Czech Republic (1998Q1) (2000Q2) (10)
Hungary (1991Q1) (1995Q4) (20) (1991Q1) (1995Q4) (20)
Hungary 2008Q1 2008Q4 4 2008Q1 2009Q2 6
India 1993Q1 1998Q4 24 1993Q1 2002Q4 40
Indonesia 1992Q1 1992Q1 1 1992Q1 1994Q4 12
Indonesia (1994Q1) (1994Q4) (4)
Indonesia (1997Q1) (2001Q4) (20) (1997Q1) (2002Q4) (24)
Korea 1997Q1 1998Q4 8 1997Q1 1998Q4 8
Malaysia (1985Q1) (1988Q4) (20) (1985Q1) (1988Q4) (20)
Malaysia 1997Q1 1999Q4 12 1997Q1 2001Q4 20
Mexico (1981Q1) (1991Q4) (44)
Mexico 1994Q1 2000Q4 28 (1992Q4) (2002Q4) (41)
Poland (1991Q1) (1993Q4) (12) (1991Q1) (1994Q4) (16)
Russia (1995Q1) (1995Q4) (4) (1995Q1) (1995Q4) (4)
Russia (1998Q1) (1998Q4) (4) (1998Q1) (1998Q4) (4)
Russia 2008Q1 2009Q4 4 2008Q1 2011Q4 16
Thailand (1983Q1) (1987Q4) (20) (1980Q1) (1987Q4) (32)
Thailand 1996Q1 2001Q4 24 1996Q1 2002Q4 28
Turkey 1991Q1 1991Q4 4 1991Q1 1991Q4 4
Turkey (1994Q1) (1994Q4) (4) (1994Q1) (1994Q4) (4)
Turkey 2000Q1 2001Q4 8 2000Q1 2001Q4 8
Crisis dates in parenthesis are omitted from the ROC analysis due to missing private

credit data or potential post–crisis bias.

we primarily work with recently published BIS database on long series on
credit to the private non-financial sector (Dembiermont et al., 2013) using
both total credit as well as domestic bank credit to the private non–financial
sector.

Based on the credit data, we first calculate year–on–year credit growth
rate and credit–to–GDP. Furthermore, following BCBS (2010) we construct
the real–time credit-to-GDP gap, i.e. by applying one-sided Hodrick-Prescott
trend with a high degree of smoothing (� set to 400,000) applied recursively.
The gap is calculated on the wider horizon (1977Q1–2011Q4) and in order
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Table 2: Summary of the identified banking crises

Crisis Crisis
Dataset
A

Dataset
B

Total frequency of the crises 28 25
Omitted banking crises:
– Missing credit data only 5 5
– Post-crisis bias only 4 6
– Missing credit data and post-crisis bias 4
– Crisis started before 1987 2 4
Final set of crises covered in the ROC analysis 13 10

to ensure some stability behind the trend we exclude first 10 years of infor-
mation.

In addition to the credit data, we also work with real GDP growth rates.
According to the findings by Drehmann et al. (2010) and Drehmann et al.
(2011), real GDP growth rate does not tend to work as a good signalling
variable but can be suitable for providing benchmark information regarding
the performance of credit variables. The detailed structure of credit variables
is provided in Appendix A1.

Figure 1 shows average developments of the credit variables and real GDP

growth over time before and after the onset of a banking crisis. Country-
specific developments are presented in detail in Appendix A2. On average,
credit growth and credit–to–GDP ratio increase slowly prior to a banking
crisis. All credit variables appear to be sluggish and do not change dra-
matically around the crisis turning point. In a addition given the size of the
interquartile range for credit–to–GDP variable does not seem to be an appro-
priate candidate for cross-country consistent early warning. Furthermore,
BCBS (2010) and ? emphasise credit–to–GDP gap that may not capture
turning point well. In our sample of economies credit–to–GDP gap seems
to on average even increase four quarters into the banking crisis. Real GDP

growth on the other hand appears to have a clear turning point. Credit
growth hits its peak seven quarters prior to the crisis, yet its fall is only a
couple of quarters into the crisis.

3.3 ROC curve and the area under the curve

The next part introduces a formal framework for analysing of the credit
variables. Departing from the work of Kaminsky and Reinhart (1999) on
EWIs, we assume two possible states of the world: crisis (D=1) and no crisis
/ calm times, (D=0). If the leading variable (Y) exceeds the threshold ✓,
signal turns “on” (S=1), otherwise it remains turned “o↵” (S=0):7

7In our analysis all of the leading variables are assumed to be increasing in magnitude as
the crisis builds up. Naturally, there can also be variables that are decreasing in magnitude
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Figure 1: Properties of credit variables before and during banking crises
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The Table 3 summarizes all four possibilities. In the upper left corner
correctly predicted crises are denoted as true positives. Analogously, cor-
rectly predicted calm times are denoted as true negatives in the lower right
corner of the table. In addition, two types of errors can occur in the set
up: missed crises (often also labeled as Type 1 errors or false negatives) and
false signals (Type 2 errors or false positives).

The EWI literature proposed numerous ways to analyse the signalling
performance of early warning variables departing from the noise-to-signal
ratio8 as proposed by (Kaminsky and Reinhart, 1999). An alternative way
to describe the trade-o↵ is to look into the true-positives rate (TPR, comple-
ment to Type 1 error rate) and false positives rate (FPR, Type 2 error rate):

as the crisis approaches, i.e., cut-o↵ is more of a lower bound. Given the properties of our
credit variables, all the thresholds in this paper are the upper bounds.

8Noise-to-signal ratio = Type 2 error

1�Type 1 error
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Table 3: Signals and crisis

State of the world
Crisis No crisis
(D=1) (D=0)

Signal

On True Positives (TP) False Positives (FP)
(S=1) Type 2 error

O↵ False Negatives (FN) True Negatives (TN)
(S=0) Type 1 error

TPRY (✓) = P (S = 1 | D = 1)
FPRY (✓) = P (S = 1 | D = 0)

If the threshold parameter ✓ is set too low, the signal turns “on” (S=1)
easily thus yielding high TPR but also FPR ratios. In contrast if ✓ is set too
high, the signal remains “o↵” (S=0) for both false and true cases. The final
outcome is sensitive to the threshold parameter ✓, i.e. how important are
the benefits of TPR and costs of FPR for a policymaker. One approach to
solve the problem is to restrict ✓ and model the outcome. An alternative
approach is to focus on a full mapping of TPR and FPR relationship for all
possible ✓ by constructing received operating characteristics (ROC):

TPRY (✓) = ROC(FPRY (✓))

The ROC curve is also a graphical tool that reveals predictive abilities
of signals (Candelon et al., 2012). The important advantage of applying
ROC is that we do not need observe the preferences of policymakers and set
up a specific threshold for the signalling variable (Elliott and Lieli, 2013).
Furthermore, upon constructing ROC, we can compute the full the area un-
der the curve (AUC) that allows to compare signalling properties of diverse
variables under full mapping of threshold. More formally, the area under
the ROC curve is defined as:

AUC =

Z 1

✓=0
ROC(FPRY (✓))FPR0

Y (✓)d✓

AUC takes value of 1 for fully informative signal and value of 0.5 for fully
uninformative signal (e.g. toss of a coin)9.

9For detailed overview on the properties of ROC curve see Drehmann and Juselius
(2014).
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3.4 Additional policy requirements

To capture the crisis we use a binary variable that takes value 1 if the crisis
occurs over a given time horizon, 0 otherwise. Selection of the forecasting
horizon is hence crucial.10 Based on the latest discussion on EWIs we follow
an emerging consensus according to which a banking crisis shall be signalled
at least 6 quarters prior to its materialization to allow policymakers time
to implement counter-measures (Behn et al. (2013), Drehmann and Juselius
(2014)). At the same time the signal should not be issued far ahead of the
crisis. In the analysis we therefore focus on the forecasting window 12 to 6
quarters before the crisis.

Drehmann and Juselius (2014) point out the importance of signal per-
sistence, i.e., a signal must be clear and stable over longer time period. As
persistence is in many cases indistinguishable from unit root dynamics, we
test for unit roots in panel data (Im et al., 2003) as well as we perform
country-specific univariate unit root tests (Dickey and Fuller, 1979). In the
panel data unit root test, we cannot reject the null hypothesis that all panels
contain unit roots for credit-to-GDP and credit-to-GDP gap time series at 5%
significance level while null hypothesis is rejected for GDP growth and credit
growth time series. Full test statistics are reported in Appendix A3. To
circumvent potential problems of persistence we adopt non-parametric esti-
mation and use bootstrapped standard errors and test statistics as proposed
by Janes et al. (2009) and Pepe et al. (2009).

In this paper we construct the ROC curve and calculate the area under
the curve mainly for credit variables as listed above. We also include a test
on GDP growth as our benchmark model. To check for robustness and per-
sistence of the signals we analyse 7 time specifications (from 12 to 6 quarters
before the crisis). In each specification we focus on real-time properties, e.g.,
9 quarters prior to the crisis (d9) we only consider signal of the variables in
this quarter. Finally, we drop all the observations for the crisis periods as
well as 8 quarters after the crisis to avoid post-crisis bias as suggested by
Bussière and Fratzscher (2006).

4 Main findings

In this section, we present results on signalling properties of the credit vari-
ables across seven di↵erent time specifications, i.e. 12 to 6 quarters prior
to the crisis. The credit variables include: credit-to-GDP gap (as proposed
by Basel III), credit-to-GDP and credit growth. All variables are calculated
on (i) banking credit and (ii) total private credit data. To benchmark the
performance of the credit variables we also present the comparison with real
GDP growth.

10 The literature on EWIs provides an extensive discussion on signals issued too early or
too late (see Drehmann et al. (2010), Kaminsky and Reinhart (1999), Caruana (2010)).
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As discussed in Section 3.3 we estimate non-parametric ROC curves and
we employ trapezoid approximation to estimate the area under the curve.
Following the approach of Drehmann and Juselius (2014) and Janes et al.
(2009) we correct for potential clustering across the coutry dimension and
compute bootstrapped standard errors using 1000 replications.

In line with the early warning literature we evaluate the performance of
the indicators with respect to two criteria: strength of the signal and its
stability over time.

Table 4: Signalling quality of EWIs: Crisis dataset A

d12 d11 d10 d9 d8 d7 d6

Credit growth (total credit)
AUC 0.726*** 0.713*** 0.743*** 0.732*** 0.765***0.757***0.718***

(0.0584) (0.0666) (0.0623) (0.0703) (0.071) (0.0739) (0.0801)
Observations 720 731 742 753 766 779 792

Credit growth (banking credit)
AUC 0.721*** 0.710*** 0.726*** 0.721*** 0.767***0.763***0.741***

(0.0689) (0.0758) (0.0691) (0.0687) (0.0695) (0.0786) (0.0809)
Observations 720 731 742 753 766 779 792

Credit-to-GDP (total credit)
AUC 0.447*** 0.449*** 0.462*** 0.477*** 0.421*** 0.428*** 0.432***

(0.086) (0.0945) (0.0841) (0.0855) (0.0881) (0.0897) (0.0907)
Observations 717 728 739 750 763 776 789

Credit-to-GDP (banking credit)
AUC 0.437*** 0.449*** 0.462*** 0.482*** 0.425*** 0.432*** 0.443***

(0.0849) (0.0879) (0.0874) (0.0855) (0.0847) (0.0836) (0.0867)
Observations 717 728 739 750 763 776 789

Credit-to-GDP gap (total credit)
AUC 0.617*** 0.589*** 0.617*** 0.628*** 0.600*** 0.602*** 0.610***

(0.102) (0.0924) (0.0926) (0.0801) (0.0786) (0.0825) (0.0805)
Observations 633 642 651 661 673 685 697

Credit-to-GDP gap (banking credit)
AUC 0.585*** 0.584*** 0.599*** 0.605*** 0.592*** 0.589*** 0.599***

(0.0914) (0.0846) (0.0832) (0.0752) (0.0706) (0.0714) (0.0758)
Observations 633 642 651 661 673 685 697

Real GDP growth
AUC 0.693*** 0.715*** 0.576*** 0.567*** 0.638*** 0.497*** 0.501***

(0.0919) (0.0669) (0.117) (0.139) (0.122) (0.13) (0.11)
Observations 689 697 705 713 723 733 743
Bootstrapped standard errors in parentheses: *** p <0.01, ** p <0.05, * p <0.1

AUC results above 0.75 are in bold

4.1 Strength of the signal

Table 4 summarizes our final results. The main conclusion is that none of
the credit variables provide results of a magnitude comparable to the early
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warning models for developed economies.
Credit growth performs as the best EWI in the analysed group of coun-

tries. The AUCs are the largest 7 and 8 quarters prior to the banking crisis.
The values of banking and total credit are very similar, while banking credit
provides a stronger signal closer to the crisis starting point.

In addition, the results on the credit growth are comparable to the AUCs
for emerged economies. Drehmann and Juselius (2014) find credit growth
to range between 0.71 and 0.76 in the period 6 to 12 quarters prior to the
crisis which is strongly consistent with the findings for emerging markets
presented in this paper (0.71 – 0.77).

On the other hand, we find a striking di↵erence in the result of credit-
to-GDP gap between the emerged and emerging economies. Credit-to-GDP

gap is the underlying variable for activation of Basel III countercyclical
capital ratio and the EWI literature on emerged markets repeatedly provides
evidence on its above-average signalling qualities. The average value of
AUC reported by Drehmann and Juselius (2014) is 0.82, i.e., value that is
not achieved by any of the listed variables under any time specification.
In contrast, our results on emerging markets suggest that the signalling
quality is rather weak: 0.58 – 0.63. Total credit-to-GDP gap outperforms
the banking credit-to-GDP gap in all time specifications but the di↵erences
remains small.

The weak performance of credit-to-GDP gap also highlights the relevance
of the discussion on the statistical method in case of the economies that
are undergoing financial deepening and convergence. As a consequence,
this paper does not argue that credit growth shall be replaced as a leading
indicator. Instead, our work wants to highlight the drawbacks of credit-to-
GDP gap and promote the use of other complementary variables.

Finally, simple credit-to-GDP ratio yields results close to 0.5, i.e. an
uninformative signal.

4.2 Stability of the signal

Another relevant feature for the policy–makers is the stability of a signal
across the time specifications. We test the stability of the signal of seven
di↵erent time specifications, i.e. 12 to 6 quarters prior to the banking crisis.
A desirable EWI should not only issue a strong AUC but this value should
also be consistent across the time span.

Our results show that all listed credit variables provide consistent results
across the time span, while this is not the case for real GDP growth. The
AUC for real GDP growth starts at values comparable to credit growth but
overt the time specifications until reaching an AUC of 0.5 (uninformative
signal).
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5 Robustness

To check the robustness of the findings, we further test signalling properties
of the credit variables on di↵erent banking crisis dating. The Table 5 sum-
marizes results on Crisis dataset B and Figure 2 visualizes the di↵erences
between Crisis dataset A and Crisis dataset B.

The results reveal similar conclusions as the main section. Credit growth
generates the strongest signalling quality yet the values are still under the
best performing credit indicators in emerged economies. In the crisis dataset
B moreover credit growth provides the strongest results 10 and 9 periods
prior to the crisis.

Table 5: Signalling quality of EWIs: Crisis dataset B

d12 d11 d10 d9 d8 d7 d6

Credit growth (total credit)
AUC 0.713*** 0.709*** 0.752***0.755***0.709*** 0.719*** 0.685***

(0.0689) (0.0798) (0.0695) (0.0714) (0.0853) (0.1) (0.108)
Observations 642 651 660 669 679 689 699

Credit growth (banking credit)
AUC 0.709*** 0.704*** 0.733*** 0.731*** 0.706*** 0.712*** 0.698***

(0.0787) (0.0894) (0.0744) (0.0778) (0.0816) (0.0952) (0.105)
Observations 642 651 660 669 679 689 699

Credit-to-GDP (total credit)
AUC 0.475*** 0.479*** 0.485*** 0.498*** 0.473*** 0.482*** 0.478***

(0.102) (0.101) (0.109) (0.103) (0.0987) (0.105) (0.107)
Observations 639 648 657 666 676 686 696

Credit-to-GDP (banking credit)
AUC 0.470*** 0.484*** 0.488*** 0.507*** 0.480*** 0.484*** 0.491***

(0.101) (0.0996) (0.108) (0.0992) (0.0938) (0.104) (0.101)
Observations 639 648 657 666 676 686 696

Credit-to-GDP gap (total credit)
AUC 0.536*** 0.527*** 0.544*** 0.563*** 0.577*** 0.578*** 0.559***

(0.128) (0.115) (0.117) (0.0973) (0.0887) (0.0973) (0.101)
Observations 580 587 594 602 611 620 629

Credit-to-GDP gap (banking credit)
AUC 0.522*** 0.537*** 0.542*** 0.552*** 0.565*** 0.562*** 0.562***

(0.119) (0.107) (0.106) (0.0926) (0.0876) (0.091) (0.0925)
Observations 580 587 594 602 611 620 629

Real GDP growth
AUC 0.741*** 0.702*** 0.659*** 0.676*** 0.648*** 0.538*** 0.484***

(0.106) (0.0877) (0.132) (0.15) (0.152) (0.16) (0.139)
Observations 603 609 615 621 629 637 645
Bootstrapped standard errors in parentheses: *** p <0.01, ** p <0.05, * p <0.1

AUC results above 0.75 are in bold

In addition we performed the test on all the databases separately (Caprio
and Klingebiel (2003), Kaminsky and Reinhart (1999), Laeven and Valencia

13



(2010), Laeven and Valencia (2012), and Reinhart and Rogo↵ (2010)) and
the findings are consistent with the rest of the findings in the paper11.

Figure 2: Credit-to-GDP gap
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11Results from individual crisis databases are available upon request.
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6 Conclusion

This paper contributes to the existing literature on early warning indicators
as well as to the discussion on the appropriateness of credit-to-GDP gap as a
leading variable for activation of countercyclical capital bu↵er as proposed by
Basel III. We analyse the role of various credit variables on signalling banking
distress in the environment of emerging markets. To achieve this objective,
we work with the BIS long series on credit to the private non-financial sector
in the period of 1987Q1—2014Q2 and focus on the development of credit
variables prior to banking crises.

The analysis is performed by employing the receiver operating charac-
teristics (ROC) curve and the area under the curve (AUC). This method
provides a practical way to compare and evaluate di↵erent variables with-
out the need to specify a threshold value for the indicators. By providing
a full mapping of the ROC curve and computing AUC, the method does not
need to address the problem of unknown preferences of the policymakes.

Our results show that the credit-to-GDP gap as proposed by Basel III
does not prove to be the best performing indicator among the sample of
emerging economies. Credit growth provides superior results to the credit-
to-GDP gap under all time specifications. This findings are in contrast with
the results on emerged economies where credit-to-GDP gap significantly out-
performs other credit and also non-credit variables. The weak signalling
quality of credit-to-GDP gap also highlights the importance of a discussion
about the appropriate statistical treatment in case of the economies that are
undergoing financial deepening and convergence.

On the other hand, even though the results on the credit growth are
better than credit-to-GDP gap, they are still not su�ciently high vis-à-vis
the best perfoming credit indicators in emerged economies. As a result, this
paper does not propose that credit growth shall be used as the leading early
waring indicator. Instead, we want to highlight the drawbacks of credit-
to-GDP gap, promote the use of complementary variables in a multivariate
set–up as well as call for further research on driving forces of banking crises
in the emerging markets.
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A1 Appendix

Table A1.1: Data availability of credit variables (starting points)

Credit-to- Credit-to- Credit GDP

-GDP gap* -GDP growth growth
(A) and (B) (A) and (B) (A) and (B)

Argentina 1987Q1 1987Q1 1987Q1 1991Q1
Brazil 2004Q4 1994Q4 1994Q4 1996Q1
Czech Republic 2004Q1 1994Q1 1994Q1 1995Q1
Hungary 2000Q4 1990Q4 1990Q4 1996Q2
India 1987Q1 1987Q1 1987Q1 1997Q4
Indonesia 1987Q1 1987Q1 1987Q1 1998Q1
Korea 1987Q1 1987Q1 1987Q1 1987Q1
Malaysia 1987Q1 1987Q1 1987Q1 1989Q1
Mexico 1991Q4 1987Q1 1987Q1 1987Q1
Poland 2003Q1 1993Q1 1993Q1 1996Q1
Russia 2006Q1 1996Q2 1996Q2 1996Q1
Thailand 1987Q1 1987Q1 1987Q1 1994Q1
Turkey 1997Q1 1987Q1 1987Q1 1988Q1

(A) denotes all (total) credit, (B) domestic bank to the private nonfinancial sector
All data series end at 2014Q2.
* The credit-to-GDP gap data requires at least 10 year long history of the
credit-to-GDP data series, i.e. 1987Q1 reflects that the actual credit-to-GDP

data used to calculate the gap originate in 1977Q1.
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A2 Appendix

Figure A2.1: Credit growth
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Figure A2.2: Credit-to-GDP gap
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Figure A2.3: Credit-to-GDP
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A3 Appendix

Table A3.1: Descriptive statistics on stationarity / persistence

ADF test Im-Pesaran-Shin
unit-root test

Fisher-type unit-
root test for

Stationary p-value p-value
series

Credit growth 5/13 Yes (0.0000) Yes (0.0000)
(Total credit)
Credit growth 4/13 Yes (0.0000) Yes (0.0000)
(Bank credit)
Credit-to-GDP 0/13 No (0.9804) No (0.6305)
(Total credit)
Credit-to-GDP 0/13 No (0.9891) No (0.6187)
(Bank credit)
Credit-to-GDP gap 1/13 No (0.0824) No (0.1734)
(Total credit)
Credit-to-GDP gap 0/13 No (0.2909) No (0.4996)
(Bank credit)
GDP growth 7/13 Yes (0.0000) Yes (0.0000)

Series are marked as stationary if ADF test is rejected at 5% significance level.
The number is reported with respect to total amount to time series (13).
Lags are based on AIC information criterion with a maximum lag length of 8.
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A4 Appendix

Figure A4.1: ROC curves for credit growth and credit-to-GDP gap 8
quarters prior to the crisis: Dataset A
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