Galati, Gabriele; Hindrayanto, Irma; Koopman, Siem Jan; Vlekke, Marente

Working Paper
Measuring Financial Cycles in a Model-Based Analysis: Empirical Evidence for the United States and the Euro Area

Tinbergen Institute Discussion Paper, No. 16-029/III

Provided in Cooperation with:
Tinbergen Institute, Amsterdam and Rotterdam

Suggested Citation: Galati, Gabriele; Hindrayanto, Irma; Koopman, Siem Jan; Vlekke, Marente (2016) : Measuring Financial Cycles in a Model-Based Analysis: Empirical Evidence for the United States and the Euro Area, Tinbergen Institute Discussion Paper, No. 16-029/III, Tinbergen Institute, Amsterdam and Rotterdam

This Version is available at:
http://hdl.handle.net/10419/145336

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes. You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.
Measuring Financial Cycles in a Model–Based Analysis: Empirical Evidence for the United States and the Euro Area

Gabriele Galati¹
Irma Hindrayanto¹
Siem Jan Koopman²
Marente Vlekke³

¹ De Nederlandsche Bank DNB, the Netherlands;
² Faculty of Economics and Business Administration, VU University Amsterdam, and Tinbergen Institute, the Netherlands;
³ Centraal Planbureau CPB, The Hague, the Netherlands.
Tinbergen Institute is the graduate school and research institute in economics of Erasmus University Rotterdam, the University of Amsterdam and VU University Amsterdam.

More TI discussion papers can be downloaded at http://www.tinbergen.nl

Tinbergen Institute has two locations:

Tinbergen Institute Amsterdam
Gustav Mahlerplein 117
1082 MS Amsterdam
The Netherlands
Tel.: +31(0)20 525 1600

Tinbergen Institute Rotterdam
Burg. Oudlaan 50
3062 PA Rotterdam
The Netherlands
Tel.: +31(0)10 408 8900
Fax: +31(0)10 408 9031
Measuring Financial Cycles in a Model-Based Analysis: Empirical Evidence for the United States and the Euro Area

Gabriele Galati†, Irma Hindrayanto‡, Siem Jan Koopman ‡, Marente Vlekke§

*†De Nederlandsche Bank, The Netherlands
‡Vrije Universiteit Amsterdam, The Netherlands
‡CREATES, Aarhus University, Denmark
‡Tinbergen Institute Amsterdam, The Netherlands
§Centraal Planbureau, Den Haag, The Netherlands

April 19, 2016

Abstract

We adopt an unobserved components time series model to extract financial cycles for the United States and the five largest euro area countries over the period 1970 to 2014. We find that credit, the credit-to-GDP ratio and house prices have medium-term cycles which share a few common statistical properties. We show that financial cycles are longer and more ample than business cycles, and that their length and amplitude vary over time and across countries.
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1 Introduction

We explore a new approach to the measurement of financial cycles, and examine their main characteristics for the United States, Germany, France, Italy, Spain and the Netherlands. The financial cycle captures systematic patterns in the financial system that can have important macroeconomic consequences, see Borio et al. (2001). In recent years, several methods to measure the financial cycle have been proposed. These include variations of the Burns and Mitchell (1946) turning-point analysis, see e.g. Claessens et al. (2011, 2012), and non-parametric bandpass filters, see e.g. Aikman et al. (2015) and Schüler et al. (2015). Igan et al. (2009) and Hiebert et al. (2014) are among the papers that apply both approaches with the aim to reach more robust conclusions. The financial cycle is typically characterized by the co-movement of medium-term cycles in credit, the credit-to-GDP ratio and house prices; its peaks tend to coincide with onsets of financial crises (Drehmann et al. (2012)).

We consider a new approach to extract financial cycles based on a multivariate unobserved components time series model (UCTSM) for these three variables, see Harvey and Koopman (1997). The model is based on a joint decomposition of the three time series into long-term trends plus combinations of short- and medium-term cycles. We investigate whether the cycle processes for the individual series have the same frequencies and dynamic persistencies. While this approach has been applied extensively to business cycle analysis, see Valle e Azevedo et al. (2006) and references therein, there are only a few illustrations for financial variables, of which Koopman and Lucas (2005) and Chen et al. (2012) are examples. In comparison to non-parametric filters, we do not need prior assumptions on the length of the cycle, which is particularly convenient given our exploratory research on the financial cycle. Moreover, our model-based analysis relies on diagnostic statistics to investigate whether the model and the estimated trends and cycles are accurate and reliable.

2 Data and modeling approach

We aim to extract financial cycles from quarterly time series of credit, the credit-to-GDP ratio and house prices for the United States (US), Germany, France, Italy, Spain and the Netherlands, over the sample period from 1970 to 2014; the data sets are similar to the ones used in Drehmann et al. (2012). In our analysis, we have considered two definitions for credit: total credit and bank credit. We only present a selection of the results for total credit, all other results are available upon request from the authors. The time series are taken from the macroeconomic database of the Bank of International Settlements; they are deflated by the consumer price index and logarithms are taken except for the credit-to-GDP ratio.

We follow the steps in the analysis of Koopman and Lucas (2005): first we extract cycles from all time series based on an univariate UCTSM, and second, we verify whether the cycles in a multivariate UCTSM share common characteristics. Statistical diagnostic and test procedures are adopted to establish whether ‘similar’ cycles exist in the financial variables under consideration for the US and the five euro area (EA) countries.
\[ y_{it} = \mu_{it} + \psi_{it} + \varepsilon_{it}, \quad \varepsilon_{it} \overset{i.i.d.}{\sim} \mathcal{N}(0, \sigma_{\varepsilon_{it}}^2), \quad i = 1, 2, 3, \]  

where \( y_{it} \) is the \( i \)th element of \( y_t \), \( \mu_{it} \) represents the trend component, \( \psi_{it} \) represents the short-to-medium-term cycle dynamics, and \( \varepsilon_{it} \) is the irregular that is normally distributed, with mean zero and variance \( \sigma_{\varepsilon_{it}}^2 \), and serially independent. The three components are unobserved. The trend associated with some variable is seemingly unrelated with the trends of the other two variables. This also applies to the cycle and the irregular. However, the covariances between the disturbances driving a particular component are typically non-zero and imply a dependence structure amongst the three variables and their dynamic characteristics.

A key part of the analysis is to determine the appropriate smoothness of the trend component, that is how much dynamic fluctuation in the variable \( y_{it} \) is assigned to the trend as opposed to the cycle. In terms of the \( m \)-order trend model of Harvey and Trimbur (2003), we determine the smoothness by the choice of \( m \) in the trend specification \( \mu_{it} = \mu_{it}^{(m)} \), with

\[
\begin{align*}
\mu_{i,t+1}^{(k)} &= \mu_{it}^{(k)} + \mu_{it}^{(k-1)}, & k &= m, m_i - 1, \ldots, 2, \\
\mu_{i,t+1}^{(1)} &= \mu_{it}^{(1)} + \zeta_{it}, & \zeta_{it} \overset{i.i.d.}{\sim} \mathcal{N}(0, \sigma_{\zeta_{it}}^2),
\end{align*}
\]

where \( \zeta_{it} \) is the disturbance that drives the trends \( \mu_{1t}, \mu_{2t}, \mu_{3t} \), for \( i = 1, 2, 3 \), since the covariance \( \text{cov}(\zeta_{it}, \zeta_{jt}) \) can be non-zero, for \( i \neq j = 1, 2, 3 \). In a frequency-domain analysis, a higher value for \( m \) implies that the low-pass gain function will have a sharper cutoff. Hence the trend component becomes smoother as \( m \) increases. When \( m = 2 \), the trend reduces to an integrated random walk process. Notice that equation (2) implies \( \Delta^m \mu_{i,t+1}^{(m)} = \zeta_{it} \). For many macroeconomic time series, \( m \) is typically set to 2; see, for example, Valle e Azevedo et al. (2006). This choice for \( m \) is also adopted for the financial variables business failure rates and credit spreads in Koopman and Lucas (2005).

The cycle component \( \psi_{it} \) has the stochastic dynamic specification proposed by Harvey (1989) and is given by

\[
\begin{pmatrix}
\psi_{i,t+1} \\
\psi_{i,t+1}^{(s)}
\end{pmatrix} = \phi_i \begin{pmatrix}
\cos \lambda_i & \sin \lambda_i \\
-\sin \lambda_i & \cos \lambda_i
\end{pmatrix} \begin{pmatrix}
\psi_{it} \\
\psi_{it}^{(s)}
\end{pmatrix} + \begin{pmatrix}
\omega_{it} \\
\omega_{it}^{(s)}
\end{pmatrix} \overset{i.i.d.}{\sim} \mathcal{N}(0, \sigma_{\omega_{it}}^2 I_2),
\]

where the frequency \( \lambda_i \) is measured in radians, \( 0 \leq \lambda_i \leq \pi \), and the persistence \( \phi_i \) is the damping factor, \( 0 < \phi_i < 1 \), for \( i = 1, 2, 3 \). The period or length of the stochastic cycle \( \psi_{it} \) is given by \( 2\pi/\lambda_i \). The cycle \( \psi_{it} \) is a stationary dynamic process. The disturbances \( (\omega_{it}, \omega_{it}^{(s)})' \) drive the cyclical stochastic process and may be correlated with \( (\omega_{jt}, \omega_{jt}^{(s)})' \), for \( i \neq j = 1, 2, 3 \). All irregular, trend and cycle disturbances are serially and mutually uncorrelated, at all times and lags, but individually they can be correlated with their counterparts of the other two variables. The model is complete with appropriate initial conditions for trend \( \mu_{i,1} \) and cycle \( \psi_{i,1} \), for \( i = 1, 2, 3 \), as discussed in Durbin and Koopman (2012).
2.2 Similar trends and cycles

In our analysis, we investigate whether the trends and cycles can be treated as similar trends and cycles. In case of the trend, we verify whether the trend-order $m_i$ can be the same $m$, for $i = 1, 2, 3$. In case of the cycle, we verify whether the frequency $\lambda_i$ and persistence $\phi_i$ can have respectively the same values for $i = 1, 2, 3$. However, the scales of trends and cycles, as determined by the variances and covariances of the disturbances driving the components, can still be different under these ‘similar’ restrictions. The implications for the properties of similar cycles, both in the time- and frequency-domain analyses, are discussed in Harvey and Koopman (1997). Standard likelihood ratio tests can be used to verify whether the frequency and persistency parameters are equal amongst equations, after they are estimated from univariate UCTSMs.

2.3 State space methodology

Univariate and multivariate UCTSMs can be formulated in the general linear state space model as given by the observation equation $y_t = Z\alpha_t + \varepsilon_t$, with state vector $\alpha_t$, and the state updating equation $\alpha_{t+1} = T\alpha_t + \eta_t$, where $Z$ and $T$ are system matrices that determine the dynamic properties of $y_t$, and, together with the variance matrices for $\varepsilon_t$ and $\eta_t$, contain the static parameters of the model. The state vector contains the unobserved components $\mu_t$ and $\psi_t$, together with auxiliary variables such as $\mu^{(k)}_t$, for $k = 1, \ldots, m-1$, and $\psi^{(*)}_t$ in equations (2) and (3). The various disturbances are placed in an appropriate manner in the vectors $\varepsilon_t$ and $\eta_t$. Further details of the trend-cycle model in state space form are provided by Harvey (1989).

Once the model is represented in state space form, the Kalman filter and related state space methods can be applied. We estimate the unknown static parameters by the method of maximum likelihood; numerical maximization requires the Kalman filter to compute the loglikelihood function. Given these estimates, we obtain prediction residuals for diagnostic checking and model evaluation from the Kalman filter. We obtain the smoothed estimates of the unobserved trend, cycle and irregular components from a smoothing method; see Durbin and Koopman (2012, Part I) for further details on the state space methodology.

3 Empirical results

For our empirical study, we have considered univariate and multivariate UCTSMs based on the decomposition (1) and for the three financial variables. We have carried out this analysis for US and five largest EA countries. The results of our empirical study can be summarized as follows. First, we find evidence of the existence of medium-term financial cycles in the US and EA. In particular, the majority of estimated financial cycles have lengths between 8 and 25 years, see Table 1. These lengths are clearly longer than the length of a business cycle which is typically between 6 and 8 years. Similar findings are also reported in Drehmann et al. (2012). Second, many financial cycles have larger amplitudes compared to those of typical business cycle. The amplitude can be measured by the range of the medium-term fluctuations which are presented in Figure 1. The amplitudes of our extracted financial cycles range between 10% and 20%, with the exception of Germany. The business cycle amplitude
is usually around 5%; see also the discussion in Zarnowitz and Ozyildirim (2002). Hence we can conclude that financial cycles are distinct from business cycles.

Third, we do find evidence of significant heterogeneity between countries, in comparison with the US but also among the EA countries. For the EA, we observe clear differences between the financial cycles on the one hand of Germany and the Netherlands, and on the other hand those of France, Italy, and Spain; a similar distinction is revealed in Schüler et al. (2015). Whereas the former group has financial cycles of around 10 years, the latter group has longer financial cycles with a larger amplitude. These findings indicate that the financial sectors in different countries operate in different ways. Fourth, we do not only observe heterogeneity across countries, but also over time. The US financial cycles are much shorter and smaller in the pre-1985 period; see Drehmann et al. (2012) and Borio (2014) who also presented longer and more ample cycles for the US after 1985.

Table 1: Parameter estimates for total credit, credit-to-GDP ratio and house prices

<table>
<thead>
<tr>
<th></th>
<th>US</th>
<th>Germany</th>
<th>Netherlands</th>
<th>France</th>
<th>Italy</th>
<th>Spain</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Univariate cycles</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\phi$ – CR</td>
<td>0.998</td>
<td>0.946</td>
<td>0.984</td>
<td>0.986</td>
<td>0.994</td>
<td>0.998</td>
</tr>
<tr>
<td>$\phi$ – C/GDP</td>
<td>0.994</td>
<td>0.982</td>
<td>0.963</td>
<td>0.977</td>
<td>0.991</td>
<td>0.998</td>
</tr>
<tr>
<td>$\phi$ – HPR</td>
<td>0.996</td>
<td>0.973</td>
<td>0.987</td>
<td>0.996</td>
<td>0.993</td>
<td>0.993</td>
</tr>
<tr>
<td>$p$ – CR</td>
<td>14.56</td>
<td>7.78</td>
<td>10.27</td>
<td>12.13</td>
<td>17.53</td>
<td>13.08</td>
</tr>
<tr>
<td>$p$ – C/GDP</td>
<td>15.50</td>
<td>24.75</td>
<td>11.77</td>
<td>16.84</td>
<td>16.94</td>
<td>15.99</td>
</tr>
<tr>
<td>$p$ – HPR</td>
<td>14.41</td>
<td>10.11</td>
<td>10.41</td>
<td>15.08</td>
<td>12.35</td>
<td>14.51</td>
</tr>
<tr>
<td>loglikelihood</td>
<td>1754.2</td>
<td>1755.2</td>
<td>1479.9</td>
<td>1681.1</td>
<td>1412.1</td>
<td>1495.7</td>
</tr>
<tr>
<td>AICc</td>
<td>-3482.5</td>
<td>-3484.6</td>
<td>-2934.0</td>
<td>-3336.3</td>
<td>-2798.1</td>
<td>-2965.6</td>
</tr>
<tr>
<td>BIC</td>
<td>-3446.1</td>
<td>-3448.1</td>
<td>-2897.5</td>
<td>-3299.8</td>
<td>-2763.0</td>
<td>-2929.2</td>
</tr>
</tbody>
</table>

|                     |             |             |             |             |             |            |
| **Similar cycles**  |             |             |             |             |             |            |
| $\phi$              | 0.996       | 0.956       | 0.983       | 0.992       | 0.992       | 0.997      |
| loglikelihood       | 1753.5      | 1751.2      | 1478.5      | 1677.4      | 1407.9      | 1494.3     |
| AICc                | -3490.2     | -3485.6     | -2940.2     | -3338.0     | -2798.9     | -2971.7    |
| BIC                 | -3465.5     | -3460.9     | -2915.5     | -3313.3     | -2774.2     | -2947.0    |

We report estimates of the persistency ($\phi$) and the period ($p = 2\pi / \lambda$, in years) parameters, for the univariate and multivariate UCTSM. The three equations and its parameters are indicated by CR – total credit, C/GDP – credit-to-GDP ratio, and HPR – house prices. The estimates are based on our country panel of quarterly data, for sample 1970–2014, except Italy 1974–2014. We further report the maximized loglikelihood value, the Akaike Information Criterion (AICc), with finite-sample correction, Schwarz’s Bayesian Information Criterion (BIC), the likelihood-ratio (LR) tests the hypothesis $H_0 : \lambda_{HP} = \lambda_{CR} = \lambda_{C/GDP}$ and $\phi_{HP} = \phi_{CR} = \phi_{C/GDP}$, which is asymptotically $\chi^2$-distributed, with 4 degrees of freedom and critical value 7.78 for a 10% significance level.

Fifth, in accordance with the studies of Claessens et al. (2011, 2012), the extracted cycles from univariate UCTSMs share a number of important characteristics. In particular, for most countries, the estimates for persistence (measured by $\phi$) and length (measured by the period $2\pi / \lambda$) do not vary much across the three variables. It implies that time- and frequency-
Figure 1: Extracted similar cycles for total credit, credit-to-GDP ratio, and house prices
domain properties of the financial cycles are similar. In a joint multivariate UCTSM where similar cycles are imposed, we do not find statistical evidence that this more parsimonious model must be rejected. The reported statistics in Table 1 indicate that imposing similar cycles still provides a good fit of the data. Finally, without presenting all the evidence here (but it is available upon request) total credit and bank credit cycles co-move strongly within the EA, with comparable lengths and amplitudes. However, for the US, the two credit cycles have different dynamics. For example, bank credit-to-GDP ratio does not have strong trend fluctuations while total credit-to-GDP ratio exhibits an upward trend; see Figure 1. This result is consistent with financial markets playing a key role in financial intermediation in the US, see the discussions in Dembiermont et al. (2013) and Errico et al. (2014). In the EA, almost all credit is supplied by banks.

4 Conclusions

In this paper we explore a model-based methodology to extract trends and financial cycles for the US and the EA. Our analysis shows that credit, the credit-to-GDP ratio and real house prices exhibit similar medium-term cyclical behaviour with ample fluctuations. We find that the persistence, length and amplitude of the extracted cycles vary over time and vary across countries. In particular, we report differences in the financial cycles within the EA and we establish that US financial cycles have increased in amplitude and persistence from the mid-1980s.
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