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Abstract

A key question in the design of anti-poverty programs is to what extent they should be

targeted. Empirical evaluations of targeted transfer schemes and simulation exercises often

point to further gains that can be had from targeted transfers vis-à-vis universal transfers

or from more narrow targeting. Theoretical work, on the other hand, has identified hidden

costs associated with targeting—including politico-economic constraints on budgets—but

these are frequently ignored in empirical work. In this paper we first argue that common

targeting measures can be interpreted as preferences that attach specific weights to true

and false positive rates. Based on data from Bolivia and Indonesia, we show that targeting

based on an imperfect poverty classifier based on proxy means tests results in very distinct

‘optimal’ beneficiary shares when these measures are used as a decision criterion. Impli-

cations from poverty simulations are sensitive to assumptions about the political economy

relationship between the beneficiary share and the available budget. In fact, in many situa-

tions, optimizing targeting measures will be misleading when the actual goal is to maximize

the effect on poverty.
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1 Introduction

Targeting of transfer programs is often seen as ultimately “a matter of cost-effectiveness in

securing a particular benefit [...], one of maximizing the poverty-removal benefits accruing from

a given burden of cost” (Sen, 1995).1 Yet errors of targeting, undercoverage of the poor and

leakage to the non-poor, often feature more prominently in public and academic debates than

does poverty removal (e.g. Cornia and Stewart, 1995). As targeted programs have to rely on

imperfect strategies to distinguish the poor from the non-poor, there is a trade-off here governed

by the beneficiary share, the population proportion included in the program. Broad targeting

will assure that a majority of the poor will be included while narrow targeting will limit leakage

to the non-poor. But how narrow exactly should programs be targeted?

The likely effects on poverty can be one yardstick: in an early contribution to the literature,

Akerlof (1978) shows that targeting specific groups that are needy on average allows for large

payments with relatively low marginal rates of taxation. Authors concerned with the design of

targeted transfers in developing countries have pointed to limited resources and inequality among

the poor as an argument for narrow targeting (Grosh et al., 2008, p. 91), arguing that benefits

should be concentrated “as far down the distribution as possible, even when overall poverty is

high” since budgets are usually very limited and the poorest of the poor are often many times

worse off than the poor near the poverty line.

Proponents of broad targeting, on the other hand, have pointed out that targeting involves

extra cost that come in various forms (e.g. Besley and Kanbur, 1993). First, missing the poor

may be costly if long-term growth-effects are expected from transfers (Cornia and Stewart,

1995; Jalan and Ravallion, 1998). Second, identifying the deserving poor and verifying their

situation may also only be possible through administrative efforts that drive up costs. Third,

the administrative infrastructure that has to be in place for effective targeting may at the same

time create opportunities for corruption and welfare fraud (Camacho and Conover, 2011; Niehaus

et al., 2013). Fourth, narrow targeting may result in more severe incentive-problems, information

costs, and welfare stigma (Moffitt, 1983; Sen, 1995).

A final argument against narrow targeting stems from the literature on the political econ-

omy of targeted transfer programs. Several theoretical studies find that narrow targeting may

undermine political support for a program and may thus result in underfunded programs or

even no program at all (De Donder and Hindriks, 1998; Moene and Wallerstein, 2001; Gelbach

and Pritchett, 2001, 2002). Real-life examples of this phenomenon are discussed in Besley and

Kanbur (1993) and Gelbach and Pritchett (2001, 2002). However, altruism and warm glow con-

siderations are usually ignored in this theoretical work in the interest of clarity, and Atkinson

(1995), in particular, argues that all objectives of programs have to be considered in order to

shed light on the political economy of targeted transfers.

In this paper we analyze the consequences of drawing on targeting measures, single-valued

indicators that aggregate over error rates, in order to set the beneficiary share in program design.

1General reviews are provided by Besley and Kanbur (1993), Sen (1995), and Ravallion (2003).
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We ask what implications their use in the design-stage of programs has on poverty effects. We

first show that commonly-used targeting measures can be interpreted in a common framework

based on receiver operating characteristic (ROC)-curves as preferences defined over the extent of

coverage and leakage. Using household data from two very different developing countries, Bolivia

and Indonesia, we then stipulate two regression-based proxy-means tests (PMTs), a widely-used

targeting strategy based on the estimation of a statistical model for welfare that is then applied

to the population as a whole in order to obtain predictions (e.g. Grosh and Baker, 1995).

Our first set of results indicates that policy-makers concerned primarily with coverage of the

poor might opt for a measures such as the targeting differential (TD), the difference between the

shares among the poor that are correctly and incorrectly included (Galasso and Ravallion, 2005).

If less than half the population is poor, maximizing this indicator will result in programs that

are broadly targeted, i.e. that deliberately include some of the non-poor in order to ensure high

coverage among the poor. Conversely, policy-makers concerned primarily with leakage might opt

for an approach that tries to bring down the total error rate (TER), the proportion of individuals

that are erroneously classified in either direction (e.g. Cornia and Stewart, 1995). We show that

this implies a lesser weight on coverage among the poor and, hence, a larger weight on the

proportion of non-poor that are covered. This will result in programs that target a population

fraction that is smaller than the fraction in poverty.

While the first part of the paper shows how such measures can be rationalized in a common

framework as preferences over errors of targeting, it remains an open question whether the

resulting implications for targeting are also well-aligned with poverty effects and in how far this

depends on the initial distribution of welfare and the extent of poverty. In the second part,

we therefore simulate poverty effects of targeted transfer schemes based on our PMTs under

alternative assumptions about the relationship between the extent of targeting and available

budgets. While previous simulations have been concerned with the optimal allocation of a fixed

budget (Ravallion and Chao, 1989; Glewwe, 1990; Grosh and Baker, 1995), the literature on the

political economy of targeting has demonstrated that the budget is likely an increasing function

of the beneficiary share (Moene and Wallerstein, 2001; Gelbach and Pritchett, 2001, 2002). We

therefore also run simulations in which the budget is an increasing function of the beneficiary

share. To that end, we present empirical evidence from Chinese data on cash transfer schemes

that is consistent with the view that a one-percent increase in the beneficiary share results in an

increase by as much as one third of a percent in the budget available to program administrators.

Our results in the second part of the paper suggest that targeting based on optimizing tar-

geting measures can often be misleading if the actual goal is to maximize the effect of a program

on poverty. In fact, optimizing the TER or the TD will in most scenarios result in targeting that

is too narrow or too broad, respectively, relative to the poverty-minimizing extent of targeting.

Hence, a strong focus on either coverage or leakage may come at the cost of foregoing a larger

effect on poverty. On the other hand, setting the beneficiary share equal to the initial poverty

headcount often achieves an effect on poverty that is close to the maximum effect attainable.
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Exceptions to this include situations in which the budget is highly elastic with respect to the

targeting rate and the initial poverty gap is narrow (as is the case in Indonesia), in which case

maximizing the TD results in poverty reductions that are close to those that are maximally

feasible.

Our study contributes to a large literature on targeting strategies and targeting outcomes.

However, apart from studies that investigate targeting of single programs in specific contexts,

empirical work in this field has often been concerned with comparisons between alternative

targeting strategies based on simulations (Grosh and Baker, 1995; Skoufias and Coady, 2007),

ex post evaluations (e.g. Coady et al., 2004), or, in some cases, randomized control trials (Alatas

et al., 2012, 2013). In contrast, we focus on the (largely empirical) question of how narrow

programs will be targeted under alternative objective functions. To that extent we employ a

commonly-used method, PMTs, that comes in two variants in our study. Our findings indicate,

however, that differences between PMTs based only on geographic information and household

demographics and sophisticated versions that also incorporate information on asset ownership

are negligible while initial poverty and the extent of targeting policy-makers opt for result in

large differences in outcomes.

Our study is closely related to work by Ravallion (2009b) who studies the predictive power of

targeting measures for poverty effects of China’s urban Dibao-program. In fact, we use the same

program to estimate the elasticity of the budget with respect to the beneficiary share. With

few exceptions—notably, TD—his findings suggest that correlations between targeting measures

commonly used in the literature and poverty effects are tenuous at best. Our findings indicate

that targeting measures are related to poverty effects only under very specific circumstances and

that, therefore, they will often make for poor proxy objectives.

The remainder of the paper is organized as follows: in section 2, we show that ROC-analysis

provides a useful framework to rationalize the use of targeting measures that combine informa-

tion on targeting errors in order to design transfer schemes. Section 3 describes the datasets,

the indicator of economic welfare, and the classifier we use in subsequent sections. Section 4

empirically investigates the consequences of making aggregated targeting measures the basis for

program design. Section 5 reports results from poverty simulations. Final remarks are offered in

section 6.

2 Targeting methods and targeting errors

2.1 Targeting methods

While direct means tests using verifiable data on incomes (e.g. from tax records) are usually

feasible in developed countries, identifying the needy is much more challenging in developing

countries where a larger share of total income is generated in the urban informal sector and

where people in rural areas tend to rely on subsistence agriculture for a living (Deaton, 1997).

Verifiable data on incomes or other direct measures of economic welfare are thus often lacking
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for a large portion of the population.

In such a setting, one is forced to choose from imperfect methods that do not require com-

plete expenditure or income data. For instance, schemes based on geographic targeting channel

resources to regions in which the extent of poverty is estimated to be large (Bigman and Fofack,

2000; Schady, 2002). Alternatively, one may try to tap into local knowledge by delegating the

selection of beneficiaries to locals, a strategy referred to as community-based targeting (Conning

and Kevane, 2002; Bardhan and Mookherjee, 2005; Galasso and Ravallion, 2005). Workfare

schemes (e.g. Besley and Coate, 1992; Dutta et al., 2012) and the subsidization of goods and

services consumed primarily by the poor are self-targeting mechanisms (Besley and Kanbur,

1988; Alatas et al., 2013). Participants incur some sort of utility loss that makes participation

attractive only for the deserving. In practice we often observe that several of these methods are

combined.

A further alternative—and the one that the empirical analysis in this paper is based on—is

to consider a number of readily observable and verifiable household characteristics to construct a

proxy means test (PMT). PMTs are widely employed—especially in Latin America—with Chile

the first country to base targeting of its social pension and disability scheme on a PMT (Lindert

et al., 2006). Other examples include Colombia (Canstañeda, 2005), Mexico (Skoufias et al.,

2001), Egypt (Ahmed and Bouis, 2002), and Indonesia (Alatas et al., 2012). PMTs employ a

limited number of variables in order to predict the welfare-level of households. Grosh and Baker

(1995) and Kidd and Wylde (2011) provide systematic assessments of PMTs; Alatas et al. (2012)

provide experimental evidence on targeting based on PMTs vis-à-vis alternatives that rely on

community involvement.

A statistical model, usually a linear model, is first calibrated with data from a representa-

tive household expenditure survey. A shortened questionnaire is then administered to a much

larger set of households. In conjunction with the statistical model, data from the shortened

questionnaire are finally used to derive scores for the identification of beneficiaries. Whether this

strategy is suitable for the identification of the deserving poor is largely an empirical question

that depends on the underlying model, the quality of the available data, the joint distribution

of the target measure and the proxies, and—as will be demonstrated in the present paper—the

proportions of the population in poverty and targeted. Coady et al. (2004) provide a meta-study

comparing PMTs and alternative targeting strategies in the developing country-context in terms

of targeting accuracy. There findings indicate that while PMTs perform better than alternatives

on average, targeting accuracy varies considerably.

2.2 Errors of targeting

All of the above methods result in two errors of targeting : non-poor households are erroneously

included in the program and poor households are excluded. Two widely used indicators of the

accuracy of targeting are the proportion of type I and type II errors. Table 1, a classification

matrix, will help us to organize the discussion. n1, n2, n3, and n4 denote true negatives, false
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Table 1: Classification matrix: taxonomy of targeting errors

Beneficiary Status

Poverty Status Non-beneficiary Beneficiary Total

Non-poor n1 n2 Nnp

Poor n3 n4 Np

Total Nnb N b N

positives, false negatives, and true positives, respectively. The true positive rate (TPR) and the

false positive rate (FPR) are defined as the share among the poor that were (correctly) included

in the program and the share among the non-poor that were erroneously included:

TPR = n4/N
p and FPR = n2/N

np.

These are a common staple in both ex ante and ex post evaluations of imperfectly targeted

programs and often feature prominently in discussions about the effectiveness of programs (see,

for instance, Cornia and Stewart, 1995).

It is often assumed that a good targeting mechanism should result in high coverage among

the poor, i.e. a high TPR, and low leakage to the non-poor, i.e. a low FPR. Broadly targeted

programs will result in high coverage among the poor yet also considerable leakage to the non-

poor while narrowly targeted programs will result in limited leakage yet also low coverage among

the poor. Denote the beneficiary share, the proportion of the population that receives the

program, by r = N b/N . It is easy to see that both TPR ∈ [0, 1] and FPR ∈ [0, 1] and that

TPR,FPR −→ 1 as r −→ 1 and TPR,FPR −→ 0 as r −→ 0. Hence, the TPR and the FPR

can be used to describe the trade-off between coverage and leakage.2

2.3 ROC-curves

A useful tool to illustrate this trade-off further are Receiver Operating Characteristic (ROC)-

curves, plots of the TPR against the FPR (Thompson and Zucchini, 1989; Wodon, 1997; Jo-

hannsen, 2008; Landau et al., 2012). Analytically, we can think of the ROC-curve gX associated

with a particular classifier X as a function that maps from the space of FPRs to the space of

2Alternative targeting errors are the undercoverage rate, the proportion of poor individuals that are not
included in the program, and the leakage rate, the proportion of beneficiaries that are non-poor. These error rates
are also sometimes referred to as exclusion and inclusion errors, respectively, and are given by

U = n3/N
p and L = n2/N

b.

It is easy to see that U = 1 − TPR while L can be expressed as a function of TPR, FPR, and the headcount
ratio H0: writing Nb = n2 + n4 and expanding yields

L = FPR(1−H0)/(FPR(1−H0) + TPR ·H0).

Hence, the informational content is the same here as with the TPR and the FPR. However, one difference is
that the domain of L depends on H0: as r −→ 1, FPR −→ 1 −H0. It is thus less clear how to aggregate over
both errors in order to arrive at a composite measure such as those discussed in the next section.
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TPRs: gX : [0, 1] → [0, 1]. This function describes the ‘efficient’ TPR-FPR-combinations that

the classifier allows for. As explained above, both the TPR and FPR will increase as more

people are admitted into the program. Hence,

dgX (FPR)

dFPR
=
dTPR

dFPR
> 0. (2.1)

If the classifier results in an improvement over random targeting, that is, if it conveys some

information about who is poor and who is not, the TPR will increase at a faster rate initially.

This gives rise to a concave ROC-curve. The better the classifier at reproducing the original

welfare ranking, the more the curve will bend towards the point (0, 1). With perfect targeting, a

classifier that results in a rank correlation between predicted welfare and actual welfare of unity,

only the TPR would increase initially until all the poor were covered and TPR = 1. The FPR,

on the other hand, would be zero over this range. Only when all poor are beneficiaries will the

FPR increase until ultimately all households are covered and both TPR and FPR are unity. A

random classifier, on the other hand, would see both TPR and FPR increase at the same rate

and the expected ROC-curve would therefore be the 45 degree line. Hence, the ratio of the two

would be unity in expectation. The farther the ROC-curve ‘bends’ towards the top left corner

of the plot, the more accurate the targeting.

2.4 Targeting measures

It is fairly common to aggregate both the TPR and the FPR in order to arrive at an aggregate

measure of targeting performance. In fact, given the trade-off described above, it is necessary

to do so whenever targeting rates are used in order to decide how narrowly programs are to be

targeted. We show here first that two commonly used targeting measures can be interpreted

as welfare functions defined over TPRs and FPRs. Therefore, ROC-analysis provides a useful

unifying framework in this respect.

The two measures we consider are the targeting differential (TD) and the total error rate

(TER). The former is defined as simply the difference between the TPR and the FPR:

TD = TPR− FPR. (2.2)

Hence, TD ∈ [−1, 1] and a greater value would indicate better targeting. This measure has been

proposed by Galasso and Ravallion (2005) and has recently been found to be the only targeting

measure to predict the poverty effect of a cash transfer program in China by (Ravallion, 2009b).

The TER, on the other hand, is defined as the number of individuals wrongly classified either

way divided by the total population:

TER = (n2 + n3)/N. (2.3)

Note that TER ∈ [0, 1] and that a lower value suggests better targeting. The TER is unity if
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every individual is wrongly classified and zero if everyone is correctly identified.

2.5 Targeting measures as objective functions

As in Wodon (1997), assume the society’s (or a policy-maker’s) objective can be described as

maximizing a targeting measure defined over targeting rates subject to the constraint imposed

by a particular classifier X . (We will show presently that both (2.2) and (2.3) can be interpreted

in this way.) In general terms, assume that W = W (TPR,FPR) with ∂W/∂TPR > 0 and

∂W/∂FPR < 0. The general problem can then be written as

Max
r

W (TPR,FPR) subject to gX (FPR) = TPR.

Plugging the constraint into the social welfare function for TPR and taking the first derivative

yields the first order-condition (FOC) for a maximum as

∂W

∂TPR

dgX
dFPR

dFPR

dr
+

∂W

∂FPR

dFPR

dr
= 0.

Using (2.1), we obtain
dTPR

dFPR
= −∂W/∂FPR

∂W/∂TPR
.

This expression shows that ROC-curves are a useful tool to rationalize the implications of

using targeting measures as social welfare functions: the left hand-side of this equation is the

slope of the ROC-curve while the right hand-side is the marginal rate of substitution between

the FPR and the TPR. Note that ∂W/∂FPR < 0 such that both the right hand-side and

the left hand-side are positive. The optimal beneficiary share r∗ is found by equalizing the two

expressions.

In the case of the targeting differential (2.2), a welfare function can directly be written as

WTD(TPR,FPR) = TPR− FPR. The problem is then

Max
r

TPR− FPR s.t. gX (FPR) = TPR (2.4)

yielding FOC
dTPR

dFPR
= 1.

If a policy-maker aims to maximize TD, she will settle on the point of the ROC-curve in which

the slope is unity.

The TER in (2.3) can equally serve as an objective criterion. Note that the problem of

minimizing the TER subject to the constraint imposed by the classifier can be recast as the

maximization problem

Max
r

H0TPR− (1−H0)FPR s.t. gX (FPR) = TPR. (2.5)
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Figure 1: ROC-curve and indifference curves based on data for Indonesia and PMT M1 (see
next section) and a poverty headcount of 30 percent. The solid line represent the viable
TPR-FPR-combinations subject to the classifier used. The dashed (dotted) lines indicate
indifference curves pertaining to the use of TER (TD) as a welfare indicator—with social

welfare increasing in the TPR and decreasing in the FPR—and the cross (triangle) indicate
the optimal solution.

Hence, we can think of policy-makers that are only concerned about the TER as maximizing a

social welfare function that is a linear combination of targeting rates—only that this time she

attaches weights of H0 and −(1 −H0) to the TPR and the FPR, respectively. The respective

FOC is
dTPR

dFPR
=

1−H0

H0
.

If H0 < 1−H0, as is often the case in practice, she attaches greater weight to the FPR, that is,

leakage receives more attention. She will settle for a point in which the slope of the ROC-curve is

greater and the optimal value of r will be smaller; the resulting program would be more narrowly

targeted. This is illustrated in figure 1.

Note that other targeting measures frequently used in the literature do not lend themselves

to be analyzed in this framework but that this is because they do not lend themselves to deciding

on the optimal beneficiary share. A large class of targeting measures in this category are based

on concentration curves that consider the incidence of benefits over the initial distribution of

welfare (e.g. Coady et al., 2004; Fujii, 2008; Ravallion, 2009b) such as the share of benefits that

goes to the poorest x percent of the population. Various normalizations are discussed by Coady

et al. (2004) and Ravallion (2009b). However, while these may be useful in ex ante-evaluations

9



Table 2: Results from Google Scholar-search of various terms related to poverty targeting.

Search terms Time period Results

targeting AND program AND (transfer OR subsidy OR
in-kind) AND ‘coverage’ AND ‘leakage’

1990–2016 16,900

targeting AND program AND (transfer OR subsidy OR
in-kind) AND ‘poverty impact’

1990–2016 3,360

targeting AND program AND (transfer OR subsidy OR
in-kind) AND ‘poverty effect’

1990–2016 478

The search was conducted using Google Scholar on 7/11/2016.

when it is difficult to judge the poverty effects of a program, they cannot be used to decide how

narrowly programs should be targeted as they would always suggest that only the poorest should

be targeted irrespective of the value of x. As they are invariant to the size of the transfer, we

would end up with a program in which only the poorest household would be targeted and would

receive the entire budget as a transfer, a strategy that cannot have much of an effect on poverty

and would be impractical in real life.

2.6 On the appropriateness of welfare functions defined over targeting

rates

Should we think of policy-makers as maximizing a function that is defined over targeting rates?

Or should we assume that the success of a policy is measured by its contribution to poverty

reduction? The latter strategy, which we explore more fully in section 5 below, assumes that

policy-makers design programs so that they have the maximum effect on poverty subject to a

budget constraint and the targeting mechanism at hand. While this seems more appropriate at

least from a normative perspective, there are two arguments in favor of using the approach based

on targeting measures (see Wodon, 1997, for a related discussion).

First, estimating the effect of a targeted program on poverty ex ante is bereft with problems.

We will come back to this point in more detail in section 5. The main challenges include

anticipation of behavioral responses (e.g. Datt and Ravallion, 1994), ‘hidden costs’ associated

with targeting (van de Walle, 1998), and politico-economic feedbacks (De Donder and Hindriks,

1998; Gelbach and Pritchett, 2001, 2002; Moene and Wallerstein, 2001).

Second, errors of targeting feature prominently in both academic debates as well as in policy

discussions. For instance, an all-text Google Scholar-search for works published since 1990 that

contain both the terms ‘coverage’ and ‘leakage’ as well as other relevant terms associated with

targeting results in about five times more findings than the same search that replaces these terms

with ‘poverty impacts’ (see table 2).3 And media outlets frequently run stories about welfare

fraud and wastage of public funds devoted to poverty alleviation programs that are met with

3For all three trials we found that the first ten entries were highly relevant to the subject of the present paper.
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Table 3: Poverty measures of the FGT-class (for poverty lines set at the 10th and 40th
percentile of the distribution of real per capita expenditure) and the Gini coefficient.

H0 = 10 H0 = 40

FGT (1) FGT (2) FGT (1) FGT (2) Gini
coefficient

Bolivia 0.031 0.014 0.168 0.094 0.550
Indonesia 0.016 0.004 0.105 0.038 0.379

much public attention.

3 Data and regression-based PMTs

In this section we introduce the datasets, explain our choice of welfare indicator and the con-

struction of PMTs, and present regression results to illustrate our approach with data from two

developing countries.

3.1 Datasets

The datasets used in this part of the study are the 2011 Bolivian Encuesta de Hogares (EH) and

the 2012 Indonesian National Socioeconomic Survey (Susenas). Both datasets are multi-purpose

household surveys that include expenditure modules and information on asset ownership and are

representative at the national level. The data are in both cases obtained by two-stage sampling

with stratification. See INE (2015) for a report on the 2011 EH and Surbakti (1995) for an

overview over the rich history of the Susenas.

3.2 Welfare indicator

In line with much of the literature, we assume that the relevant welfare indicator is real household

expenditure per household member. While this is often preferred to readily available alternatives

(such as per capita income) in developing country-settings (see Deaton, 1997; Skoufias and Coady,

2007), it is clearly subject to debate. However, such considerations are beyond the scope of the

present paper.4

Table 3 reports scale-invariant summary statistics of the distribution of real expenditure per

capita in these two countries: the Gini coefficient and various poverty measures of the class of

poverty measures proposed by Foster et al. (1984) at generic poverty lines set at the 10th and

the 40th percentile of the distribution. Individual-level inflation factors, defined as the inverse of

4There are some differences in how the expenditure aggregate is calculated between the Bolivian and the
Indonesian data. While the expenditure aggregate that comes from the Indonesian Susenas simply adds total
food and non-food expenditure including imputed rents, the Bolivian data also include information about the
ownership of durables, estimated values, and the year in which these goods were purchased. This allows us to
also estimate service flows from durable goods which are included in the expenditure aggregate.
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the sampling probability of each individual, are used throughout. Real expenditure per person

is calculated by deflating expenditure by the poverty lines given in the dataset5 and the number

of household members.6 As one would expect, the results suggest that inequality and both

the depth of poverty and the extent of inequality among the poor is much more pronounced in

Bolivia. The datasets we analyze thus provide us with the opportunity to study the consequences

of targeting based on alternative targeting measures in two very distinct settings.

3.3 Proxy-means tests

We investigate the targeting performance of two different imperfect classifiers based on generic,

regression-based proxy-means tests (PMTs) for each country. These differ in approach and

complexity. Our choice of proxies for the baseline models, which we will refer to as ‘M1’ in what

follows, is guided by concerns over verifiability,7 incentive-compatibility, and legality. The more

‘sophisticated’ models, which we will refer to as ‘M2’, include variables capturing asset ownership

which is probably more difficult to verify and may be less incentive-compatible.

All our models include variables that capture households’ demographic make-up. In the

Bolivian PMTs we include total household size as well as the number of individuals in a total

of ten gender-age cells. We group together children between zero and five, six and eleven, and

twelve and 14 as well as adults between 15 and 59 and above 60. The selection of bins is guided

in this case by official school entrance ages—six for primary and twelve for lower secondary—as

well as eligibility for Bolivia’s Renta Dignidad, a social pension scheme, as we expect these to be

correlated with expenditure. In our Indonesian PMTs we opted for more gender-age cells that

are motivated by similar considerations. We group together children aged zero to four, five to

twelve, 13 to 18 as well as adults aged 19 to 24, 25 to 54, 55 to 64, and 65 and above. We decided

to use more fine-grained age bins for Indonesia as the calibration sample is much larger. There

is thus less potential for an ‘overfitting’ of the data.

We also always include variables that capture characteristics of the dwelling and service use,

including type of floor, wall, and roof material. For our Bolivian models we further include the

number of rooms, dummies indicating whether the dwelling’s kitchen is located in a separate

room, a separate water connection, and two exclusive dummies indicating in-house or shared

toilet. Two further dummies indicate access to waste removal-services and electricity. We believe

that these variables are easy to verify during a personal visit to the household. Information on

service use may in addition be available from official records. The Indonesian models include

information about access to water, lighting, the type of cooking fuel, as well as the availability

and type of toilet.

5We normalize the poverty lines such that the weighted average across households is unity.
6We do not consider the thorny issue of defining equivalence scales that adjust for public goods at the household-

level and differences in needs across different demographic groups. While this is potentially an important task
in practice (e.g. Drèze and Srinivasan, 1997), there is very little theoretical guidance on these questions (Deaton,
1997, provides a discussion).

7Niehaus et al. (2013) study the trade-off between statistical accuracy and enforceability.
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While this covers all variables employed in our baseline models, we also employ information on

asset ownership in our more ‘sophisticated’ models. These will be employed in a robustness check

to our poverty simulations. The asset list for Bolivia includes refrigerators, personal computers,

TV sets, microwaves, washing machines, air conditioners, heaters, cars, landline phones, and cell

phones which are all coded as binary variables. The asset list for Indonesia is similar: it includes

refrigerators, personal computers, TV sets, bicycles, motorcycles, cars, boats, air conditioners,

kettles, and phones.

We also include dummies for departments in Bolivia and provinces in Indonesia and interac-

tions of these with a variable indicating rural location in order to capture geographic differences

in economic welfare. As the signal of any of the above variables about economic welfare may

depend on the locality, we further include interactions of all of the above variables with rural

location.

3.4 Sampling and cross validation

We employ Ordinary Least Squares (OLS)-regressions of log real expenditure against proxies in

order to evaluate the usefulness of PMTs in the present data. In order to mimic a real-life PMT

exercise and to avoid overfitting the data, all investigations are carried out using out-of-sample

predictions. In particular, we test the predictive power of models trained using a subsample

of the the two datasets as calibration samples.8 Usual households surveys conducted in Bolivia

frequently cover roughly 4,000 households while the 2011 EH covers 8,851 households. We will

therefore randomly set aside about 50 percent of the data for calibration. The remaining records

are then employed to analyze the performance of PMTs, that is, they serve as the validation

sample.9

The Susenas frequently cover many more households reflecting the fact that Indonesia’s popu-

lation is much larger and, by almost all standards, more diverse. For instance, the 2012 Susenas

provides records for about 286,086 households. We sample a small fraction, ten percent, for

validation purposes so that the difference between the calibration sample and a regular Susenas

dataset are negligible.

In sampling households for calibration we take into account the original design of the surveys.

Households were sampled in a two-stage procedure. In a first step, primary sampling units

(PSUs) were randomly selected. In a second step, a fixed number of households within PSUs

were sampled. We thus also randomly sample PSUs in order to obtain calibration samples.

We also ensure that the stratification carries over to the subsamples. In the case of the EH,

8In real-life PMT exercises, a household survey is usually use for calibration and a shortened questionnaire is
administered to all potential beneficiaries. Hence, the calibration sample is usually somewhat dated compared
to the data collected with the shortened instrument and this constitutes an additional source of error. While
potentially important, the question of what effects such time lags has on the accuracy of PMTs is beyond the
scope of this paper.

9While this is not exactly what would be done in practice where households in the calibration sample may
also be beneficiaries, we imagine that the number of households in the calibration sample is small in practice
compared to the households that potentially qualify.
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Table 4: Cross-validated regression statistics for log per capita real expenditure.

Out-of-sample
Model # of parameters In-sample R-squared R-squared

Bolivia, M1 143.2 0.81 (0.80, 0.81) 0.75 (0.65, 0.78)
Bolivia, M2 162.6 0.85 (0.84, 0.85) 0.81 (0.76, 0.82)
Indonesia, M1 336.4 0.47 (0.47, 0.47) 0.47 (0.45, 0.50)
Indonesia, M2 356.4 0.54 (0.53, 0.54) 0.53 (0.51, 0.56)

Based on weighted OLS regressions using individual inflation factors. 95%-confidence inter-
vals (based on 20 sample splits) in parentheses.

stratification was based on urban-rural location and an indicator of basic needs constructed from

the 2001 census, the data from which the sample frame derives (INE, 2015). The Susenas is also

stratified based the rural/urban distinction. Hence, we ensure that the proportion of households

in rural areas from the sample carries over to the subsamples by sampling individually PSUs

within each strata. The Susenas are collected in four waves within one year so we also ensured

that the proportion of households interviewed at each of the four points in time over a given year,

one-fourth, approximately carries over to the calibration sample. In order to obtain confidence

intervals in the ensuing analysis, we rely on 20 random sample splits that adhere to the above

conditions.

Finally, an important question when dealing with complex survey data is whether or not

weights should be used. Since we are ultimately interested in poverty and targeting rates at

the individual-level, we use individual inflation factors in what follows. These are defined as

household inflation factors (e.g. Deaton, 1997) multiplied with the number of household members.

3.5 Regression results

Table 4 reports results from the above regression models. We report only indicators of the

regression fit, namely, the number of parameters, R-squared-statistics from regressions based on

calibration samples, and, for comparison, the squared Pearson correlation coefficient between

predicted values (or PMT scores, in the terminology of this method) and actual values in the

validation sample. Note that the former is actually the squared correlation coefficient between

predicted values and actual values of the dependent for the calibration samples. We therefore

refer to these quantities as the in-sample and out-of-sample R-squareds. Again, all quantities

are estimated using individual inflation factors as weights and confidence bands on correlation

coefficients are derived from repeated cross-validation.

Several observations can be made from table 4: first, we find that regression models result in

a much better fit and much higher out-of-sample R-squareds for Bolivia. This could be due to

the fact that inequality is higher in Bolivia and that it is therefore easier to tell the poor apart

from the rich based on proxies. This explanation would be in line with Coady et al. (2004) who

report that, conditional on per capita GDP and accountability, countries with higher inequality
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tend to run programs that are better targeted.10 When we turn to our simulations below, it

will be important to keep in mind that similar models result in a much larger fraction of real

expenditure explained in Bolivia.

Second, as one would certainly expect, we find that in-sample R-squared-statistics are higher

than their out-of-sample counterparts, particularly for Bolivia, and confidence intervals are some-

what wider for the latter. Finally, we find that increasing the complexity of the models results

in modest improvements. While this is not the main focus of the present study, it seems that

a better out-of-sample correlation could be had with more interactions and, possibly, additional

regressors that we did not include so far, and this seems particularly likely for Indonesia.

4 How narrowly should programs be targeted?

In this section and the following we explore the usefulness and implications of using various

targeting measures in deciding on how narrow programs should be targeted. In effect, we assume

that policy-makers have specific preferences defined over targeting errors as in section 2 rather

than over welfare or poverty indicators. In the following section we then explore to what extent

simulated effects on poverty coincide with ‘optimal’ beneficiary shares derived from optimizing

targeting measures.

We start by investigating the distribution of targeting errors that result from maximizing

the above-described targeting measures. To do so, we incrementally change the percentile of the

population targeted for each country and validation sample separately and back out error rates

resulting from using PMTs to rank households. This results in one TPR-FPR-combination for

each percentile and this, in turn, can be used to calculate the resulting targeting measures. As

explained above, ROC-curves are one way of illustrating the trade-off between coverage among

the poor and leakage to the non-poor. Figure 2 plots TPRs against FPRs that are both averaged

by percentile over 20 random sample splits. We draw these curves for situations in which ten, 20,

30, and 40 percent of the population are deemed poor, respectively. We also indicate resulting

combinations of TPRs and FPRs when one of three strategies is used in order to determine the

extent to which a hypothetical is targeted: (1) maximizing TD as in (2.4), (2) minimizing TER

(or, equivalently, solving (2.5)), and (3) simply setting the targeting rate equal to the initial

poverty headcount. Resulting ‘optimal’ targeting and error rates are also reported in table 5.

Both figure 2 and panel A of table 5 bring out the differences in targeting rates that would be

considered ideal based on alternative targeting strategies. Recall that the relative weight on the

TPR in the objective function in (2.4) and 2.5 are unity and H0/(1−H0), respectively. Since the

latter is less than unity whenever H0 < 0, targeting should be more broad in order to maximize

TD and less broad in order to minimize TER. This is indeed what we see in figure 2 and in

10As it stands, it cannot be ruled out that this result is driven by differences in the constructions of the
expenditure aggregate which, in the case of Bolivia, includes service flows from durables (rather than spending
on durables) and excludes what is likely transitory expenditure (e.g. hospitalization fees). Note that there is no
point in trying to harmonize the expenditure aggregates as the underlying surveys are different. For instance, the
Susenas collects much more detailed data on food items consumed.
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Figure 2: ROC-curves for both PMTs and four poverty rates of ten, 20, 30 and 40 percent.
The black (blue) lines represent ROC-curves obtained by averaging TPRs and FPRs over 20
random sample splits for Bolivia (Indonesia). The solid (dashed) lines indicate use of PMTs

M1 (M2). We also indicate in the graphs the points at which TD and TER are optimized and
the point at which the participation rate equals the poverty rate. We omit confidence bands as

these turned out to be very narrow.
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Table 5: Optimal beneficiary share, TPRs, and FPRs by country, initial headcount, and
PMT.

min TER max TD H0 = r

H0 (%) M1 M2 M1 M2 M1 M2

Panel A: Optimal beneficiary share (in %)
Bolivia 10 7.4 (1.8) 7.8 (1.5) 23.6 (2.6) 22.0 (2.0) 10.0 (0.0) 10.0 (0.0)

20 16.2 (2.1) 19.2 (2.1) 30.2 (2.1) 28.9 (3.2) 20.0 (0.0) 20.0 (0.0)
30 27.5 (1.9) 27.5 (2.0) 36.8 (2.9) 37.2 (1.8) 30.0 (0.0) 30.0 (0.0)
40 38.7 (2.0) 38.4 (2.1) 44.9 (2.8) 45.6 (2.8) 40.0 (0.0) 40.0 (0.0)

Indonesia 10 1.5 (0.7) 2.2 (0.8) 33.2 (3.2) 33.7 (2.1) 10.0 (0.0) 10.0 (0.0)
20 9.9 (0.9) 11.1 (1.1) 41.2 (2.0) 38.6 (1.3) 20.0 (0.0) 20.0 (0.0)
30 23.2 (2.2) 24.5 (1.8) 43.3 (1.3) 42.6 (2.2) 30.0 (0.0) 30.0 (0.0)
40 38.5 (2.8) 39.0 (1.2) 48.3 (2.0) 48.8 (2.0) 40.0 (0.0) 40.0 (0.0)

Panel B: True positive rate (in %)
Bolivia 10 52.1 (9.6) 56.7 (8.1) 91.2 (2.6) 92.9 (2.6) 63.7 (2.0) 65.7 (1.8)

20 64.6 (6.1) 74.5 (5.6) 88.7 (2.1) 89.9 (3.0) 72.9 (1.4) 76.1 (1.1)
30 73.7 (3.0) 75.4 (3.4) 85.5 (3.0) 88.1 (1.7) 77.2 (0.8) 79.0 (0.9)
40 79.3 (2.7) 80.7 (2.8) 86.1 (2.3) 88.7 (2.8) 80.5 (0.9) 82.5 (0.7)

Indonesia 10 8.8 (3.8) 12.9 (4.4) 78.5 (3.4) 82.8 (1.9) 39.2 (1.2) 42.2 (1.2)
20 30.3 (2.4) 35.2 (2.9) 79.6 (2.0) 80.2 (1.5) 51.2 (0.6) 53.8 (0.8)
30 50.5 (3.6) 54.6 (3.0) 76.9 (1.2) 78.7 (2.3) 60.7 (0.6) 63.0 (0.4)
40 66.1 (3.6) 69.2 (1.6) 77.1 (1.9) 79.9 (1.9) 67.9 (0.5) 70.3 (0.4)

Panel C: False positive rate (in %)
Bolivia 10 2.5 (0.9) 2.4 (0.8) 16.1 (2.6) 14.1 (2.0) 4.1 (0.2) 3.8 (0.2)

20 4.1 (1.2) 5.5 (1.2) 15.7 (2.2) 13.6 (3.3) 6.8 (0.4) 6.0 (0.3)
30 7.8 (1.4) 7.0 (1.5) 15.9 (3.0) 15.4 (1.9) 9.8 (0.3) 9.1 (0.4)
40 11.7 (1.7) 10.3 (1.7) 17.5 (3.1) 17.0 (3.0) 13.1 (0.6) 11.7 (0.5)

Indonesia 10 0.7 (0.3) 1.0 (0.4) 28.2 (3.2) 28.2 (2.1) 6.8 (0.1) 6.4 (0.1)
20 4.8 (0.5) 5.1 (0.7) 31.6 (2.0) 28.2 (1.3) 12.2 (0.2) 11.6 (0.2)
30 11.6 (1.6) 11.6 (1.3) 28.9 (1.3) 27.1 (2.2) 16.9 (0.2) 15.9 (0.2)
40 20.0 (2.3) 19.0 (1.0) 29.1 (2.2) 28.1 (2.2) 21.4 (0.3) 19.8 (0.3)

Means and associated standard deviations (in parentheses) based on 20-fold cross validation. Results that
indicate that the beneficiary share should be greater than the initial poverty headcount are highlighted.

panel A of table 5. In fact, our results suggest that the number of beneficiaries should always

exceed the number of poor when the aim is to maximize TD and be lower than the number of

poor when the aim is to minimize TER. Since the relative weight the TER attaches to the TPR

is increasing in H0, the differences is more pronounced for low initial poverty rates. Both criteria

would converge in terms of the optimal beneficiary share for H0 = 0.5. This translates into low

FPRs and low TPRs if policy-makers minimize the TER and high FPRs and high TPRs if

they maximize TD with the third strategy providing a compromise between the two.

Our results here also suggest that the use of alternative PMTs will improve targeting. Figure 2

indicates that a higher TPR can be had for every FPR if one moves from the more parsimonious

PMT to the more sophisticated one. This is also evident from panels B and C of table 5:

conditional on country and initial poverty headcount, TPRs tend to be higher and FPRs lower

as one moves from M1 to M2. However, these differences are hardly very important.

Indeed, the more important differences are between countries as shown in both the ROC-

17



curves as well as table 5. TPRs are much higher and FPRs much lower in Bolivia and this often

tends to be more pronounced when the poverty rate is low. This mirrors our findings in the

previous section that indicated that it is much easier to distinguish the poor from the non-poor

in Bolivia: since the set of variables we use is very much comparable and the out-of-sample R-

squared is considerably higher in Bolivia (section 3), these differences are like driven by greater

inequality and, hence, a stronger signal-to-noise ratio in the Bolivian data.

One interesting exception occurs when targeting is based on the TER and the initial poverty

headcount is ten percent. Under these circumstances, the slope of the ROC-curve for Indonesia

declines sufficiently fast and the weight on TPRs is sufficiently low to result in very narrow

targeting of only one to three percent of the population in Indonesia. This, in turn, results in an

FPR that is lower than the one for Bolivia in the same situation and under the same targeting

strategy. But it achieves this by running a tiny program—only one percent of the population

would be included—that is likely to have hardly any poverty effect, a subject to which we now

turn.

5 Poverty simulations

5.1 Empirical strategy and set-up

While discussions about the extent of targeting often evolve around errors of targeting, ultimately,

it is unclear what this implies for effects on measures of poverty.11 In this section we run poverty

simulations for transfer schemes and gauge to what extent beneficiary shares that result from

optimizing targeting measures—the targeting differential and the total error rate—will coincide

with optimal impacts on poverty. We will also compare these strategies to a policy-maker who

simply targets the same proportion that is also poor.

The results will clearly depend on our assumptions about budgets. In terms of poverty effects,

larger budgets will tend to favor broad targeting and, keeping the poverty headcount fixed, broad

targeting will also have a greater effect on poverty if the available budget increases with the share

of beneficiaries. Below, we make alternative assumptions about the size of the budget and, in

addition, about the relationship between the budget and the beneficiary share.

5.1.1 Poverty measures

We will assume that policy-makers are concerned with the impact that targeted transfers have

on poverty measures of the Foster-Greer-Thorbecke-class (Foster et al., 1984). These can be

written as

FGT (α) =
1

N

∑
yi<z

(
z − yi
z

)α
,

11Poverty measures attach a zero weight to levels of living above the poverty line and are thus sometimes
interpreted as exclusive measures of social welfare (e.g. Ravallion, 1994).
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where N denotes total population, yi denotes real per capita expenditure, z denotes the poverty

line in the space of real per capita expenditure, and α is the ‘poverty aversion parameter’, the

weight attached to the severity of poverty. We obtain the poverty headcount, the poverty gap

index, and the squared poverty gap (or ‘poverty severity’) index for α = 0, α = 1, and α = 2,

respectively. While used widely, both the poverty headcount and the poverty gap index have

severe shortcomings in that they violate Dalton’s (1920) transfer principle that states that a

small transfer from a rich to a poor person should always result in less poverty. We therefore

focus on the squared poverty gap index in our simulations. Below, we also report results from a

robustness check that treats the poverty gap index as the indicator of interest.

5.1.2 Budget and transfers

A common assumption in poverty simulations is that the budget is fixed in which case halving

the number of beneficiaries will result in a doubling of the available per capita transfer; put

differently, the elasticity of the budget with respect to the beneficiary share is zero. This is

equivalent to assuming that the elasticity of average per capita transfers among beneficiary with

respect to the beneficiary share is −1. This assumption ignores key findings from the literature

on the political economy of targeting that suggest that increasingly narrow programs will lack

political support and will end up underfunded (De Donder and Hindriks, 1998; Gelbach and

Pritchett, 2001, 2002; Moene and Wallerstein, 2001). These theoretical studies suggests that the

elasticity will be somewhere between −1 and zero: as more voters benefit from the program, the

politically viable budget will increase yet this will not completely compensate the diluting effect

of broadening programs. In appendix A, we obtain plausible values for the latter elasticity by

analyzing data from China’s urban Dibao-transfer program. While there are some caveats, our

findings suggest that an elasticity as high as −1/3 is consistent with the data.

We therefore vary the elasticity and the budget size systematically: we assume that the

elasticity of average per capita transfers with respect to the beneficiary share, which we will

denote by β, is either −1 or −1/3, viz. the first assumption will result in a fixed budget while

the latter will result in a total budget that is an increasing function of the beneficiary share.

We also investigate the sensitivity of our results to variation in the size of the budget: we

assume that, irrespective of β, the budget available for a program that includes as many individ-

uals as are poor is a fraction s of the aggregate poverty shortfall, i.e. the sum over the shortfalls

from the poverty line over all household.12 We assume that s is either 1/3 or 1.13 The budget b

as a function of the participation rate r, the budget fraction s, and the elasticity β can thus be

written as

b(r, s, β) = s×
{∑
yi<z

(z − yi)
}
× exp{(1 + β)× ln(r/H0)}.,

12This is done for both countries and all validation samples separately.
13Budgets for single programs that are greater than the aggregate shortfall from the poverty line are hardly

plausible and rare in practice. Skoufias and Coady (2007) use a budget of roughly one-half of the aggregate gap
in their simulations while Grosh and Baker (1995) fix the budget at about one percent of total expenditure in
their samples.
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where H0 denotes the poverty headcount ratio. It is easy to verify that β is indeed the elasticity

of the average transfer among beneficiaries with respect to the beneficiary share and that b =

s×
∑
yi<z

(z − yi) for H0 = r.

A simplifying assumption we make is that the transfers received do not vary across beneficia-

ries, i.e. conditional on the beneficiary share, per capita transfers are fixed. While this is quite

common in the literature (e.g. Grosh and Baker, 1995; Skoufias and Coady, 2007) and in practice,

it is not in general efficient if the goal is to minimize poverty (and if behavioral responses are

assumed away as in our simulations). There have been some attempts in the past to provide

poverty-minimizing algorithms that allow for variation in transfers across beneficiaries (Ravallion

and Chao, 1989; Glewwe, 1990). Moreover, programs that aim to establish a minimum liveli-

hood guarantee are also sometimes found in practice, particularly in developed countries (Chen

et al., 2008; Umapathi et al., 2013). Note that in what follows, ‘poverty-minimizing’ or ‘optimal’

targeting (or beneficiary share) will refer to the extent of targeting that will minimize poverty

conditional on the restriction of constant per capita transfers across beneficiaries.

We illustrate the implications of our assumptions for budgets and transfers in figure 3 in

which we depict budgets and per capita transfer for the first random validation sample for

Bolivia. Panel (a) plots the resulting budget as a share of total expenditure against the share

of beneficiaries and panel (b) plots the per capita transfer as a share of average expenditure (on

a log scale) against the share of beneficiaries when the poverty headcount is 30 percent. The

apolitical simulations, depicted by the black lines, assume a fixed budget that is between one

and four percent of total expenditure. The corresponding figures for Indonesia (not shown) are

somewhat lower, a consequence of lower poverty gaps in the data.

Two points are worth noting about the assumption of elastic budgets: on the one hand, the

assumption of a fixed budget translates into very large per capita transfers for narrowly targeted

programs to the point that they are are unrealistic ultimately. For instance, when only two

percent of the population are targeted and the budget would suffice to fill in the entire poverty

shortfall, the per capita transfer would be two times average per capita expenditure. In contrast,

if the budget is increasing in the beneficiary share at an elasticity of two thirds (i.e. β = −1/3),

the corresponding figure is only 33 percent. On the other hand, budgets become very large

for programs that are universal if we allow for political constraints: when we assume that the

relevant elasticity is the same as the one we find in data for China’s Dibao-program, it comes

close to nine percent of total expenditure. Below, we will be concerned primarily with situations

in which the budget is modest and β is either −1 or −1/3 or the budget is large and the elasticity

is −1.

5.1.3 Simulation steps and outcomes

As previously, the simulation is carried out by changing the beneficiary share from one percent of

the population to one hundred percent in increments of one percentage point. Under the above

scenarios and based on our PMTs introduced in section 3.3, we can calculate for all PMTs X the
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Figure 3: The figure reports budgets and transfers (on a log scale) for Bolivia when 30
percent of the population are poor. This is done for the first random subsample. Panel (a):
Budget as a share of total expenditure against population share targeted under alternative

scenarios. Panel (b): Per capita transfers as a share of average per capita expenditure (on a log
scale) against population share targeted. The black (gray) lines denote elasticities of per capita
transfers with respect to the targeting rate of −1 (−1/3), respectively, and the solid (dashed)
lines indicate budgets that are 33 (100) percent of the aggregate poverty gap. The respective

figures for Indonesia are similar qualitatively yet budgets are somewhat smaller in relative
terms, a consequence of a greater average relative poverty gap.

‘optimal’ beneficiary shares that result from using a targeting measure T , where T ∈ {TD, TER},
and from using instead the poverty measure FGT (α), where α ∈ {1, 2}. Note that both depend

on the PMT and the initial poverty headcount yet only the latter depends on assumptions about

the budget.

5.2 Results

A first set of results from our simulations are depicted in figure 4, where the change in the squared

poverty gap is plotted against the beneficiary share. In this first depiction we fixed the budget at

one-third of the aggregate poverty gap at the point in which H0 = r. Note that this is the point

in which the two graphs intersect. Panels (a) and (b) depict results for Bolivia and Indonesia,

respective, and an initial poverty gap of ten percent while panels (c) and (d) depict results if the

initial poverty gap is 40 percent. Poverty effects are depicted with 90-percent confidence bands

that are based on 20-fold cross validation. Indicated are also the beneficiary shares that would
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result from maximizing TER and TD, respectively.

Three general results are worth noting that are line with our expectations: first, potential

poverty effects are more pronounced in Bolivia. Under the assumption of a budget that is fixed

at one-third of the aggregate poverty gap and using M1 as the classifier, panel (a) [(c)] shows

that the scenario captured here by the solid line, the greatest poverty effect that is attainable

(under the restrictions we impose on transfers) is 35 [50] percent of the squared poverty gap if

the initial poverty headcount is ten [40] percent. For Indonesia, the corresponding figure is only

about 20 [36] percent (panel (b) [(d)]). Recall that the initial poverty gap in Bolivia is larger and

that PMTs are significantly better at distinguishing between the poor and the non-poor. Hence,

there is more potential for poverty reduction. Second, while all graphs exhibit only one local

minimum, these tend to come out more sharply if the budget is assumed to be fixed (solid lines).

This will have implications for targeting: if we assume that the budget increases by two-thirds

of a percent for each one-percent increase in the beneficiary share (dashed lines), the question

of how narrow policy-makers concerned with poverty-removal will want to target becomes less

salient. This is to be expected as a larger beneficiary share not only affects targeting but also

increases the size of the program itself. Third, it is clear from figure 4 that if budgets are elastic,

broad targeting is more advisable. This reflects policy-recommendations from the literature on

the political economy of targeting.

Our primary interest is in whether beneficiary shares that result from optimizing targeting

measures are in line with targeting that also has a large poverty-removal effect. Results depicted

in figure 4 suggest that this is not generally the case. Recall that optimizing TER will tend

to result in narrow targeting while optimizing TD will tend to result in broad targeting. If

the initial headcount is below 50 percent—as is the case in all our simulations and in most

policy applications—the former puts a larger negative weight on leakage while the latter tends

to emphasize coverage among the poor. Consider scenarios in which the budget is fixed and the

poverty headcount is ten percent. In these situations, optimizing TER will result in targeting

that is too broad in Bolivia yet too narrow in Indonesia (panels (a) and (b), respectively). And

the poverty-removal effect one would forego in the latter case is pronounced. If, however, the

initial headcount stands at 40 percent, optimizing TER will result in targeting that is too broad

in both Bolivia and Indonesia. Optimizing TD, on the other hand, will always tend to result in

targeting that is too broad when budgets are fixed.

What if budgets are elastic? We noted above that poverty effects in this situation are gen-

erally less sensitive to the beneficiary share. The exception is very narrow targeting. Therefore,

optimizing TER, particularly when the initial headcount is low and it is difficult to identify poor

households (as is the case in Indonesia), results in large losses in terms of poverty removal (see

panel (b)).

Part of the information that can be had from figure 4 is also reported in panel A of table 6,

in which we report poverty effects that would result from optimizing TER and TD, respectively,

relative to the largest effect that would result from choosing the beneficiary share r to minimize
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Table 6: Relative poverty effects by targeting strategy, country, initial headcount.

Reduction in
poverty (%) Reduction in poverty relative to optimum (%)

H0 (%) min FGT (α) min TER max TD H0 = r

Panel A: Fixed budget, s = 1/3, M1, α = 2.
Bolivia 10 -37.5 (2.2) 90.4 (6.8) 48.1 (5.2) 81.9 (4.6)

40 -50.9 (0.6) 79.0 (2.1) 72.5 (3.1) 77.5 (1.1)

Indonesia 10 -19.4 (1.6) 64.5 (20.2) 53.3 (5.7) 88.4 (4.0)
40 -36.0 (0.4) 91.9 (2.1) 84.9 (1.8) 90.6 (0.8)

Panel B: Fixed budget, s = 1, M1, α = 2.
Bolivia 10 -66.7 (2.5) 96.6 (4.2) 69.7 (5.4) 98.8 (1.5)

40 -84.1 (0.7) 98.5 (0.9) 95.0 (1.9) 97.9 (0.3)

Indonesia 10 -37.7 (1.8) 36.4 (15.3) 74.4 (5.0) 98.2 (1.4)
40 -67.6 (0.6) 99.1 (0.9) 99.2 (0.5) 99.4 (0.4)

Panel C: β = −1/3, s = 1/3, M1, α = 2.
Bolivia 10 -31.7 (0.8) 91.1 (6.2) 94.4 (2.2) 96.7 (3.1)

40 -39.6 (0.4) 99.8 (0.3) 99.3 (0.4) 99.7 (0.2)

Indonesia 10 -21.7 (0.7) 33.4 (11.5) 99.4 (0.5) 78.8 (3.2)
40 -34.8 (0.2) 93.0 (2.1) 97.6 (0.8) 93.8 (0.7)

Panel D: Fixed budget, s = 1/3, M2, α = 2.
Bolivia 10 -40.7 (2.4) 87.5 (6.8) 47.8 (4.1) 78.3 (5.2)

40 -52.0 (0.5) 79.0 (2.4) 71.1 (2.9) 77.0 (1.0)

Indonesia 10 -21.5 (1.5) 80.7 (16.4) 49.6 (3.0) 88.4 (3.1)
40 -37.8 (0.5) 90.4 (1.5) 82.7 (1.5) 89.6 (0.8)

Panel E: Fixed budget, s = 1/3, M1, α = 1.
Bolivia 10 -24.7 (0.9) 89.6 (4.6) 51.1 (5.6) 82.5 (4.5)

40 -32.8 (0.5) 80.3 (2.3) 75.0 (3.0) 78.9 (1.3)

Indonesia 10 -14.2 (0.7) 71.0 (18.8) 57.8 (4.5) 90.8 (3.7)
40 -25.3 (0.3) 90.3 (2.0) 84.1 (1.8) 89.2 (1.1)

Means and associated standard deviations (in parentheses) based on 20-fold cross validation. Results associated
with strategies that result in the largest relative effect on poverty are highlighted.

FGT (α). In addition, we report in the last column relative poverty effects from simply setting

r equal to the beneficiary share. Remaining panels in this table report robustness checks. In

panel B we consider a much larger budget that equals the size of the aggregate poverty gap. In

panel C we allow a smaller budget to be elastic with respect to the beneficiary share. Panel D

goes back to a smaller, inelastic budget but relies on the more sophisticated PMTs M2. Panel

E considers effects on poverty as measured by the poverty gap indicator FGT (1). Standard

errors for poverty effects based on 20-fold cross validation are reported in parentheses. We also

highlight the strategy that results in the largest relative effect on poverty.

If budgets are fixed, targeting should be narrow—more narrow than targeting just whoever

is poor. This is particularly the case in countries like Bolivia in which the initial poverty gap

is large. Optimizing TER will therefore often come closer to the optimal poverty effect than

alternative strategies. This is reflected in panel A: optimizing TER will achieve relative poverty

effects that are about 79–90 percent of the optimal poverty effect in Bolivia and 65–92 percent
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in Indonesia. As was also evident from figure 4, targeting would tend be too narrow in Indonesia

when the initial poverty headcount stands at ten percent. While the estimate of the poverty

effect comes with a large standard error, on average, targeting just whoever is poor would yield

larger poverty effect.

Note that these results are neither affected by using a ‘better’ PMT (panel D) nor by focusing

on effect on the poverty gap indicator (panel E). These results change, however, if a larger budget

is available (panel B) or if the budget increases with the beneficiary share (panel C). In the former

case, we find that setting r = H0 results in very good approximations of the poverty effects that

are attainable while in the latter case, optimizing TD—which results in broad targeting—results

in very large relative poverty effects.

It is striking, however, that the losses in terms of poverty effects from simply targeting the

same proportion of the population that one deems poor are only modest in the worst case yet

optimizing either TER or TD will sometimes result in poverty effects that are less than half

the size they could be. As demonstrated in section 4, this strategy has the virtue of striking a

compromise between targeting based on optimization of TER and TD. Results here suggest in

particular that an emphasis on leakage—as captured by the false positive rate—is not warranted

in situations in which the initial poverty gap is small and it is challenging to disinguish the

poor from the non-poor. Conversely, an emphasis on coverage—as captured by the true positive

rate—is not in the interest of the poor when the poverty gap is large and the poor are readily

discernible.

6 Conclusion

In this paper we consider the usefulness of targeting measures in program design. We first show

that two targeting measures popular in practice can be rationalized in terms of a social welfare

functions defined over errors of targeting. We then present simulation evidence that suggests

that relying on targeting measures in order to decide about the extent of targeting will in many

situations result in programs that have an effect of poverty that is considerably lower than what

could be had. Optimizing the targeting differential, the difference between true positive rate and

false positive rate, will result in too much emphasis on coverage among the poor except when

the budget is highly responsive to the number of beneficiaries. Optimizing the total error rate,

on the other hand, will in many situations imply an unwarranted emphasis on the avoidance of

leakage to the non-poor. As a result, targeting will often be too narrow for the effect on poverty

to be close to the maximum. While not optimal in general, setting the targeting rate equal to the

initial poverty headcount, i.e., setting the number of beneficiaries equal to the number of poor,

will often strike a warranted compromise in terms of targeting and result in poverty reductions

that are never very different from the maximum reductions that are viable. Our results are

robust to alternative poverty measures and models to distinguish the poor from the non-poor.

This suggests that using targeting measures that combine information about coverage among
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the poor and leakage to the non-poor should be used cautiously if at all. Whether they are

good proxy objectives depends on the context. And while it may be that targeting errors are by

themselves important for the success of an anti-poverty program (for instance, because the public

is concerned primarily with the unfairness that leakage of benefits to the non-poor entails), their

relationship to the actual effect of programs on poverty seems tenuous at best.

While our simulations consider the potential effects of politico-economic constraints in tar-

geting, there are some caveats. First, we have not considered behavioral responses, variation

in administrative costs, and hidden penalties such as welfare stigma. Second, we have obtained

rough estimates of the elasticity of average per capita transfers with respect to the participation

rate from published data on one particular transfer scheme. We used this as a lower bound yet

while our estimates are not implausible, econometric concerns remain.

On a side note, our results also suggest that country-context (i.e. the incidence and depth

of poverty as well as politico-economic constraints) and the extent of targeting will often carry

more significance than the use of the particular classifier.
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A Gauging political constraints

A.1 Empirical framework

In this section we aim to gauge the importance of politico-economic constraints by estimating

the relationship between per capita transfers and the beneficiary share. Assuming no politico-

economic constraints is equivalent to assuming that the budget is fixed and one would expect

to find that the elasticity of average per capita transfers with respect to the beneficiary share is

minus one. To see this, denote by tij ≥ 0 the transfer to individual j in constituency i. Let ni

be the total number of individuals in that constituency and nbi the number of beneficiaries. The

average transfer to beneficiaries in i is ti = (
∑ni

j tij)/n
b
i = bi/n

b
i , where bi denotes the budget

allocated to the program. Taking logs on both sides and expanding yields

ln ti = −ln (nbi/ni) + ln bi − lnni. (A.1)

(A.1) is, of course, an identity, not an empirical model. If resources available for a program

do not depend on how narrowly the program is targeted and if these resources and the total

population are kept constant, a one-percent increase in the beneficiary share will invariably result

in a one-percent decrease in the average transfer payment to beneficiaries. In order to obtain an

empirical model that can be used to test whether the budget is exogenous, we proxy the capacity

to fund programs through GDP, denoted yi. Adding a constant and a white-noise-error term,

we obtain

ln ti = β0 + β1ln (nbi/ni) + β2ln yi + β3lnni + εi. (A.2)

In what follows we estimate variants of (A.2) based on data from China’s urban Dibao-

program. Note again that β1 in this model is interpreted as the elasticity of average transfers

among beneficiaries with respect to the beneficiary share. Given (A.1), β2 and β3 are expected

to be close to one and minus one, respectively. However, if, for instance, GDP conditional on

population is correlated with capacity to administer a program, it may be that β2 > 1. If, on

the other hand, the center provides co-funding to cities with low GDP, we may find that β2 < 1.

If larger populations are associated with economies of scale in administering the program or

congestion effects, β2 would be greater or smaller than −1, respectively. Measurement error in

the participation rate and reverse causality are concerns that we aim to address in what follows.

A.2 China’s Dibao-program

China’s Minimum Livelihood Guarantee program, popularly known as the Dibao (DB)-program,

is a cash transfer program that aims to bring individuals’ incomes up to the poverty line. The

DB program with its urban and rural arm is by now probably the largest cash transfer program

in the world with around 52 million people covered.14 It has been one key element in China’s

14See China Daily, November 9th, 2015, available at http://www.chinadaily.com.cn/kindle/2015-11/09/

content_22408338.htm. Accessed May 13th, 2016.
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overhaul of its social policies that aimed to address major changes in the country’s urban labor

market that became apparent in the mid-1990s (Appleton et al., 2002; Gustafson and Quheng,

2011).

On paper, the program aims to remove all poverty shortfalls. This would result in a marginal

tax rate of 100 percent for beneficiaries: each increase in income should result in a equal reduction

in benefits as long as income remains below the poverty line. In practice, however, this rate seems

to be much lower at around 12–14 percent (Ravallion and Chen, 2015). In line with this finding,

targeting as assessed by widely-used indicators is exceptional yet still far from perfect. Past

research found that leakage is very limited but so is coverage among the poor (Chen et al., 2008;

Gao et al., 2009).

The implementation of the Dibao-program was mostly decentralized with the role of the the

national and provincial governments restricted to providing guidelines and co-financing, particu-

larly in recent years (Tang and Ren, 2002; Umapathi et al., 2013). For instance, claimants must

first apply to a local office in order to receive benefits.15 In terms of threshold levels, the center

provides some guidance on how these are to be set. Guidelines mention the requirement that

basic needs be met and that prevailing prices be taken into account. Yet they also take into

account local fiscal constraints and, ultimately, individual municipalities are responsible for the

selection of beneficiaries. Resulting differences in implementation of threshold levels seem to be

driven by local economic conditions and fiscal capacities: local governments in large, coastal cities

such as Beijing, Shanghai, and Jiangsu tend to have higher threshold levels while governments in

medium and small cities often opted for lower thresholds (Tang and Ren, 2002; Umapathi et al.,

2013).

We assemble a cross-city dataset from the early 2000s collected for the program’s urban arm.

Data on average transfers, beneficiary shares, threshold levels (i.e., Dibao poverty lines), and

pre-transfer headcounts for 35 large cities are taken from published work by Ravallion (2009a).

The original data come from the Urban Household Short Survey for 2003–04, a light survey-

instrument with large sample sizes that allows it to be representative at the level of these cities.

These are supplemented by data on population and GDP for the year 2002 from the UN16 and

the China City Statistical Yearbook 2002, respectively.

While this is a small dataset, the main advantage for our purpose is that it provides variation

both in beneficiary shares and average transfers. The former roughly range from one to about 27

percent while average transfers range from between 1.1 to 4.4 percent of average incomes. Figure

5 shows that beneficiary shares are usually lower than headcounts implied by the Dibao-thresholds

but with considerable variation. At the same time, the variation in potential confounding factors

conditional on GDP and population size will likely be less pronounced than in cross-country

settings.

There are still econometric concerns in estimating equation (A.2) that need to be addressed.

15There is also a community vetting process: the names of proposed participants are displayed on notice boards
and community members are encouraged to identify any undeserving applicants (Ravallion, 2009a).

16The data were taken from (http://data.un.org/Data.aspx?d=POP&f=tableCode%3A240)
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Figure 5: Scatter plot of participation rates against headcounts implied by Dibao-thresholds.
The dashed line is a 45-degree-line.

One is that reverse causality may tend to upward-bias our estimate of β1, the coefficient of

interest. This will be the case if, say, higher transfers induce more eligible beneficiaries to sign

on to the program, increasing the beneficiary share. A second concern is measurement error in

that very share. This would also tend to upward-bias our estimates (i.e. attenuate β1 towards

zero). One way of addressing these concerns is through using an instrumental variable that

predicts the average transfer yet is uncorrelated to the error term in (A.2). We propose that the

poverty headcount implied by Dibao-eligibility may be such an instrument: it is clearly expected

to predict the beneficiary share yet may be uncorrelated to the error term once we condition on

both GDP and population size. While this is far from perfect, our results below are in line with

the notion that OLS estimates are upward biased.

A.3 Results

Results from estimating (A.2) are reported in table 7. White-standard errors are reported in

parentheses. Column (1) reports results from regressing log average transfers only on log par-

ticipation rates, whereas column (2) reports results from the fully specified model. We then

add additional controls, a dummy for cities in coastal provinces (column (3)) and a the Gini

coefficient17 (column(4)), and both controls jointly (column (5)).

17The Gini coefficient is calculated based on the assumption that incomes are log-normally distributed. In this
case, the statistic can be inferred from the poverty rate, the mean income, and the poverty line.
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Figure 6: Partial regression plot for the log beneficiary share pertaining to results reported in
column (2) of table 7.

Results suggest that the elasticity of the average transfer with respect to the beneficiary

share is around −0.2. t-tests indicate that all estimates are alway significantly different from

both zero and minus one. In other words, there is some evidence here that budgets are not fixed

but increasing in the the proportion that benefits.

The final two columns implement two robustness checks. First, in column (6), we omit one

outlier in terms of the beneficiary share, the city of Kunming in which almost 27 percent of

residents receive transfers. This is five standard deviations above the mean of that variable. We

find that excluding this observation has no effect on our estimates. This is also apparent from

figure 6, a partial regression plot for the log beneficiary share pertaining to column (2) of table

7).

Second, we address concerns about reverse causality and measurement error as noted above:

it may be the case that a large per capita transfer induces many households to sign up for the

program in which case there would be positive feedback from the dependent back to the regressor

of interest. There will also be classical measurement error in the variable of interest as the data

are estimated from an underlying survey. Both would result in upward-biased estimates of the

elasticity.

In column (7), we use the log of the implied poverty headcount as an instrument for the

log beneficiary rate. The program aims to include all individuals identified as poor. It should

therefore be the case that the two variables are positively correlated in the first stage regression.
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However, cities have some say in how the Dibao-poverty lines are set in that they can decide

from a number of methods to do so (Umapathi et al., 2013). This is far from perfect as it may

still be that some unobserved, city-specific heterogeneity affects both the way in the threshold

was set and is present to some extent in the error term. Conditioning on the coastal city-dummy,

GDP and population should attenuate the problem somewhat. But the results should still be

interpreted only carefully.

The results are nevertheless very much in line with our expectations. The first stage results

suggest that that a one percent-increase in the poverty headcount increases the beneficiary share

by almost 0.7 percent. The second stage-results suggest an elasticity of the average transfer with

respect to the beneficiary share that is somewhat lower: around −0.33. This is the value we use

as a lower bound in our simulations in section 5.

Overall, our results here suggest that it may be important to take into account politico-

economic considerations in the design of targeted transfers. One concern with these results

may be whether we can actually extrapolate from findings in China to programs implemented

elsewhere. In particular, one may argue that budgets are more responsive to the population

proportion that benefits from the program in democracies in which voters can voice support

or opposition to particular programs by casting their votes. But note that even though many

developing countries are non-democratic, “they have social policies, their public has preferences,

and public support matters” (Brady and Bostic, 2015). In fact, as noted by Mares and Carnes

(2009), many social insurance programs in now developed countries were initially adopted by

non-democratic governments.
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