
Ikughur, Jonathan A.

Article

Modification of Hansen-Hurwitz's estimators for negatively
correlated variates

CBN Journal of Applied Statistics

Provided in Cooperation with:
The Central Bank of Nigeria, Abuja

Suggested Citation: Ikughur, Jonathan A. (2014) : Modification of Hansen-Hurwitz's estimators for
negatively correlated variates, CBN Journal of Applied Statistics, ISSN 2476-8472, The Central Bank
of Nigeria, Abuja, Vol. 05, Iss. 1, pp. 1-14

This Version is available at:
https://hdl.handle.net/10419/144782

Standard-Nutzungsbedingungen:

Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen
Zwecken und zum Privatgebrauch gespeichert und kopiert werden.

Sie dürfen die Dokumente nicht für öffentliche oder kommerzielle
Zwecke vervielfältigen, öffentlich ausstellen, öffentlich zugänglich
machen, vertreiben oder anderweitig nutzen.

Sofern die Verfasser die Dokumente unter Open-Content-Lizenzen
(insbesondere CC-Lizenzen) zur Verfügung gestellt haben sollten,
gelten abweichend von diesen Nutzungsbedingungen die in der dort
genannten Lizenz gewährten Nutzungsrechte.

Terms of use:

Documents in EconStor may be saved and copied for your personal
and scholarly purposes.

You are not to copy documents for public or commercial purposes, to
exhibit the documents publicly, to make them publicly available on the
internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content
Licence (especially Creative Commons Licences), you may exercise
further usage rights as specified in the indicated licence.

https://www.econstor.eu/
https://www.zbw.eu/
http://www.zbw.eu/
https://hdl.handle.net/10419/144782
https://www.econstor.eu/
https://www.leibniz-gemeinschaft.de/


CBN Journal of Applied Statistics Vol. 5 No.1 (June, 2014)   1 

 

Modification of Hansen-Hurwitz’s Estimators for  

Negatively Correlated Variates  

Jonathan A. Ikughur
1
 

Most estimators in probability proportional to size (PPS) with replacement (WR) 

sampling design are defined for positively correlated variables. The literature on 

estimators involving negatively correlated variates is underdeveloped. This study 

utilized the law of inverse proportion to derive selection probabilities to modify the 

Hansen-Hurwitz’s estimator for use when negatively correlated variables are 

encountered in surveys. The suggested estimator is unbiased and could perform 

better than other estimators when information conveyed by correlation coefficient is 

used. 

Keywords: Negative correlation, multi-character survey, inverse 

transformation, PPS. 

JEL Classification: 

1.0 Introduction 

Large scale surveys often utilize multiple auxiliary characteristics at both 

sampling design and estimation stages. In developing an estimator for survey 

data, certain statistical properties are usually exploited in order to increase 

precision and one of these characteristics is the population correlation 

coefficient which is usually unknown but is estimated from the sampled data. 

It is well known that population correlation coefficient could assume any one 

of the three dimensions namely, positive, negative and zero correlation and at 

varying proportions in the case of positive and negative correlations. Thus, 

when survey data involving study variable and auxiliary characteristics are 

negatively correlated, and when it is desirable to utilize the normed-size 

measure in defining an estimator, existing conventional
2
 estimators fail to 

perform effectively. In this case, new estimators are devised or existing 

estimators are modified to cater for such scenario. 

Basically, there exist estimators in PPS with replacement sampling scheme to 

cater for situation when positive correlations are encountered in surveys. First 

of its kind is the one developed by Hansen and Hurwitz (1943) called the 

Hansen and Hurwitz’s Estimator (HHE). Although this estimator was defined 

                                                           
1
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 The conventional estimator usually specified when x and y are negatively correlated is the 

product  estimator 
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by using the i
th 

selection probability, pi of the i
th 

study variable yi, it has been 

established in the works of Singh et al. (2004), Ikughur and Amahia (2011a,b) 

and Enang and Amahia (2012) among others that the HHE is a member in the 

generalized class of alternative estimators in PPS sampling. Specifically, 

under the transformed selection probability   
  

    

 
     , c = 0,1,2,3,4 

and        HHE is  defined for     and, or for c = 0. Similarly, when 

   , then   
  

 

 
 which defines Rao’s (1966a,b) estimator. This 

transformation probability gives rise to a class of alternative estimators in PPS 

with replacement sampling scheme for varying degree of positive correlation 

including zero correlation. 

However, there are scanty literatures concerning estimators in PPS sampling 

with replacement scheme for cases of negatively correlated variables. 

Importantly, these literatures do not take cognizance of selection probabilities 

(or transformed selection probabilities) and even when they do, they are 

complex in nature and applications. This study is set to provide alternative 

estimators for use in PPS sampling with replacement scheme when negative 

correlation is encountered in survey. To accomplish this, the Hansen and 

Hurwitz’s estimator is modified by using the law of inverse proportions. The 

study further compare the proposed estimator with the estimator s developed 

by Sahoo et al. (1994) and Bedi and Rao (1997) for negatively correlated 

variables and also with other alternative estimators in the generalized class.   

2.0 Literature Review 

Hansen and Hurwitz (1943) proposed the idea of sampling with probability 

proportional to size with replacement for positively correlated characteristics. 

Under this scheme, one unit is selected at each of the n-draws. For each i
th

 unit 

selected from the population, a selection probability is given as 

   
  

 
           (1) 

where xi is the measure for i
th

 population unit and   ∑   
 
 . 

Using the notations defined above, Hansen and Hurwitz (1943) gave the 

estimators of population total Y, as 
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whose design based variance of the estimator,   ( ̂  ) is 

  ( ̂  )  
 

 
∑

 

  
(       )

  
        (3) 

and the possible unbiased estimators of population variance are given as 

  ( ̂  )  
 

 (   )
∑ (

  

  
  ̂  )

 
 
        (4) 

and 

  ( ̂  )  
 

 (   )
∑ ∑ (

  

  
 

  

  
)
 

 
       

 
       (5) 

To enhance the efficiency and wider usage of the Hansen and Hurwitz 

estimator, Rao (1966a,1966b) introduced the idea of estimators under multiple 

characteristics utilizing zero correlation coefficient in defining the estimator 

of population total by modifying the Hansen and Hurwitz’s estimator for use 

when the variables encountered have zero correlation. Works ascertaining the 

validity of this estimator was carried out by Pathak (1966), Rao (1993a, 

1993b) among others who introduced  a new dimension in the study of PPS 

sampling schemes leading to other specific estimators  by Bansal and Singh 

(1985), Amahia et al. (1989), Grewal (1997) and also Enang and 

Amahia(2012) whose work basically covered the area of positive correlation  

between the study variable and measure of size variable. Specifically, the 

estimators are generalized by the transformed probability defined as 

  ( )      
  

    

 
     , c = 0,1,...,4 ;      , k = 1,2,...,7  (6) 

Where gk(x) and      
  is the density function of the auxiliary variable x and 

generalized transformed probability for the k
th

 estimator respectively. 

Specifically, the following estimators can be defined from (6) above as: 

 ̂  
 

 
∑

  

  ( )
 
   , k = 1,2,3,4,5,6,7     (7) 

i)    ( )       known as Hansen and Hurwitz estimator (HHE) when 

    or c = 0; 

ii)   ( )      
  

 

 
 known as Rao’s(1966a,b) estimator when    ; 
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iii)   ( )      
  

    

 
     , known as Amahia, Chaubey and 

Rao(1989) Estimator for    , c=1; 

iv)   ( )      
  

    

 
      known as Enang and Amahia(2011) 

estimator,     and      3; 

v)   ( )      
  

    

 
      known as Ikughur and Amahia(2011) 

estimator for     and c =2; 

vi)   ( )      
  

    

 
      known as Ikughur and Amahia(2011) 

estimator for     and c =3; 

vii)   ( )      
  

    

 
      known as Ikughur and Amahia(2011) 

estimator for     and c =4; 

Apart from the estimator defined by   ( )      , all other estimators are  

biased with the design based bias defined as   ( ̂ )  ∑ ( 
   

  

  ( )
  )  , 

where   ( ̂ ) is an expression of the design based bias of the estimator  ̂  

2.1 Estimators in Negative Correlation 

Following postulation by Sahoo et al. (1994) and also Bedi (1995), the work 

of  Bedi and Rao (1997) gave a new direction in determining estimators of 

population total under the PPSWR sampling scheme especially when 

negatively correlated variates are encountered in surveys. Singh and Horn 

(1998) also proposed an alternative estimator for estimating population totals 

in multi-character survey sampling when certain variables have poor positive 

correlation and others have poor negative correlation with selection 

probabilities. The estimators have same definition as the estimator in (7) 

above except in the transformation probabilities that combines two forms of 

selection probabilities namely; 

  
  

  

 
   ∑   

 
    for cases of positively correlated variates and   

  

  

 
   ∑   

 
    for negatively correlated variates, with    

     

   
   

∑   
 
     Specifically, Sahoo et al. (1994) suggested the transformation 

probability for the estimator given as  

                                                           
3
 The estimator defined by   ( )      

  include that of Grewal, Bansal and Singh(1989) for 

which c = 1/3 
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        (8) 

Singh and Tailor (2003, 2005) suggested series of estimators of population 

totals under the following complex transformations of selection probabilities: 

    
  (  

 

 
)

(   )(   )

(    
 )

 (   )
 (    

 ) 
 (   )

  

(
 

 
)
(   )(   )

       (9) 

     
  

(   )(   )

 
 

 

 
[ (   )  

   (   )  
 ]    (10) 

Other estimators with such transformations include that suggested by Singh 

and Horn(1998) while Bedi and Rao(1997) suggested a transformation of the 

form  

     
  

    

   
,                 (11) 

Recently, Sahoo et al. (2012) suggested an estimator for PPSWR sampling 

using harmonic mean of the auxiliary variable without clearly defining the 

normed-size measure and hence, there was no clear application to PPS 

sampling scheme. In this study, a simple estimator is suggested for negatively 

correlated variates. This estimator utilizes a transformation that changes the 

correlation coefficient from negative to positive so that under this 

transformation, an estimator in the form of HHE can be utilized. 

3.0 Suggested Estimator  

Definition 1: Consider a finite population  of N identifiable units uniquely 

labeled 1,2, …, N on which are defined two real value variables y and x 

assuming yi(>0) and xi(>0). Let a sample of size n be drawn with replacement 

from   and we suppose that y and x are negatively correlated, then the 

following theorems are applicable:  

Theorem 1: Let y  1/x(or p) such that y and x (or p) are negatively 

correlated, then the transformation for the selection probabilities required is 

  
  

  

 
       (12) 

where  
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 and   ∑   

 
   . 

Proof:  y   1/x  y   z, where z = 1/x. Then,   
  

   ⁄

∑    ⁄ 
   

    
  

  

 
 

Proposition 1: Under the transformation above, the nomenclature   
  

  

 
 with 

   
 

  
 is the selection probabilities realized for variables that are inversely 

proportional to each other.  This transformation has the properties of harmonic 

mean. As a consequence of this transformation, the realized selection 

probabilities are directly proportional to Z, hence the corresponding estimator 

is called Modified Hansen and Hurwitz (MHH) Estimator. 

Theorem 2: Let y and x  be negatively correlated. If y   z (or   
 ) can be 

defined as in theorem 1 above, then the estimator of population total which is 

the Modified Hansen and Hurwitz’s estimator denoted by  ̂    is  ̂    
 

 
∑

  

  
 

 
            (13) 

Proof:  Let y  z (or   
 
,) then  y =  z(or   

 
)  

and   = yi /z(      
 
) 

 Taking summation on both sides over the sample, we have 

              ∑
  

  
 

 
      

so that  

  
 

 
∑

  

  
 

 
     ̂            

Proposition 2: The generalized transformation of the selection probabilities 

given as  

    
  

    

 
     

         (14) 

with 0 ≤  ρ
c 
≤ 1 can be utilized in defining a class of alternative estimators and 

by extension, can be used along with the modified Hansen-Hurwitz’s 

estimator. Detailed proof can be found in Ikughur and Amahia (2011a) and 
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also, Enang and Amahia (2012). However, It is clear from the expression in 

(14) that  

i. when ρ = 0, then     
 = 1/N;  

ii. when ρ = 1 and c ≥ 0, then      
     

  

iii. when  0 < ρ
c
 < 1 and k > 0, we have       

  
    

 
     

 . This 

provides a wider class of transformation to used with the proposed 

estimator. 

3.1 Bias and variance of the proposed Estimator   

The Hansen and Hurwitz’s estimator is known to be unbiased. However when 

we consider it along with the generalized transformation of selection 

probabilities and hence, a class of alternative estimators in PPSWR sampling 

schemes defined by     
           , then biased estimators are realized. It 

is worth to note here that the condition for unbiasedness is that     and 

    or when    , a situation when        
 , which is satisfied by the 

suggested estimator. 

Theorem 3: The Modified Hansen Hurwitz (MHH) Estimator is an unbiased 

estimator of population total Y, for    
  

  

 
,    

 

  
 and   ∑   

 
   . 

Proof:  ( ̂   )   (
 

 
∑

  

  
 

 
   )  

 

 
∑

 (  )

  
 

 
    

 

 
∑ ∑

  

  
 

 
   

 
     

    

Note that the Bedi and Rao’s (BR) and also Sahoo et al (S) estimators are 

biased as  (
 

 
∑

  

  
 

 
   )   . Similarly, the alternative estimators in the class 

of MHH estimators are biased. 

Theorem 4: The bias of the BR and S estimator under the design with 

probability   ( )    
  is 

   
 ( ̂ )  ∑ ( 

   
  

    
   )   , k =0, 1,2,3,4,5,6,7  (13) 

Proof : the bias of the estimators is defined as  

                                 
 ( ̂ )     

 ( ̂ )    
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                                               ∑
 (  )

    
        

                                              ∑ (
  

 

    
   )        

Theorem 5: The design based variance of the proposed estimator is  

    
 ( ̂ )  

 

 
[∑

  
   

 

    
   (∑

    
 

    
    )

 

   ]         (14) 

Proof:                
 ( ̂ )     

 (
 

 
∑

  

    
    )  

                                          
 

    (∑
  

    
    )  

                                         
 

 
  ( )       

  

    
   

Since    ( )     (  )    ( ), it follows that  

                                       
 ( ̂ )  

 

 
[∑

  
   

 

    
   (∑

    
 

    
    )

 

   ]      

3.2 Percentage Variance Relative to the suggested Estimators 

The measure of efficiency used in this study is the Percentage Variance (PV) 

relative to the suggested estimators. This is given by  

   
 

  
 ( ̂ )

 
  

 ( ̂   )
                      (15) 

 ̂ is more efficient than  ̂    if and only if    
 ( ̂ )      

 ( ̂   )        

4.0 Numerical Illustration. 

For illustration, two populations namely population I and II respectively with 

ρ  = -0.32 and -0.775 are considered in order to make comparison between the 

MHH estimator, Sahoo’s (S), Bedi and Rao’s (BR) estimator  in the first place 



CBN Journal of Applied Statistics Vol. 5 No.1 (June, 2014)   9 

 

and also, with alternative estimators in PPS with replacement sampling  

denoted by  ̂   ,  ̂  ,  ̂ ,  ̂ ,  ̂ ,  ̂   and  ̂  . These estimators are defined by 

the probabilities   
       

 ,     
 ,     

 ,         
      

  and     
  respectively. Under the 

inverse transformation, the correlation coefficients are                    

for population I and II respectively. It is clear that under inverse 

transformation, the estimated correlation coefficients are transformed from 

negative to positive. Detailed results for estimates of population totals, bias, 

variance and the percentage variance relative to the suggested estimator are 

shown on Tables 1 to 8.  

Table 1: Estimate of Population Total for Population I with ρ = -0.37 

 

Table 2: Estimate of Bias of the Estimators for Population I with ρ= -0.37 

 

Table 3: Estimate of Variance of the Estimators for Population I with ρ= -0.37 

 

 Ρ �̂�𝑴𝑯𝑯 �̂�𝟏 �̂�𝟐 �̂�𝟑 �̂�𝟒 �̂�𝑩𝑹 �̂�𝑺 

0.0 5247.3 5055.0 5055.0 5055.0 5055.0 5055.7 5053.374 

0.1 5247.3 5061.3 5054.7 5055.0 5055.0 5055.7 5053.374 

0.2 5247.3 5074.2 5054.0 5054.7 5054.9 5055.7 5053.374 

0.5 5247.3 5153.9 5061.6 5054.5 5053.8 5055.7 5053.374 

0.9 5247.3 5435.8 5177.0 5152.0 5131.9 5055.7 5053.374 

1.0 5247.3 5567.0 5247.3 5247.3 5247.3 5055.7 5053.374 

 

ρ 𝑩(�̂�𝑴𝑯𝑯) B(�̂�𝟏) 𝑩(�̂�𝟐) B(�̂�𝟑) 𝑩(�̂�𝟒) 𝑩(�̂�𝑩𝑹) 𝑩(�̂�𝑺) 

0.000 0.000 7.148 7.148 7.148 7.148 1.424 -1.626 

0.100 0.000 13.874 6.554 7.088 7.142 1.424 -1.626 

0.205 0.000 22.624 4.741 6.635 7.042 1.424 -1.626 

0.500 0.000 59.333 -3.961 0.656 3.653 1.424 -1.626 

0.900 0.000 160.788 -5.723 -7.211 -8.064 1.424 -1.626 

1 0 204.7835 0 0 0 1.424 -1.626 

 

ρ 𝑽(�̂�𝑴𝑯𝑯) 𝑽(�̂�𝟏) 𝑽(�̂�𝟐) 𝑽(�̂�𝟑) 𝑽(�̂�𝟒) 𝑽(�̂�𝑩𝑹) 𝑽(�̂�𝑺) 

0 26386.7 9193.9 9193.9 9193.9 9193.9 10670.3 10259.2 

0.1 26386.7 9531.6 9191.7 9193.4 9193.9 10670.3 10259.2 

0.205 26386.7 10633.3 9219.1 9191.7 9193.1 10670.3 10259.2 

0.5 26386.7 20685.7 10478.9 9513.3 9262.8 10670.3 10259.2 

0.9 26386.7 83653.1 20722.7 18676.4 17004.2 10670.3 10259.2 

1 26386.7 126435.7 26386.7 26386.7 26386.7 10670.3 10259.2 
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The important feature of MHH estimator is that it is unbiased (see tables 2 and 

6) despite the fact that it has higher estimate of the population total as shown 

on tables 1 and 5 for the two study populations.  Results of bias of the 

estimators as shown on tables 2 and 6 indicate that apart from MHH estimator, 

all other estimators are bias. The bias is constant throughout the parameter 

space defined by the correlation coefficient,   which makes the estimate a 

fixed value. Thus, the bias of the MHH estimator    
 ( ̂   ) = 0 at all values 

of ρ while     
 ( ̂ )     

 ( ̂   )  and also,    
 ( ̂  )     

 ( ̂   ). On the 

other hand,    
 ( ̂ )     

 ( ̂  ) .  

Table 4: Percentage Variance Relative to the suggested Estimators for 

Population I with ρ= -0.37 

 

Table 5: Estimate of Population Total for Population II with ρ= -0.775 

 

Table 6: Estimate of Bias of the Estimators for Population II with ρ= -0.775 

 

ρ �̂�𝑴𝑯𝑯 �̂�𝟏 �̂�𝟐 �̂�𝟑 �̂�𝟒 �̂�𝑩𝑹 �̂�𝑺 

0.1 100.0 36.1 34.8 34.8 34.8 40.4 38.9 

0.215 𝟏𝟎𝟎. 𝟎 𝟒𝟎. 𝟑 𝟑𝟒. 𝟗 𝟑𝟒. 𝟖 𝟑𝟒. 𝟖 𝟒𝟎. 𝟒 38.9 

0.5 100.0 78.4 39.7 36.1 35.1 40.4 38.9 

0.9 100.0 317.0 78.5 70.8 64.4 40.4 38.9 

1 100.0 479.2 100.0 100.0 100.0 40.4 38.9 

 

Ρ �̂�𝑴𝑯𝑯 �̂�𝟏 �̂�𝟐 �̂�𝟑 �̂�𝟒 �̂�𝑩𝑹 �̂�𝑺 

0.0 44137.5 11680.0 11680.0 11680.0 11680.0 11691.7 11320.57 

0.1 44137.5 11772.7 11674.4 11679.2 11679.9 11691.7 11320.57 

0.5 44137.5 14399.8 12353.5 11837.5 11703.3 11691.7 11320.57 

0.9 44137.5 26872.5 21379.8 18555.4 16815.9 11691.7 11320.57 

1.0 44137.5 44137.5 44137.5 44137.5 44137.5 11691.7 11320.57 

 

ρ 𝑩(�̂�𝑴𝑯𝑯) B(�̂�𝟏) 𝑩(�̂�𝟐) B(�̂�𝟑) 𝑩(�̂�𝟒) 𝑩(�̂�𝑩𝑹) 𝑩(�̂�𝑺) 

0.000 0.000 77.395 77.395 77.395 77.395 23.384  359.434 

0.100 0.000 -83.404 55.835 75.163 77.171 23.384  359.434 

0.500 0.000 -271.979  202.055 -110.258  35.017 23.384  359.434 

0.900 0.000 -168.806  227.525 -255.588  269.200 23.384  359.434 

1.000 0.000 0.000 0.000 0.000 0.000 23.384  359.434 
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In terms of variance, it is observed that  ̂  is more efficient with    
 ( ̂ ) < 

   
 ( ̂  ) <    

 ( ̂   )  However, when the transformed probabilities are used 

along with MHH estimator, then     
 ( ̂ ) =    

 ( ̂ )     
 ( ̂ ) <    

 ( ̂  ) < 

   
 ( ̂   )  at ρ=0.0205 which is the estimated correlation coefficient of 

population I under inverse transformation. This is further shown by the 

Percentage Variance Relative to the suggested Estimators in which  

   
 ( ̂ )  =    

 ( ̂ )            
 ( ̂ )         <    

 ( ̂  )        < 

   
 ( ̂   )           

Table 7: Estimate of Variance of the Estimators for Population II with  ρ= -

0.775 

 

Table 8: Percentage Variance Relative to the suggested Estimators for 

Population II with ρ= -0.775 

 

Considering population II, MHH estimator appears to give a very high 

estimate of population total than  ̂     ̂   and all other estimators. However, 

 ̂   has a very high bias than all other estimators with  ( ̂  )  |       | yet, 

is more efficient than other estimators considered in terms of percentage 

variance relative to the suggested estimators 

5.0 Concluding remark 

The main features of the Modified Hansen and Hurwitz (MHH) estimator is 

that it gives an unbiased estimator of population total.  Apart from its property 

ρ 𝑽(�̂�𝑴𝑯𝑯) 𝑽(�̂�𝟏) 𝑽(�̂�𝟐) 𝑽(�̂�𝟑) 𝑽(�̂�𝟒) 𝑽(�̂�𝑩𝑹) 𝑽(�̂�𝑺) 

0 1468770.7 177392.9 177392.9 177392.9 177392.9 141525.3 62159.05 

0.1 1468770.7 171679.7 175628.9 177200.9 177373.5 141525.3 62159.05 

0.5 1468770.7 257446.0 190726.9 173253.4 171163.9 141525.3 62159.05 

0.9 1468770.7 653465.2 467124.2 380823.7 329402.4 141525.3 62159.05 

1 1468770.7 1468770.7 1468770.7 1468770.7 1468770.7 141525.3 62159.05 

 

ρ �̂�𝑴𝑯𝑯 �̂�𝟏 �̂�𝟐 �̂�𝟑 �̂�𝟒 �̂�𝑩𝑹 �̂�𝑺 

0 100.0 12.1 12.1 12.1 12.1 9.6 4.2 

0.1 100.0 11.7 12.0 12.1 12.1 9.6 4.2 

0.5 100.0 17.5 13.0 11.8 11.7 9.6 4.2 

0.9 100.0 44.5 31.8 25.9 22.4 9.6 4.2 

1 100.0 100.0 100.0 100.0 100.0 9.6 4.2 
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of unbiasness, it provides an efficient estimate when used along with the 

transformation in (14) above for the class of alternative estimators suggested 

by Enang and Amahia (2012) especially, when there is need to exploit 

information contained in correlation coefficient to provide estimate of 

population total.  

By the law of inverse transformation and variable substitution, correlation 

structure is changes to positive correlation so that the conventional Hansen 

and Hurwitz estimator is modified under this condition. The use of this 

estimator could be extended to multistage sampling, randomized responses, 

indirect responses and even when non-sampling error are encountered. 
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Appendix: Study Populations I and II 

Population I 

 

Population II 

 

 

x 60 89 77 71 59 58 72 

y 115 80 82 93 105 109 130 

1/x 0.016667 0.011236 0.012987 0.014085 0.016949 0.017241 0.013889 

        x 70 52 39 

    y 93 109 95 

    1/x 0.014286 0.019231 0.025641 

     

x 6.8 6.2 5.5 0.85 0.71 9 1.4 4.5 3.8 

y 20 23 38 86 92 16 81 53 42 

ρ 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 

1/x 

0.1470

59 

0.1612

9 

0.1818

18 

1.1764

71 

1.4084

51 

0.1111

11 

0.7142

86 

0.2222

22 

0.2631

58 

          x 2.1 4.85 3.197 0.443 0.468 0.59 0.339 0.161 0.787 

y 62 39 35 87 91 84 75 54 64 

ρ 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 

1/x 

0.4761

9 

0.2061

86 

0.3127

93 

2.2573

36 

2.1367

52 

1.6949

15 

2.9498

53 

6.2111

8 

1.2706

48 

          x 0.069 0.11 

       y 26 100 

       ρ 0.1 0.1 

       

1/x 

14.492

75 

9.0909

09 

        


