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Regional Importance of Mittelstand Firmsand I nnovation

Performance
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ABSTRACT

Despite of the deeply rooted belief of politiciainem all over the world in the important role of
Mittelstand firms, there has been surprisinglyidittmpirical research on this issue, yet. Thischarti
contributes to the literature by studying whetlheritelative regional importance of Mittelstand firiras

an effect on regional innovation performance. Usingross section of German NUTS-3-regions, a
significantly positive relation between the relatimportance of owner-managed SMEs and patent
applications is identified. This finding is hightgbust when controlling for spatial correlationstlasy

often occur in highly disaggregated regional aredys
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INTRODUCTION

One remarkable specialty of the German economiyeiscomparatively large economic importance of
owner-managed small and medium sized firms (SME&)ese so-called Mittelstand firfhare said to
have been the key to Germany’s postwar economiaateif BERGHOFFE 2006). It is also argued that the
strength of the German Mittelstand firms allowed@any to cope with huge external shocks such as
(the costs of) German Reunification T®zINSKI, 2013) or the worldwide recession of 2009
(BLACKSTONE and FUHRMANS, 2011; GOTRA and NETESSINE 2013). The strength of the German
economy throughout the recent years made the Geitggistand model interesting for other countries
which aim at emulating it §M BONN, 2013a; EAR, 2014).

Even among German politicians the belief in thetdtstand model is deeply rooted. The report
“German Mittelstand: Engine of the German econormpyblished by the EDERAL MINISTRY OF
ECONOMICS ANDTECHNOLOGY, 2013, argues “The German economy is doing wetloimparison with
many other countries. This is causing people aluad the world to take a particularly keen look at
Germany, and especially at the 'German Mittelstaardti its longstanding record of high employment
and productivity”. Similar views are expressed iany political speeches. Often, German politicians
praise the German Mittelstand as the “backbond@fGerman economy” (see, e.g.ERKEL, 2009)
which is responsible for a large share of aggregatput and employment. Politicians also oftennlai
that Mittelstand firms are highly engaged in pravgl apprenticeship training positions, thereby
contributing to the relatively low rate of youthaemployment in Germany (MISTRYOF ECONOMIC
AFFAIRS OFNORTH RHINE WESTPHALIA, 2014). Mittelstand firms are also said to be bwvemovative.
The FEDERAL MINISTRY OF ECONOMICS AND TECHNOLOGY, 2013, argues “The 'German Mittelstand’
companies are some of the most innovative in Eurbp® of them launched an innovation onto the
market in the 2008-2010 period”. SimilarlyTzinski, 2013, argues that Mittelstand companies are

“readier to innovate, and invest a larger proportad their revenues in R&D. There are Mittelstand



companies that file more patents in a year tharsaloe entire European countries. It is one of the
underlying reasons for their exporting successn evieen their goods seem expensive”.

Somewhat surprisingly, the deeply rooted beliethig important role of Mittelstand firms is yet
not adequately backed by empirical evidence. Wiiége are numerous studies claiming to study the
role of Mittelstand firms, almost all of them fé&il qualify the relevant firms in an adequate wayisTs
primarily due to the fact that official statistiegpically deliver no joint information on firm size
ownership and governance issues. In the abserntésohformation, most studies alternatively use th
definition of SMEs, which solely recurs on firmaiand fails to take the second and not least irapbrt
feature of owner-management into accoundb(Wer and HhUSER, 2001). A prominent example for this
procedure is the earlier mentioned report of tBBERAL MINISTRY OF ECONOMICS AND TECHNOLOGY,
2013, which claims to report on Mittelstand firmat Hactually relies on a pure SME definition.
Similarly, thelnstitut fir Mittelstandsforschung Borprovides the following definition on its internet
page: “An enterprise belongs to Mittelstand if ngeraent, liability and risk are in the responsilibtff
the owners (unity of ownership}’"However, due to unavailable data on onwership raadagement
structure, the Mittelstand statistics provided bg institute exclusively report on SME&Vhile these
studies deliver interesting information on the @l&MESs in general, it is far from being cleahmw far
their conclusions can be transferred to Mittelstamads.

This paper aims at contributing to fill the desedbgap in the empirical literature on
owner-managed SMEs. It examines the relation betwke relative importance of owner-managed
SMEs and innovation performance on the regionall@NUTS-3) in a cross section approach. In order
to do so, patent data from OECD’s REGPAT databasecambined with data on firm ownership,
governance and size from the largest German firrabdae maintained yreditreform® The analysis
identifies a significantly positive and sizeabléuence of the relative importance of owner-managed
SMEs on relative regional innovation activity, ewghen controlling for a large number of potential

covariates. Moreover, this finding proves to behbygobust when controlling for various sorts oaspl



correlation.

The remainder of this paper is organized as follovie next section briefly discusses theoretical
arguments supporting the view that owner-manage@®<sSkre overly innovative. The third section
outlines the estimation approach and introduce®thployed datasets. The fourth section presents the
empirical results for the baseline regression. fiitte section allows for non-linearities in the aébn
between innovation activity and importance of M#tend firms. The sixth section studies the existen
of spatial correlation and delivers further estioatresults taking these correlations into accotihe

final section summarizes the main results and dsoofrise conclusions.

THEORETICAL CONSIDERATIONS

Before turning to the empirical analysis, it seeémbe useful to discuss briefly which argumentshhig
support the view that Mittelstand firms are moneawative than others.

According to principal agent theory, owner-manadiechs have financial advantages over
manager-led enterprises in innovation competitiah might also be more dynamic. Firms have to bear
agency costs whenever strategic decisions are ade oy the firm owners. In this case, owners have t
spend resources on monitoring and disciplining rgarea Especially the agency costs connected with
innovations tend to be high. Firstly, due to thekyi nature of innovation projects, principals néed
observe the agents’ activities intensively becamgput is a poor indicator of agents’ effort. Sedign
risk averse agents prefer low-risk tasks insteadvarking in intrinsically erratic projects. Finally
innovations often are long-term projects whereantgfavor tasks influencing the present valudef t
firm and thus partially the agents’ salaries in shert run (bLMSTROM, 1989). Owner-managed firms
have not to bear these agency costs and mighhaseferring resources for research and development
which finally might result in innovations. Becausgners decide themselves, owner-managed firms can

make innovation decisions faster, which providegdilme advantage in innovation competition



(PUTTERMAN, 2009; &NSEN and MECKLING, 2009; FM BoNN, 2013a). In fact, RAFT, 1989, andAM
BonN, 2013a, find empirical evidence in favor of théseoretical considerations, discovering German
owner-managed firms to show higher innovation &als than their manager-led counterparts.

Additionally, the theoretical literature considessnall and medium sized enterprises to
outperform large companies in terms of innovatiahge to less bureaucracy, short lines of
communication and great agility ARKER, 2011). Bureaucracy might counteract innovations b
restricting experimentation as it often strugglethwew and extraordinary projects and often dass n
tolerate failures in the innovation process. Ex&hdbureaucracy might also screen out innovative
personalities (LMSTROM, 1989). Since smaller firms tend to be less buresic, they invest more
likely in revolutionary innovations (which are iremeral characterized by high risk) than larger
companies (BumoL, 2010). Additionally, large decision-making hietaies tend to stick to the status
quo rather than choosing a risky innovatioruf/®RETscH and KEILBACH, 2007, 2008). In expanded
hierarchies a larger number of layers decide whethenitiate an innovation. However, innovation
projects might counteract the interests of indiaidlayers and thus will not be implemented.
Furthermore, small firms often concentrate on fetivdies and hence promote innovations. The more
tasks with different risk characteristics risk agergents can engage in, the more incentives bawe t
provided to make them work on the risky innovagooject (HFOoLMSTROM, 1989). Firm size also directly
influences the way how firms innovate. SMEs arerfictive on niche markets and develop individual
products together with their customerR(ANITIS, 1997; BzER and THOMA, 2013; FM BoONN, 2013b).
Acset al, 2002, find empirical evidence in favor of thelsedretical considerations, detecting SMEs in
the U.S. to be more innovative than their largemterparts.

According to AMA and &NSEN 1983, owner-management especially makes sensenatl
non-complex firms, thereby strengthening the adhges of small enterprises. One might therefore
expect that owner-managed SMEs outperform othés séfirms in terms of innovations. However, to

the best of the authors’ knowledge, the case ofeldtand firms has yet not been studied empirically



BaumoL, 2010, argues that the optimal amount (and typ@&)revations occurs in economies
which consist of a healthy mix of large market jgi@/and SMES.This line of argument is driven by the
idea of a division of labor between larger and sen@ompanies, which&moL, 2010, also refers to as
David-Goliath partnership. SMEs and large compat@ed to specialize in different but complementary
components of the innovation process, both necg$sagenerate the optimal amount of innovations.
While smaller firms on average generate the masenming and radical but also more risky innovatjons
large enterprises minimize their risk by specialigin incremental innovations. For example, larger
companies often aim at increasing reliability amgerefriendliness in mass production of basic
innovations, originally invented by SMEsABwmoL, 2010; B.umoL et al, 2007). Whenever this line of
argument holds true, one might expect a somewhatlinear relationship between the regional

importance of Mittelstand firms on the one hand esgilonal innovation activity on the other.

METHODOLOGY AND DATA

Methodology

This paper aims at studying whether there is a&gyatic relation between the level of innovationsoivh
occurs in a region and the relative importancevafi@r-managed firms of small or medium size. The
estimation approach consists of regressing an atalicf regional innovation activity on the relativ
importance of locally operating owner-managed SMifsl a number of additional, potentially
meaningful control variables. As explained latemare detail, regional importance is measured by th
share of Mittelstand firms in all economically aetifirms in a region. As the relative importance of
owner-managed SMEs is available only for the ye2082 the subsequent analysis focuses on the
referring cross sectichln order to have enough degrees of freedom foettienation, the analysis is
conducted on the NUTS-3-lev&IThe empirical approach thus consists of estimatirgg following

regression



Inn; =a+  OMSME; +yX; + ¢€; (2)
with Inn being a proxy for regional innovation performai@ddSME being the relative importance of
owner-managed SMEs arifl being a vector of control variables. The indegenotes the region, an
observation comes frong, is the error term and, f andy are the parameters to be estimated. In the
baseline version of the model the regression ignagtd using the OLS technique and assumes the
relationship of central interest between regiommovation performance and relative importance of
Mittelstand firms to be linear. In the second spéphe analysis the relation is allowed to be noedr
and is estimated using non-parametric estimatiomigues. Finally, as the regressions are estinmated
the NUTS-3-level and might therefore be confrontéth spatial dependencies as a consequence of

commuting behavior and spillover effects, a detbégaalysis of spatial correlation is conducted.

Regional Innovation Activity

In line with most of the existing literature (seqy., QRILICHES, 1990; LyBBERT and DLAS, 2014; ®TO

et al, 2010; Moserand WWENA, 2012), the analysis in this paper employs pa@niatermediate output
measure for innovations. In order to measure Gem@gional innovation activity, patent applicatidos
the European Patent Office from applicants locaté€germany are used. The patent data were extracted
from the REGPAT database (January 2013 editionptamed by the OECD. However, using patent
applications as indicator of regional innovatiomfpenance has several problems to be solved. [fiost,

all inventions are patentable or should be pateatedrding to the will of the inventors ¢&o et al,
2010; QRILICHES, 1990). Therefore, the absolute number of pateplications would underestimate the
factual number of innovations. Second, the shaiavantions, inventors choose to protect by apglyin
for patenting, differs widely across industriesu$hregions with differing sector structures, like
German NUTS-3-regions, are hardly comparable onbtss of simple patent counts. Therefore, as

GRILICHES, 1990, argues, when evaluating regional innovagiotivity, industrial structure should be



taken into account. Third, the share of patentgdntions might change in the course of timeo@¥r
2013). However, since the subsequent analysisus@yg a cross section of data this problem is obiyou
absent in the analysis. In order to deal adequatglythe first two problems, the analysis proceass
follows. Since there is no reliable informationtbe share of patented innovations, no attempt dena

try to construct an indicator of absolute innovataxtivity. Instead, a measure of relative innawati
activity is derived. In addition, the measure colstifor the industrial structure of German regi¢hs.
However, German NUTS-3-regions do not only diffetheir industrial structures, but also in the ltota
number of locally operating enterprises. Thereftne,indicator controls for the number of entergsis
on the regional level as well. Data on the totathbar of economically active enterprises per regiere
extracted from theCreditreform databaseCreditreformis the largest German company information
service, collecting data on economically activenirin Germany. The database contains 3,954,721
economically active firms located in Germany at émel of the year 2008. The database includes
information on the location of firms’ headquartersd on the industrial sector in which an enterprise
generates its largest turnover.

The indicator of relative innovation activity of fd@an NUTS-3-regions is calculated by
comparing the expected number of patents per regiirnthe number that actually occudfsA region is
judged to be overly (insufficiently) innovative wiever a region generates more (less) patents per
enterprise than an imaginary German region withsdume sector structure. Letbe the number of

regions,/ the number of sectord} ; the number of patents in regidnand sectorj and N;; the
number of firms in region and sectoy. Factual patent density in regions then given by
Ni,]'

D;i=Y)_ Tuy Ti @)

J=UNG TN
with N; being the number of firms in regiani.e.
N; = Z§=1 N;; 3)

Whenever firms within the same sector perform syl in terms of generating innovations in all



regions, patent density should vary one to one Withstructure of the regional economy. Expected

patent density can be calculated as

Df i=X)_ Dy * L (@)
with D; being average patent density in segiover all regions, i.e.
p = L=l (5)
Yi=1Nij
Relative innovation performance of regions then defined as
R;:=D;—Df (6)

Positive values ofR; go along with overly innovative regions, while a&ge values indicate

underperforming regions. Figure 1 shows the results on the NUTS-3-level.

Figure 1: Relative regional innovation activity Ny TS-3-regions in Germany, 2008

2 -0.0345 - < -0.0152 (131)
% 2 -0.0152 - < -0.0095 (130)
# > -0.0095 - < 0.0000 (133)
B > 00000 - < 00875 (19)



Regional Importance of Owner-Managed SMEs

In order to measure the relative importance of awnanaged SMEs on the NUTS-3-level, the earlier
mentioned Creditreform database is employed. This database allows claggifenterprises by
management structure as well as by firm size. Nboeeisely, the database contains information on the
legal form, the owners and the chief operatingcefs of an enterprise. Moreover, the databasetsepor
the companies’ turnover and the number of employdesh are subject to social insurance contribution
(minijobs are thus excluded). Using this informatawner-managed SMEs can be adequately identified.
Firms are considered to be owner-managed whenbegeshief operating officers of an enterprise also
own (at least parts of) the enterprise. Howeverthasadvantage of owner-managed firms tends to
diminish with an increasing number of decision miakthis paper follows BRLEMANN et al, 2007, and
restricts the maximum number of chief operatingceffs, which are considered to be classified as
owner-managed firms, to fodf. Since the analysis focuses on owner-managed SMiBs the
definition of SMEs is applied to the identified o&rmanaged firms. When doing so, the valuesof the
definition of thelnstitut fir Mittelstandsforschung Borare used. Thus, SMEs are classified as firms
with less than 500 employees or an annual turnof/krss than 50 million Euros.

By applying this procedure, 3,228,778 German fians classified as owner-managed SMEs,
81.64 percent of total enterprises. Note that Heresof owner-managed SMEs in all firms is stitha
but considerably lower than in the statistics mh#d by thénstitut fir Mittelstandsforschung Boras
this statistics is factually based solely on theESt&finition. Note also that there are practicalhty
very few large firms which are owner-managed. Ideorto measure the relative importance of
owner-managed SMEs on the regional level, the numlb@vner-managed SMEs is divided by the total
number of all economically active firms on the NUZ$evell® Figure 2 shows the relative regional

importance of owner-managed SMEs.



Figure 2: Relative regional importance of owner-aged SMEs by NUTS-3-regions in Germany in

percent, 2008

.2 58.26 - < 80.93 (103)
% 2 8093 - < 84.09 (103)
2 84.09 - < 86.31 (104)
M > 8631 - < 91.09 (103)

Additional Control Variables

Besides the relative importance of owner-managece§Marious additional factors might affect
regional innovation activity.

In line with the existing literature, firms’ expetaes for research and development are expected
to have a positive impact on innovation activityAQBreset al, 2011; ArFrFg, 1986; RANKE and
FrRITscH, 2004). Therefore, internal investments in redeasmod development per enterprise by
NUTS-3-regions are used as control variable. Ireotol take potentially decreasing marginal retumtcs
account, investments are added as a quadraticqrolghto the regression equation as welk{ANITIS,

1997)1’ Data on absolute investments in research and af@weint on the regional level were provided



on request bystifterverband® In order to calculate investments per enterptise,total number of
enterprises on the regional level from @reditreformdatabase is uséd.

Moreover, regional knowledge spillovers from ungiges to enterprises might positively affect
innovation activity (see, e.g.JHRGIOVANNI and S\TARELLI, 2001; B\UMERT et al,, 2010; AJDRETSCH
and MVARELLI, 1996). According to BumoL, 2010, universities play an essential role initim@vation
process. Universities provide highly risky basisaa@ch that serves as a basis for applied research
private companies. Additionally, universities arsoaactive in applied research. However, when
universities leave applied research uncommercibzea result of the uncertainty inherent in nevasg]
this knowledge might serve as a basis for stadimgw enterprise in order to exploit that knowledge
(AUDRETSCH and KEILBACH, 2007). Thus, the absolute number of scientistsiraversities and
universities of applied sciences by NUTS-3-regisracluded into the regression equation to coritol
knowledge spillovers from research institutionshe local economy. The referring data were provided
by the Federal Statistical Office on request.

However, innovating companies might not only benigbtm research institutions in terms of
knowledge spillovers. Additionally, universitiesopide skilled human capital necessary for innovatio
activities in firms (BUUMERT et al, 2010; AJDRETSCHand MVARELLI, 1996; BRENNER and BROEKEL,
2011). Thus, one might expect the regional suppskiled human capital to have a positive influenc
on innovation activity (BUMERT et al, 2010). Theestimation approach therefore alsorotsntor the
regional share of employees with a degree in psadasal schools, universities of applied sciences or
universities in all employees subject to socialmsice contribution. The necessary data were pedvid
by the Statistical Office of Lower Saxony.

In line with the existing literature (/ORETSCHet al, 2012; B\UMERT et al, 2010; FIRRMANN,
1994), regional indicators like economic prospeaityl population density are included in the regoess
analysis. Economic prosperity may be an indicatoafhigh level of domestic demand for high quality

consumer goods @MERT et al, 2010) as well as for the availability of capifat investments in



innovation processes BNNERand BROEKEL, 2011). One might therefore expect economic pnitspe
to have a positive influence on innovations. Regia@tonomic prosperity is measured by GDP per
capita. Data were extracted from the databasdwe@tatistical Offices of the Lander. Populationsity

is measured by population per square kilometer réfegring data were provided by the Federal lnsit
for Research on Building, Urban Affairs and Spailavelopment.

In the case of Germany, it might also play a ralevhich part of Germany a region is located.
One might suspect a systematic difference of intne@@erformance in East and West Germany, which
were reunified not before 1990 and therefore stiiht differ to some extent (#orRETSCHet al, 2012;
FRANKE and RITscH, 2004). Thus, a dummy variable expressing wheshezgion is located in the
former East or West Germany is added to the esbmatuation.

Numerous empirical studies on innovation activitgoacontrol for the regional industrial
structure (see, e.g.C8WALBACH and AMMERMANN, 1991; BRENNER and BROEKEL, 2011). However,
the subsequent analysis refrains from doing sbeadependent variable already accounts for themegi
industry structure. For a detailed descriptiorhef émployed variables see Table 1. Descriptivesstat

of the used variables are shown in Table 2.



Table 1. Description of employed variables

Variable Description Source
Calculations from
Relative regional innovation activity by NUTS-3-iegs, BERLEMANN —and AN,
Germany, 2008 2013, based on the OECD
Inn REGPAT database, January

Factual patent density — Expected patent density 2013 edition, and on the
Creditreform database,

2008*

OMSME

Number of owner-managed SMEs relative to all
enterprises by headquarters by NUTS-3-regions in

percent, Germany, December 31, 2008 Creditreform database,

Number of owner — managed SMEs 2008

Number of all firms

Internal investments in research and development pe
enterprise in thousand Euros by headquarters by

NUTS-3-regions, Germany, average over 2007 and 2009

RD Stifterverband
Investments in research and development
Number of all firms
RD? Squared RD
Number of academic and artistic personnel at usities
and universities of applied sciences by NUTS-3aegji German Federal Statistical
Univ Germany, 2008. In order to deal adequately withrasts Hice?
working part-time, full-time equivalent values arQ ice
reported.
Share of employees with degree in professional @dcho
university of applied sciences or university in all
employees subject to social insurance contribiaiquiace
Edu gg\évgrk by NUTS-3-regions in percent, Germany, J80g Statistical Office of Lower
Saxony, 2010
Number of skilled employees
Number of all employees
GDP GDP per capita at current prices in thousand EbrgosStatistical Offices of the
NUTS-3-regions, Germany, 2008 Lander, 2010
Federal Institute for
PD Population density measured as population per squResearch on  Building,
kilometer, Germany, 2008 Urban Affairs and Spatial
Development
East East Germany dummy variable (including Bgrlin

% Special analysis on request.
® Value for 2007 of Schweinfurt is missing.



Table 2. Descriptive statistics of dataset

1st 3rd Standard
Variable Min Quantile Median Mean Quantile Max Width deviation
Inn -0.0345 -0.0169 -0.0112 -0.0116 -0.0078 0.0875 0.1219 &010
OMSME 58.26 80.9 84.1 83.1 86.3 91.09 32.83 4,809
RD 0.0203 1.0 2.8 9.1 6.8 588.9621 588.9417 34.28
Univ 0 0 0 416 152 12,350 12,350 1,196
Edu 2.8142 5.35 6.97 7.82 9.17 25.3362 22.5220 23.65
GDP 13.263 21.6 25.8 28.5 31.6 85.403 72.1 10.86
PD 38.2 114 199 522 674 4,274.5 4,236.3 674
N =413
N East = 87

BASELINE RESULTS

Table 3 reports the results of the baseline regnesgpproach, explaining relative innovation adiyi

Inn ) of German NUTS-3-regiof3 by the share of owner-managed SMBE3SME) and the described

control variables in the 2008 cross section. Tio®sé column displays the estimated coefficients, th

third column the resulting standard errors, andaleth column the p-values. The fifth column info

on the standardized coefficiedfsThe coefficients are estimated using the OLS nwktfide table

reports White-corrected standard errors. The regmeexplains 53.4 percent of the observed vanatio

relative regional innovation performance.



Table 3. Determinants of relative regional innowatactivity (Inn)

Standard Standardized
Coefficients  errors p-values coefficients

(Intercept)  -0.1251  0.0099 _ 0.0000

OMSME 0.0012 0.0001 0.0000 0.5533
RD 0.0003 0.0001 0.0067

RD? -0.0004 0.0002 0.0107

Univ 0.0000 0.0000 0.0417 0.1002
Edu 0.0004 0.0002 0.0110 0.1422
GDP 0.0002 0.0001 0.0007 0.2170
PD 0.0000 0.0000 0.0065 0.1492
N 413

adj. R? 0.534
F-value  68.3 (0.0000)

Since the coefficient of the East German dummyaldei turns out to be insignificant, the dummy
variable is excluded from the baseline regressiod #he following empirical analyses. All other
employed control variables seem to perform wethmsample. The estimated coefficients turn obeto
significant at least on the 90-percent confidereel, most of them on even higher levels. Moreoter,
coefficients turn out to have the expected sign.

An analysis of bivariate correlations and variaméiation factors indicate that the estimations do
not suffer from any multicollinearity problems.

Concerning firms’ investments in research and dgweknt, a positive non-linear impact on
innovation performance is found. This result canBrthe empirical findings of A/ANITIS, 1997,
suggesting diminishing returns to research and Idpueent expenditures. However, just as in
ARVANITIS, 1997, concentrating on the practically relevaatt pof the function, the impact of
investments in research and development turnsmbetlinear. Running the regression without the
Wolfsburg region, which might be classified as amlier with respect to investments in research and
development, the coefficient dtD? is no longer significant while the remaining esites remain

virtually unchanged. One might therefore argue thaearch and development expenditures in general



have a significantly positive linear influence amaovations. This result is in line with most of the
existing literature.

According to the estimation results, the total nemiif scientists at universities and universities
of applied sciences in a region tends to promotgonal innovation activity. This result is even
consistent with the existing literature, indicatikigowledge spillovers from universities to entesps
within the same region.

Furthermore, a significantly positive impact of tlegional supply of skilled human capital on
innovation performance is detected. This findindigates skilled employees to be a necessary input
factor to innovation activities in firms.

Moreover, the analysis shows a significantly puesitimpact of economic prosperity and
population density on regional innovation activitye influence of economic prosperity on innovagion
is the second largest among the explanatory vasaBRegions with high population density on average
tend to be more innovative than less densely pogailgegions.

The variable of central interest, the share of ownanaged SMEQMSME) turns out to have a
positive impact on a region’s relative innovatiastidty. Hence, regions possessing a relativelgédar
amount of owner-managed SMEs tend to be more irivevéhan regions having a relatively small
number of owner-managed SMEs. The estimated caftics highly significant and sizeable as it has a
larger standardized coefficient than all otherudeld control variables. A regression without tHatiee
importance of owner-managed SMEs as independergblardelivers an adjusted R-squared of only
33.8 percent. Thus, the share of owner-managed SNIE&H economically active firms explains a
considerable part of relative regional innovati@nfprmance.

Altogether, the results of the baseline regression thus supportive to the hypothesis that
owner-managed SMEs generate above-average leveiamfations. Interestingly enough, the results
remain highly stable when extending the analys@lltowner-managed firms, regardless of their sizes

However, this finding can be attributed to the féwedt there are only very few large owner-managed



firms. Thus, the relative regional importance ofn@wmanaged companies is very similar to the one of
owner-managed SMEs.

In order to check the stability of the results, éixéstence of possible outliers is examined. Three
regions might be classified as outliers: First, tinean district Ludwigshafen exhibits a relativiigh
regional innovation activity. In Ludwigshafen (hiogf the large chemical producBASH the relative
number of patent applications per enterprise exx#esl German average by 0.0875. Second, the urban
region Wolfsburg in Lower Saxony shows a relativhelgh amount of investments in research and
development as well as a relatively large GDP pgita. These findings can be attributed to theelarg
Volkswagen Compangcated in Wolfsburg. Third, the German capitatiBehosts a relatively large
number of scientists at universities and universiof applied sciences. However, Berlin is not only
Germany’s capital but also the largest German &tynning regressions without these three potential
outliers leads to similar outcomes as in the amalysluding all 413 German regions, at least with
respect to direction and significance of the OMSBktefficient. Therefore, all regions are kept in the

sample in the following empirical analysis.

ISTHE RELATION BETWEEN INNOVATIONS AND IMPORTANCE OF MITTELSTAND

FIRMSNON-LINEAR?

The empirical approach employed in the previoudi@ecassumed the relation between regional
innovation activity and relative importance of Mititand firms to be linear. In the next step of the
analysis this assumption is relaxed, as the relsiiip between both variables might also be noratine
As discussed in the second section one might supEdhere is an optimal mixture of owner-managed
SMEs and large and/or outside managed firms. Im ¢hse one should expect an inverse U-shaped
relation between regional innovation activity aethtive importance of Mittelstand firms.

In order to study this question, a semi-paramaitiditive mixed model (see, e.g.0ab, 2006;



ZUUR et al, 2008) of the type
Inn; = a+ B f(OMSME;) + yX; + € (7)

is estimated. The major difference to the earlistineated model is thaf(OMSME;) is now a
sufficiently smooth but a-priori unspecified furastiin the corresponding range of the covariate kwisc
estimated from the data. Due to the large numbgacmetric components of the estimation equation,
using the maximum likelihood technique would leadttadly biased” estimators (seeddb, 2006).
The model is therefore estimated using the resttichaximum likelihood (REML) technique (see
FAHRMEIR et al, 2013) using penalized spline smoothing to geraaufficiently smooth functioft.

Table 4 reports the estimation results of the patdmpart of the estimation. Obviously, the
results are very similar as those reported in tegipus section. All control variables have theextpd

sign and are significant on at least the 95-perl=ml.

Table 4. Semi-parametric regression of determinaiitegional innovation activitylfin)

Standard

Coefficients errors p-values
(Intercept) -0.0245 0.0015 0.0000
RD 0.0003 0.0000 0.0000
RD2 -0.0004 0.0001 0.0000
Univ 0.0000 0.0000 0.0155
Edu 0.0004 0.0001 0.0060
GDP 0.0002 0.0000 0.0000
PD 0.0000 0.0000 0.0031

N 413
adj. R? 0.545




Figure 3: Non-parametric influence @MSME on Inn
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The estimation results for the regional importaméeowner-managed SMEs, entering the
estimation equation as a-priori unspecified funtct@are visualized in Figure 3. The solid line shdkes
functional effect, which is, for reasons of ideiatfility, centered around zero (see Fahrreeal, 2013).
The dashed lines depict the 95-percent point-wasdidence bands. As it is easily visible, the maad)i
effect of OMSME is positive over the entire estimation intervalhil% the effect is not completely
linear, at least for the area including the vagonitg of observations (roughly 71 percent to 90qeat)
the effect is very close to being lin€arThus, little evidence for non-linearities in gealeand thus also
no supporting evidence in favor of the hypothegism inverse U-shaped relationship is found. Of
course, it cannot be ruled out completely thatviery high levels ofOMSME the marginal effect
becomes negative as there are too less observatiesimate the effect in this range reliably. Hdeer,
it can be concluded that sticking to the earligsliggol linear estimation approach is appropriatetiier

dataset at hand.



SPATIAL CORRELATIONS

While using data on the NUTS-3-level allows estimgitthe relationship between innovation activity
and the importance of owner-managed SMEs on this b&413 observations, this comes at the price
that the underlying data might exhibit a significdagree of spatial correlation. In the presencspatial
correlation, OLS in many cases does not deliver lbe=ar unbiased estimatorsgiKBacH, 2000; LERBS
and BERsST, 2014; EKEY et al, 2007). Since the previously conducted analydisdeon the OLS
procedure, it is necessary to study whether themasbns are suffering from spatial correlation.
Moreover, whenever indications of spatial correlasi are found, it is necessary to study whether the
results from the baseline regression hold even wdmntrolling for the relevant form of spatial
correlation.

The idea of spatial correlation goes back to Tdbléirst law of geography, stating that
everything is interacting but interaction weakerithwicreasing space (SELIN, 1988a). Three types of
spatial dependencies might occur in linear regoessi

First, the error terms might be correlated in spatéhis case the innovation performance of the
referring region depends not only on a set of akeskicharacteristics of the same region but also on
unobserved characteristics omitted from the mddslneighboring regions have in commonH&RsT,
2014). In the presence of spatial residual autetation, OLS no longer leads to efficient estimates
(LeErBsand BERST, 2014). Hence, spatial error models of the type

Y=a+pX+u u=AWu+e e~N(0,02) (8)
have to be usedy is the dependent variabld, is a vector of independent variabldg, is the
contiguity matrix describing the spatial arrangetmaithe relevant areay is the spatially dependent
and e a normally distributed error term. The parameteiise estimated are, f and A.
Second, there might be spatial autocorrelatioh@endependent variable. In the context of this

paper, innovation performance of a region might ibBuenced by innovation activities of the



neighboring regions. In the presence of spatia@utelation in the dependent variable, OLS estinsat
are biased (ErRBsand BERST, 2014; KeILBACH, 2000). In this case, a spatial lag model of trenf
Y=pWY+a+pBX+e e~N(0,0%) 9)
should be implemented. Here, the parameters &stimated from the data ang § andp.

Third, the explained variable might not only depamdthe explanatory variables of the same
region but also on their spatial lags. As an examphovation activity of a region might be relatedhe
number of scientists at universities located irghboring regions as well. In the presence of sihatia
lagged independent variables, the appropriateapag model to be estimated becomes

Y=a+0WX+pX+e e~N(0,02) (10)
with 8 being the vector of coefficients of the spatigdaf the explanatory variables to be estimated
from the data.

However, the three described forms of spatial ¢aticer might also occur in combination. The
spatial Durbin model allows for spatially autocteited dependent variables together with spatially
lagged independent variables HORST, 2010).

In the following it is studied whether and whichtbé described forms of spatial correlation turn
out to exist in the dataset. The estimation stsateiows the general-to-specific approach andtstar
with the OLS model. Afterwards it is tested whettier model needs to be extended with spatiallyddgg
variables and/or error terms{EORST, 2010). In order to test for spatial dependencs, the contiguity
matrix has to be defined. As this type of contigumatrix is recommended in the literature (see, e.g
KEILBACH, 2000), the subsequent analysis uses a row stiiméddrcontiguity matrix of stylgueen
including only regions next to the one under comstion. Row standardization means that a neighbor’
impact on the referring region is equal to the agerof all neighbors’ influences.

In order to test whether spatial interactions exasMoran’s I-test is used @{BAcCH, 2000;
ANSELIN, 1988a). Moran'’s | identifies weak but significapatial autocorrelation in the OLS residils.

As the OLS baseline regression does not explicidhytrol for spatial dependencies, they are refteote



the residuals. In order to extend the OLS modesfmtial correlations, a model with spatially lagged
independent variables is estimated{&RST and \EGA, 2013). However, Moran’s | still shows highly
significant spatial autocorrelation in the residué.1840). Therefore, Lagrange-Multiplier-tests ar
applied to discover whether a spatial error model model with a spatially lagged dependent vagiabl
might be appropriate to capture the existing spatapendencies (MseLiN, 1988b). The
Lagrange-Multiplier-tests find both models to betgmtially adequate and therefore robust
Lagrange-Multiplier-tests have to be used. The sblests support the spatial error model, wheilgas t
hypothesis of no spatially lagged dependent vagiabh no longer be rejected ®RsST, 2014; ANSELIN

and EORAX, 1995; &LDADYO, 2010). The referring results are summarized inld 4.

Table 5. Results of Lagrange-Multiplier-tests

LMtest p-values

LMerr 30.82  0.0000
LMlag 22.4 0.0000
RLMerr 8.648  0.0033
RLMlag 0.2276  0.6333

Hence, a spatial error model is estimated instdaal model with spatially lagged dependent
variable. However, the spatial error model mighfesufrom omitted variable bias since it does not
contain spatially lagged dependent and explanatariables. In this case, the spatial Durbin model
would be appropriate, nesting the spatial error ehq#isCcHER and LESAGE, 2008). Although a
Likelihood-ratio-test technically detects the sakgirror model to be sufficient to describe theartying
data (ANGuLO and MUR, 2012), a spatial Durbin model is estimated ineoitd protect against omitted
variable bias. The spatial Durbin model produceliased coefficient estimates even when the data
generating process follows another spatial regvasspecification with one or two types of spatial

dependence ([EORST, 2010; LESAGE and RACE, 2009).



Table 6. OLS and spatial models of regional inniavaactivity (Inn)

OLS with Spatial Durbin

spatially

lagged

explanatory Spatial Direct Indirect Total

OLS variables error effects effects effects

(Intercept) -0.1251***  -0.1354***  -0.1224***
OMSME 0.0012***  0.0012*** 0.0012*** 0.0012*** 0.00@ 0.0014***
RD 0.0003*** 0.0003** 0.0003*** 0.0003*** -0.0000  MO0O2**
RD?2 -0.0004** -0.0004** -0.0004***  -0.0004*** 0.000 -0.0003
Univ 0.0000** 0.0000** 0.0000** 0.0000* -0.0000 00
Edu 0.0004** 0.0006** 0.0005*** 0.0006*** -0.0004 .0002
GDP 0.0002*** 0.0002** 0.0002*** 0.0002***  0.0002* 0.0004***
PD 0.0000*** 0.0000** 0.0000*** 0.0000** 0.0000 0amo*
OMSME.lag 0.0001
RD.lag 0.0000
RDz2.lag 0.0001
Univ.lag 0.0000
Edu.lag -0.0004
GDP.lag 0.0002*
PD.lag 0.0000
adj. R? 0.534 0.532
F-value 68.3*** 34.4%**
Nagelkerke 0.5752 0.58
P 0.3799***
A 0.387***

*** 1%, ** 5%, * 10%

The results from these estimations are shown inleT&h?®> Again, the table reports

White-corrected standard errors in the OLS regoessiThe regression coefficients of the spatiabiur

model, as a model containing a spatially laggededdent variable, should not be interpreted because

they fail to take feedback effects into accoursJAGE and RACE, 2009; GEDITSCH and WARD, 2007;

ELHORST, 2014). Feedback effects result from the spatitdraction of the dependent variable and

describe impacts that affect the dependent var@aftdeparticular region, pass on to surroundingormesg)

and back to the referring regionLdRsT, 2014; GEDITSCH and WARD, 2007; FSCHER and LESAGE,

2008). Since the regression coefficients of thdiapBurbin model do not take feedback effects into



account, the coefficients of the spatial Durbin elate not interpreted, here.Instead, direct, ediand
total effects that include feedback effects arewdated. Direct effects describe the influence of a
explanatory variable on the dependent variableiwttie same region. Indirect effects, also refetocas
spillover effects, measure the change in the empthvariable of a particular region due to an iasesin
an explanatory variable in all other regions. Tetécts are the sum of the direct and indirectaotp
(LESAGE and RACE, 2009; FscHER and LESAGE, 2008). Total effects describe the overall effacthe
dependent variable of the referring region duesatitonwide changes in an explanatory variable.
Interestingly enough, the model with spatially ladgxplanatory variables as well as the spatial
error model show nearly the same results as th@lsi®LS approach employed in the baseline
regression. Even the spatial Durbin model, comlgisipatial correlations in various variables, le@ds
very similar findings. Especially the influencetbé relative importance of owner-managed SMEs turns
out to perform highly robust across all appliedreation approaches both in direction and size. ldenc
although controlling for various forms of spatiapg&ndence, a significantly positive impact of the
regional share of owner-managed SMEs on innovagierformance within regions is fourtd.
Moreover, the spatial Durbin model finds this effeen to increase when surrounding regions aentak
into account. Thus, the relative number of ownenaged SMEs tends to influence innovation activity

significantly positive on the regional as well astbe national level.

LIMITATIONSAND CONCLUSIONS

The empirical analysis in this paper is concernét the model of owner-managed SMEs, the so called
Mittelstand firms, which are especially common ier@any and which are often praised for being
overly innovative. Based on a macroeconomic aralysithe regional level for Germany, regions with a
high share of Mittelstand firms are found to geteeraore patent applications than comparable regions

with less owner-managed SMEs. Moreover, this m@hais found to be linear rather than non-linear.



While it seems to be natural to attribute the sigph regional patent applications to the regignall
operating Mittelstand firms, it cannot be ruled this to be the false conclusion as it is also ibtesshat
large or not owner-managed firms are more innoeativthe presence of a high share of regionally
competing owner-managed SMEs. In order to proof hdact the additional innovations occur in
Mittelstand firms, a firm level analysis would becessary, which was infeasible with the dataset at
hand. While this issue has to be left open forreittesearch, the result is less important for golic
conclusions to be drawn. Whenever regions with ghdti relative importance of Mittelstand firms
perform better in innovation activity, supportingligies for such a firm structure tend to be justf

regardless in which firms the additional innovasi@ccur.

NOTES

For an international comparison of the importantevener-managed SMEs seeHOUVAKHINA and
SCHWARTZ, 2013.

2 The term “Mittelstand” is not always used considiie in the literature. In Germany, the term
Mittelstand goes well beyond the dimension of fgixze. While there is some discussion on the most
adequate definition of Mittelstand firms even inr@any (see, e.g., HRGHOFE 2006), there is
consensus that the most remarkable characteristidittelstand firms is unity of ownership and
management of an enterpriseMIBonN, 2015). Outside Germany, the term Mittelstandtisroused
as a synonym for SMEs. However, as the analydisisrpaper is interested in the performance of the
German specialty of small and medium sized ownanagad firms, it sticks to the German definition.

3Similar views are expressed by theERBMAN INSTITUTE FOR ECONOMIC RESEARCH 2012, the
FEDERATION OFGERMAN INDUSTRIES 2012, and RusT, 2014.

4FM BoNN, 2015.

SOther examples for this procedure are, e.ghReTscHand ESTON, 1997, tks, 2006, and MAr and



FUHRMANN, 2012.

SWhile the microdata in the REGPAT database werdy fatcessible, this holds not true for the
Creditreformdatabase. While this database contains data omitire level, we were not given full
access to the dataset. Instead,@heditreformcompany assembled the necessary data for us on the
regional level. As a consequence, matching on tloeontevel was impossible. The present paper
therefore has to rely on a macro approach on tiemal level.

’FEHL, 1988, also argues in favor of a healthy mix efdaand small market players in economies,
however without referring explicitly to innovation.

8As no obvious instrument variable is availabledamer-managed SMEs there are little possibilities t
control for endogeneity. However, there is neitneredible theoretical argument for reverse catysali
nor empirical evidence pointing in this directiaeé, e.g., ZARNITZKI and KRAFT, 2004).

9This methodology is also used bydk and PIEGEL 2013, analyzing the relation between the relative
regional importance of medium- to large-scale fgrfilms and regional innovation output.

Onstead of controlling for industrial structure tansforming the left-hand variable one might also
think of adding variables measuring regional sedtoportance on the right-hand side of the
estimation equation. However, as detailed datalmost 90 sectors are employed in the analysis,
doing so would lead to a large loss in degreesesgfdom for the estimation. The situation becomes
even worse when studying spatial lags of the indeéeet variables. The dependent variable is
therefore corrected for sectoral structure.

YFor a small number of firms, no information on theation was available. These observations were
dropped from the sample.

12For a more detailed elaboration seeRBEMANN and 3HN, 2013.

3Note that the applied procedure has some sim#arith the well-established shift-share analysis (se

DuNnN, 1960, and ETEBAN-MARQUILLAS, 1972). As in shift-share analysis, this papeuass that



regional industrial structure has an impact onaeai (innovation) performance. To make the regions
comparable, the measure of regional performancerrected for industrial structure.

4Obviously, firms with one owner-manager are cleadyner-managed firms. However, sticking to this
very narrow definition would rule out many familyris, which have more than one but only a few
owner managers and thus still follow the modelhef tlassic Mittelstand firm. The same holds true
for many start-ups in which a few owner-manageusiba firm, thereby exploiting their differing job
background. However, it seems not to be usefuttenel the number of owner-managers by too much
as then the typical advantage of owner-managed firftat hierarchies, little organizational slacida
quick decisions - are typically lost.

®When applying this definition, most owner-managéung are classified as Mittelstand firms.
However, a significant share of SMEs turns outtodie owner-managed.

1eAs the Creditreformdatabase contains information on turnover and eynpént one might think of
measuring the regional importance by the turnownployment) share of Mittelstand firms.
However, for many small but also for a considerainlmber of medium sized firms, the turnover and
employment data are missing while for large firthe tlataset contains no missings at all. While
owner-managed SMEs are thus classified correclgdth on the earlier described definition), there is
no adequate information on the turnover or employnshare of Mittelstand firms. The regional
importance of Mittelstand firms is therefore measuby the share of owner-managed SMEs in all
regionally operating firms.

L7Alternatively, we experimented with using the lagan of research and development expenditures in
order to test for potentially diminishing marginaturns. However, since the regression results
remained broadly unaffected by doing so, we decidetick to the quadratic polynomial for research
and development expenditures.

185tifterverbands a community initiative of the German economppurting academic institutions in



Germany.

LAlternatively, we experimented with firms’ internalvestments in research and development as a
share of absolute turnover by NUTS-3-regions adrobwrariable. Again, this variable was also
included as a quadratic polynomial in the regressiguation. However, both coefficients turned out
to be insignificant. Therefore, sticking to abseluhvestments in research and development per
enterprise as control variable seems to be reakanab

20According to the territorial boundaries of 31.12080Germany consisted of 413 NUTS-3-regions.

2IThe table does not report standardized coefficitatR&D investments as this variable enters the
estimation equation in a linear-quadratic fashidthen estimating the model only with a linear R&D
variable the standardized coefficient is in a samiinge but slightly below the GDP coefficient.

22For a more detailed discussion of penalized spimeothing see WWNG and KoHN, 1996, and Wob,
2000. For the analysis the R-package mgcv (semon)V 2011) is used, which allows for a
computationally stable and reliable estimation.

23Note that those parts of the estimated functiori¢chvare based on relatively few observations, have
be interpreted with great care, which is alreadycated by the quickly widening confidence bands in
these areas.

24Moran’s | is positive (0.1851) and highly signifittg(0.0000).

25The presented spatial models are based on a ciptigatrix including only regions with direct
borders. Additionally, spatial models based onrigaity matrix of second order were estimated as
robustness check. Again, the empirical findingssarelar to the reported.

28While the model fits of all spatial models estinthie this paper cannot be compared, the resulis of
F-Test indicate that the model with spatially ladjgadependent variables is not a significant
improvement over the simple OLS model. Thus, whkpatial effects seem to play a role in this

context, the effects seem to be comparatively uomapt.
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