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1. Introduction

In this paper, we propose a doubly robust method to present the heterogeneity of the average treatment effect with respect to observed covariates of interest. To describe our methodology, we consider the potential outcome framework. Let \( Y_1 \) and \( Y_0 \) be potential individual outcomes in two states, with treatment and without treatment, respectively. For each individual, the observed outcome \( Y \) is \( Y = DY_1 + (1 - D)Y_0 \), where \( D \) denotes an indicator variable for the treatment, with \( D = 0 \) if an individual is not treated and \( D = 1 \) if an individual is treated. We assume that independent and identically distributed observations \( \{(Y_i, D_i, Z_i) : i = 1, \ldots, n\} \) of \((Y, D, Z)\) are available, where \( Z \in \mathbb{R}^p \) denotes a \( p \)-dimensional vector of covariates.

Suppose that a researcher is interested in evaluating the average treatment effect conditional on only a subset of covariates \( X \), which is of a substantially lower dimension than \( Z \), where \( Z \equiv (X^T, V^T)^T \in \mathbb{R}^d \times \mathbb{R}^m \), \( p \equiv d + m \). That is, we are interested in a case where \( d \ll p \).

The main object of interest in this paper is the conditional average treatment effect function (CATEF); namely:

\[
g(x) \equiv \mathbb{E}[Y_1 - Y_0 | X = x].
\]

When \( d \geq 3 \), it is difficult to plot \( g(x) \), not to mention low precision due to the curse of dimensionality. Hence, for practical reasons, we focus on the case that \( d = 1 \) or \( d = 2 \), while \( p \) is often of a much higher dimension.

To achieve identification of the CATEF, we assume that \( Y_1 \) and \( Y_0 \) are independent of \( D \) conditional on \( Z \) (known as the unconfoundedness assumption):

\[
(Y_1, Y_0) \perp D | Z.
\]
where \( \perp \) denotes the independence. For (1.2) to be plausible in applications, applied researchers tend to consider a large number of covariates \( Z \). Note that in our setup, the treatment may be confounded in the sense that the treatment assignment may not be independent of the potential outcome variables given \( X \) only. To satisfy the unconfoundedness condition, a much larger set of conditioning variables \( Z \) needs to be employed.

Different roles of covariates between \( X \) and \( V \) are noted in the recent literature. For example, Ogburn, Rotnitzky, and Robins (2015) consider a similar issue in the context of the local average treatment effect (LATE) of Imbens and Angrist (1994). Ogburn, Rotnitzky, and Robins (2015) emphasize that conditioning on a large number of covariates \( Z \) may be required to make it plausible that the binary instrument is valid. In their empirical example, Ogburn, Rotnitzky, and Robins (2015) revisit the analyses of Poterba, Venti, and Wise (1995) and Abadie (2003) to examine whether participation in 401(k) pension plans increases household savings. In their example, the vector of covariates \( Z \) for the identifying assumption consists of income, age, marital status, and family size, whereas the variable of interest \( X \) is income. Abrevaya, Hsu, and Lieli (2015) also consider the case of investigating the effect of smoking during pregnancy on birth weights. They are interested in estimating (1.1) with \( X \) being the age of mother; however, as noted in Abrevaya, Hsu, and Lieli (2015), it is unlikely that conditioning only on the age of mother would achieve the unconfoundedness assumption with nonexperimental data. As a result, it is necessary to consider a high-dimensional \( Z \), including the age of the mother.

The fact that a high-dimensional \( Z \) needs to be employed for (1.2) to be plausible in an application makes a fully nonparametric estimation approach impractical because of the curse of dimensionality. For example, the propensity score is not nonparametrically estimable in moderately sized samples, if the dimension of \( Z \) is high. One
obvious alternative is to use a parametric model for the propensity score; however, it may lead to misleading results if the parametric model is misspecified.

With the aim of providing a practical method and, at the same time, reducing sensitivity to model misspecification, we propose to use a doubly robust method based on parametric regression and propensity score models. Our estimator of the CATEF is doubly robust in the sense that it is consistent when at least one of the regression model and the propensity score model is correctly specified. Specifically, we first estimate CATEF(Z) using a doubly robust procedure: we estimate a parametric regression model of the outcome on Z for each treatment status and a parametric model for the probability of selecting into the treatment given Z; we then combine the parametric estimation results in a doubly robust fashion to construct an estimate of CATEF(Z). We then obtain an estimate of CATEF(X) by adopting the local linear smoothing of CATEF(Z). As a result, we avoid high-dimensional smoothing with respect to Z but mitigate the problem of misspecification by both the doubly robust estimation and low-dimensional smoothing with respect to X.

We emphasize that we are willing to assume parametric specifications for the propensity score and regression models as functions of Z to avoid the curse of dimensionality, but not for CATEF(X). One may consider parametric estimation of CATEF(X), as Ogburn, Rotnitzky, and Robins (2015) estimate their LATE parameter using least squares approximations. However, note that even if the parametric specification of CATEF(Z) is correct, the resulting specification of CATEF(X) may not be correctly specified since E[Z|X] is possibly highly nonlinear. To avoid this misspecification, we estimate CATEF(X) nonparametrically.

Because the CATEF is a functional parameter, as a tool of inference, we propose to use a uniform confidence band for the CATEF. Our construction of the uniform confidence band is based on some analytic approximation of the supremum of a Gaussian
process using arguments built on Piterbarg (1996), combined with a Gaussian approximation result of Chernozhukov, Chetverikov, and Kato (2014) and an empirical process result of Ghosal, Sen, and van der Vaart (2000). Our method is simple to implement and does not rely on resampling techniques.

This paper contributes to the literature on doubly robust estimation by demonstrating that the doubly robust procedures are useful for estimating the CATEF. In this paper, we focus on the so-called augmented inverse probability weighting estimator that was originally proposed by Robins, Rotnitzky, and Zhao (1994) for the estimation of the mean (see also Robins and Rotnitzky 1995, Scharfstein, Rotnitzky, and Robins 1999). Their estimator appears to be the first estimator to be recognized as being doubly robust. Since then, many other alternative doubly robust estimators have been proposed in the literature. For example, the inverse probability weighting regression adjustment estimator (Kang and Schafer 2007, Wooldridge 2007, 2010) is widely known and has been implemented in statistical software packages. See the introduction of Tan (2010) for a comprehensive summary of other doubly robust estimators. Doubly robust estimators have been advocated for use in many different areas of application: See, for example, Lunceford and Davidian (2004) for medicine, Glynn and Quinn (2010) for political science, Wooldridge (2010) for economics, and Schafer and Kang (2008) for psychology. There are also doubly robust estimators available for different settings including instrumental variables estimation (Tan 2006, Okui, Small, Tan, and Robins 2012) and estimation under multivalued treatments (Derya Uysal 2015). It would not be difficult to extend our method to allow these other doubly robust estimators and to consider different settings. However, to keep the analysis simple, in this paper, we focus on the augmented inverse probability weighting estimator of the CATEF.
The CATEF is mathematically equivalent to “V-adjusted variable importance” of \textit{van der Laan} (2006), who proposes it as a measure of variable importance in prediction. \textit{van der Laan} (2006) proposes a doubly robust estimator of V-adjusted variable importance. Contrary to ours, he considers the projection of the V-adjusted variable importance on a parametric working model and does not consider a nonparametric estimation. Moreover, a uniform confidence band is not examined in \textit{van der Laan} (2006).

In a recent paper, \textit{Abrevaya, Hsu, and Lieli} (2015) consider the estimation of the CATEF\footnote{Our paper is independent of \textit{Abrevaya, Hsu, and Lieli} (2015) and it is started without knowing their work.} however, there are two main differences of this paper relative to \textit{Abrevaya, Hsu, and Lieli} (2015). First, we propose the doubly robust procedure to estimate the CATEF. \textit{Abrevaya, Hsu, and Lieli} (2015) consider the inverse probability weighting estimator. The inverse probability weighting estimator suffers from model misspecification when the propensity score model is misspecified and from the curse of dimensionality when it is estimated nonparametrically. Second, we present a method to construct a uniform confidence band, whereas \textit{Abrevaya, Hsu, and Lieli} (2015) only provide a pointwise confidence interval.

The remainder of the paper is organized as follows. Section \textbf{2} presents the doubly robust estimation method, Section \textbf{3} gives an informal description of how to construct a two-sided, symmetric uniform confidence band when the dimension of $X$ is one, and Section \textbf{4} deals with a general case and provides formal theoretical results. In Section \textbf{5} the results of Monte Carlo simulations demonstrate that in finite samples, our doubly robust estimator works well, and the proposed confidence band has desirable coverage properties. Section \textbf{6} gives an empirical application, and Section \textbf{7} concludes. The proofs are contained in Appendix \textbf{A}. 
2. Doubly Robust Estimation of the Average Treatment Effect Conditional on Covariates of Interest

In this section, a doubly robust method for estimating the CATEF is proposed. We first estimate the CATEF for all the covariates using a doubly robust method. We then obtain the CATEF for the covariates of interest using a nonparametric approach.

Define:

\[ \pi(z) \equiv E[D|Z = z], \]
\[ \mu_j(z) \equiv E[Y|Z = z, D = j] \text{ for } j = 0, 1, \]

where \( \pi(z) \) is the propensity score and \( \mu_j(z) \) for \( j = 0, 1 \) are called regression functions. Note that \( \mu_j(z) = E(Y_j|Z = z) \) for \( j = 0, 1 \) under unconfoundedness. Let \( \pi(z, \beta) \) and \( \mu_j(z, \alpha_j) \) for \( j = 0, 1 \) denote parametric models of \( \pi(z) \) and \( \mu_j(z) \), respectively. \( (\mu_j(z, \alpha_j) \) may also be called “marginal structural models” of [Robins (2000)].

A doubly robust procedure requires that either \( \pi(z) \) or \( \mu_j(z) \) for \( j = 0, 1 \) should be correctly specified, thereby allowing for misspecification in \( \pi(z) \) or in \( \mu_j(z) \). Let \( \theta_0 \equiv (\alpha_{10}^\top, \alpha_{00}^\top, \beta_0^\top)^\top \) denote the vector of true or pseudo-true parameter values that optimize some criterion functions.

We consider the augmented inverse probability weighting approach. Let:

\[ \psi_1(W, \alpha_1, \beta) \equiv \frac{DY}{\pi(Z, \beta)} - \frac{D - \pi(Z, \beta)}{\pi(Z, \beta)}\mu_1(Z, \alpha_1), \]
\[ \psi_0(W, \alpha_0, \beta) \equiv \frac{(1 - D)Y}{1 - \pi(Z, \beta)} + \frac{D - \pi(Z, \beta)}{1 - \pi(Z, \beta)}\mu_0(Z, \alpha_0), \]
\[ \psi(W, \theta) \equiv \psi_1(W, \alpha_1, \beta) - \psi_0(W, \alpha_0, \beta), \]

where \( W \equiv (Y, Z^\top)^\top \) and \( \theta \equiv (\alpha_1^\top, \alpha_0^\top, \beta_0^\top)^\top \). The first terms in \( \psi_1(W, \alpha_1, \beta) \) and \( \psi_0(W, \alpha_0, \beta) \) correspond to inverse probability weighting. The second terms are augmented terms that make the procedure doubly robust.
The following lemma gives regularity conditions under which \( g(x) \) is identified.

**Lemma 1** (Identification of the CATEF). Assume that (1.2) holds and \( 0 < \pi(Z, \beta_0) < 1 \) almost surely. Suppose that either there exists \( \beta_0 \) such that \( \mathbb{E}[D|Z] = \pi(Z, \beta_0) \) almost surely or there exist \( \alpha_{10} \) and \( \alpha_{00} \) such that \( \mathbb{E}[Y_1|Z] = \mu_1(Z, \alpha_{10}) \) and \( \mathbb{E}[Y_0|Z] = \mu_0(Z, \alpha_{00}) \) almost surely. Then:

\[
    g(x) = \mathbb{E}[\psi(W, \theta_0)|X = x].
\]

Lemma 1 suggests that one may estimate \( g(x) \) by running the nonparametric regression of \( \psi(W, \hat{\theta}) \) on \( X_i \), where \( \hat{\theta} \) is a consistent parametric estimator of \( \theta_0 \). Moreover, this lemma implies that the CATEF can be identified through \( \psi(W, \theta_0) \) if either the regression models \( (\mu_1(Z, \alpha_1) \) and \( \mu_0(Z, \alpha_0)) \) or the propensity score model \( (\pi(Z, \beta)) \) is correctly specified (or both). That is, even if \( \mu_1(Z, \alpha_1) \) and \( \mu_0(Z, \alpha_0) \) do not represent the true conditional expectation functions, provided that \( \pi(z, \beta) \) is correct, the CATEF is identified. Similarly, even if \( \pi(z, \beta) \) is misspecified, provided that \( \mu_1(z, \alpha_1) \) and \( \mu_0(z, \alpha_0) \) are correct, the CATEF is identified.

2.1. Parametric Estimation of \( \theta \). For concreteness, we consider the following estimation procedure for \( \theta_0 \). However, how \( \theta_0 \) is estimated does not alter our results provided that the rate of convergence is sufficiently fast so that Assumption 1(7) given below is satisfied. For each \( j = 0, 1 \), we estimate \( \alpha_j \) by least squares:

\[
    (2.1) \quad \hat{\alpha}_j \equiv \arg\min_{\alpha} \sum_{i=1}^{n} D_i^j(1 - D_i)^{1-j}(Y_i - \mu_j(Z_i, \alpha))^2.
\]

We estimate \( \beta \) by maximum likelihood (e.g., probit or logit):

\[
    (2.2) \quad \hat{\beta} \equiv \arg\max_{\beta} \sum_{i=1}^{n} (D_i \log \pi(Z_i, \beta) + (1 - D_i) \log(1 - \pi(Z_i, \beta))).
\]

Remark 1. When the dimension of $Z$ is not too high, an alternative to parametric estimation of $\psi(W, \theta_0)$ is to estimate its nonparametric counterpart via local polynomial estimators as in Rothe and Firpo (2014). However, this would not work when the dimension of $Z$ is sufficiently high (see related remarks in Rothe and Firpo (2014)). The latter is the case we focus on in the paper.

2.2. Local Linear Estimation of $g$. We consider a local linear estimator of $g(x)$. Assume that $g(x)$ is twice continuously differentiable. For each $x_i = (x_1, \ldots, x_d)$, the local linear estimator of $g(x)$ can be obtained by minimizing:

$$S_n(\gamma) \equiv \sum_{i=1}^{n} \left[ \psi(W_i, \hat{\theta}) - \gamma_0 - \gamma_1^T (X_i - x) \right]^2 K \left( \frac{X_i - x}{h_n} \right)$$

with respect to $\gamma \equiv (\gamma_0, \gamma_1^T)^T \in \mathbb{R}^{d+1}$, where $K(\cdot)$ is a kernel function on $\mathbb{R}^d$ and $h_n$ is a sequence of bandwidths. More specifically, let $\hat{g}(x) = e_1^T \hat{\gamma}(x)$, where $\hat{\gamma}(x) \equiv \arg \min_{\gamma \in \mathbb{R}^{d+1}} S_n(\gamma)$ and $e_1$ is a column vector whose first entry is one, and the rest are zero. Because $\hat{\theta}$ can be estimated at a rate of $n^{-1/2}$, there is no estimation effect from the first stage, implying that we can carry out inference as if $\theta_0$ were known.

3. An Informal Description of a Uniform Confidence Band

In this section, we provide an informal description of how to construct a two-sided, symmetric uniform confidence band. For simplicity, we focus on the leading case where $d = 1$. Let $I \equiv [a, b]$ denote an interval of interest for which we build a uniform confidence band. Assume that $I$ is a subset of the support of $X$. We use nonbold $x$ to mean that $x$ is one-dimensional.

**Algorithm.** Carry out the following steps to construct a $(1 - \alpha)$ uniform confidence band.

---

2In this paper, we consider cases in which $x$ is continuous. When $x$ is discreet, the CATEF can be estimated by the sample average of $\psi(W, \hat{\theta})$ using the sub-sample for each value of $x$. Moreover, constructing a confidence band is standard when $x$ takes a finite number of values.
(1) Obtain $\hat{g}(x)$ using a local linear estimator with a bandwidth $h_n$ such that:

$$h_n = \hat{h} \times n^{1/5} \times n^{-2/7},$$

where $\hat{h}$ is a commonly used optimal bandwidth in the literature (for example, the plug-in method of Ruppert, Sheather, and Wand (1995)).

(2) Obtain the pointwise standard error $\hat{s}(x)/(nh_n)^{1/2}$ of $\hat{g}(x)$ by constructing a feasible version of the asymptotic standard error formula:

$$\frac{\hat{s}(x)}{(nh_n)^{1/2}} = \left\{ [nh_n f_X(x)]^{-1} \int K^2(u)du \sigma^2(x) \right\}^{1/2},$$

where $f_X$ is the density of $X$ and $\sigma^2(x)$ is the conditional variance function.

(3) To compute a critical value $c(1 - \alpha)$, define:

$$\lambda = -\int K(u)K''(u)du \int K^2(u)du.$$

Let:

$$a_n \equiv a_n(I) = \left( 2 \log(h_n^{-1}(b-a)) + 2 \log \left( \frac{\lambda^{1/2}}{2\pi} \right) \right)^{1/2}. $$

Now set the critical value by:

$$c(1 - \alpha) \equiv \left( a_n^2 - 2 \log \left( \log \left( (1 - \alpha)^{-1/2} \right) \right) \right)^{1/2}.$$

(4) For each $x \in I$, we set the two-sided symmetric confidence band:

$$\hat{g}(x) - c(1 - \alpha) \frac{\hat{s}(x)}{\sqrt{nh_n}} \leq g(x) \leq \hat{g}(x) + c(1 - \alpha) \frac{\hat{s}(x)}{\sqrt{nh_n}}.$$

We make some remarks on the proposed algorithm. In step (1), the factor $n^{1/5} \times n^{-2/7}$ is multiplied in the definition of $h_n$ to ensure that the bias is asymptotically negligible by undersmoothing. In step (2), one can estimate $f_X$ and $\sigma^2(x) \equiv \text{Var} \left[ \psi(W, \theta_0) | X = x \right]$ using the standard kernel density and regression estimators.
with the same kernel function $K(\cdot)$ and the same bandwidth $h$ and also with an estimator of $\theta_0$. In step (3), we may restrict the bandwidth such that $h_n \ll (b-a)$ (which is satisfied asymptotically), thereby imposing the condition that $\log(h_n^{-1}(b-a))$ is positive. The critical value proposed in step (3) is strictly positive if $\alpha$ is not too close to one or if $n$ is large enough.

**Remark 2.** We may compare our proposal with the critical value based on the $(1-\alpha)$ quantile of the Gumbel distribution, which is given by:

$$c_\infty(1-\alpha) \equiv a_n + \frac{-\log\{\log[(1-\alpha)^{-1/2}]\}}{a_n}.$$  

Note that:

$$c_\infty(1-\alpha) - c(1-\alpha) = \left[\frac{-\log\{\log[(1-\alpha)^{-1/2}]\}}{a_n}\right]^2,$$

which is strictly positive for small $\alpha$ but converges to zero as $a_n$ diverges. Hence, we expect that in finite samples, the confidence band based on $c_\infty(1-\alpha)$ is too wide and has higher coverage probability than the nominal level. It is shown in the next section that the critical value based on the Gumbel distribution is accurate only up to the logarithmic rate, where our proposed critical value is precise in a polynomial rate. This is because our proposal uses a higher-order expansion of Piterbarg (1996), whose approximation error is of a polynomial rate. See Theorem 2 in Section 4 for details.

**Remark 3.** Our construction of critical values is based on a simple analytic method that is easy to compute. Alternatively, one may rely on bootstrap methods to compute critical values for the uniform confidence band. For example, see Claeskens and Kiefer (2003) for smoothed bootstrap confidence bands and Chernozhukov, Lee, and Rosen (2013) for multiplier bootstrap confidence bands. Chernozhukov, Chetverikov, and Kato (2013) show that in general settings including high dimensional models,
Gaussian multiplier bootstrap methods yield critical values for which the approximation error decreases polynomially in the sample size. Roughly speaking, both our simple analytic correction and multiplier bootstrap methods yield critical values that are accurate at polynomial rates. A refined theoretical analysis is necessary to determine which type of the critical value is better asymptotically.

Remark 4. The proposed confidence band can be used to test whether the CATEF is constant. Suppose that our null hypothesis is that \( g(x) \) is constant in \( I \). This null hypothesis can be written as \( g(x) = g_I \), where \( g_I = \mathbb{E}[g(x)|x \in I] \). Since \( g_I \) can be estimated at the parametric (\( \sqrt{n} \)) rate and the estimator thus converges faster than \( \hat{g}(x) \), we can ignore the estimation error in \( \hat{g}(x) \). We reject the constancy of \( g(x) \), if the confidence band does not include the estimate of \( g_I \) for some \( x \in I \).

4. ASYMPTOTIC THEORY

In this section, we establish asymptotic theory. Let \( U \equiv \psi(W, \theta_0) - g(X) \) and let \( U_i \equiv \psi(W_i, \theta_0) - g(X_i) \) for \( i = 1, \ldots, n \). Let \( \hat{s}^2(x) \) be the estimator of the asymptotic variance of \( \hat{g}(x) \). Let \( s_n^2(x) \) denote the population version of the asymptotic variance of the estimator:

\[
s_n^2(x) \equiv \frac{1}{h_n^d} \mathbb{E} \left[ \frac{U^2}{\hat{f}_n^2(x)} K^2 \left( \frac{X - x}{h_n} \right) \right].
\]

Assume that the \( d \)-dimensional kernel function is the product of \( d \) univariate kernel functions. That is, \( K(s) = \prod_{j=1}^d K(s_j) \), where \( s \equiv (s_1, \ldots, s_d) \) is a \( d \)-dimensional vector and \( K(\cdot) \) is a kernel function on \( \mathbb{R} \). Let \( \rho_d(s) = \prod_{j=1}^d \rho(s_j) \), where:

\[
(4.1) \quad \rho(s_j) \equiv \frac{\int K(u)K(u - s_j)du}{\int K^2(u)du},
\]

for each \( j \). We make the following assumptions.

Assumption 1. Let \( d < 4 \).
(1) $I \equiv \prod_{j=1}^{d} [a_j, b_j]$, where $a_j < b_j$, $j = 1, \ldots, d$, and $I$ is a strict subset of the support of $X$.

(2) The distribution of $X$ has a bounded Lebesgue density $f_X(\cdot)$ on $\mathbb{R}^d$. Furthermore, $f_X(\cdot)$ is bounded below from zero with continuous derivatives on $I$.

(3) The density of $U$ is bounded, $\mathbb{E}[U^2 | X = x]$ is continuous on $I$, and $\sup_{x \in \mathbb{R}^d} \mathbb{E}[U^4 | X = x] < \infty$.

(4) $g(\cdot)$ is twice continuously differentiable on $I$.

(5) $K(s) = \prod_{j=1}^{d} K(s_j)$, where $K(\cdot)$ is a kernel function on $\mathbb{R}$ that has finite support on $[-1, 1]$, $\int_{-1}^{1} uK(u)du = 0$, $\int_{-1}^{1} K(u)du = 1$, symmetric around zero, and six times differentiable.

(6) $h_n = Cn^{-\eta}$, where $C$ and $\eta$ are positive constants such that $\eta < 1/(2d)$ and $\eta > 1/(d + 4)$.

(7) $\inf_{n \geq 1} \inf_{x \in I} s_n(x) > 0$ and $s_n(x)$ is continuous for each $n \geq 1$. Furthermore, $x \mapsto \mathbb{E}[U^2 | X = x] f_X(x)$ is Lipschitz continuous.

(8) There exists an estimator $\hat{s}_n^2(x)$ such that

$$\sup_{x \in I} \left| \hat{s}_n^2(x) - s_n^2(x) \right| = O_p(n^{-c})$$

for some constant $c > 0$.

(9) $\max \left\{ (nh_n^d)^{1/2} |\psi(W_i, \hat{\theta}) - \psi(W_i, \theta_0) | : i = 1, \ldots, n \right\} = O_p(n^{-c})$ for some constant $c > 0$.

Most of the assumptions are standard. One of the bandwidth conditions in $h_n$ (that is, $\eta > 1/(d + 4)$) imposes undersmoothing, so that we can ignore the bias asymptotically. The rule-of-thumb bandwidth proposed in Section 3 satisfies the required rate conditions.

Remark 5. Note that $d < 4$ is necessary to ensure that $\eta < 1/(2d)$ and $\eta > 1/(d + 4)$ can hold jointly. It is possible to extend our asymptotic theory to the case that
\( d \geq 4 \) using a higher-order local polynomial estimator under stronger smoothness conditions. In this paper, we limit our attention to the local linear estimator since we are mainly interested in low dimensional \( x \).

**Remark 6.** An estimator of \( \hat{s}^2(x) \) is readily available. For example, we may set

\[
\hat{s}^2(x) = \frac{1}{h_n^d} \sum_{i=1}^{n} \frac{\hat{U}_i^2}{\hat{f}_X^2(x)} K^2 \left( \frac{X - x}{h_n} \right),
\]

where \( \hat{U}_i \equiv \psi(W_i, \hat{\theta}) - \hat{g}(X_i) \) and \( \hat{f}_X(\cdot) \) is the kernel density estimator. Alternatively, since

\[
s_n^2(x) \to \frac{\sigma^2(x)}{f_X(x)} \int K^2(u) du, \quad \text{as } n \to \infty,
\]

where \( \sigma^2(x) \equiv \mathbb{E}[U^2|X = x] \), we may use

\[
\hat{s}^2(x) = \frac{\hat{\sigma}^2(x)}{f_X(x)} \int K^2(u) du,
\]

with a suitable nonparametric estimator \( \hat{\sigma}^2(x) \) of \( \sigma^2(x) \) such as the kernel regression estimator using \( \{(\hat{U}_i^2, X_i) : i = 1, \ldots, n\} \). For either estimator, it is straightforward to verify condition (8) of Assumption 1 using the standard results in kernel estimation.

**Remark 7.** Condition (9) of Assumption 1 is satisfied, for example, if \( \|\hat{\theta} - \theta_0\| = O_p(n^{-1/2}) \), functions \( \beta \mapsto \pi(Z, \beta) \) and \( \alpha_j \mapsto \mu_j(Z, \alpha_j), j = 0, 1 \), are Lipschitz continuous, \( \pi(Z, \beta_0) \) is bounded between \( \epsilon \) and \( 1 - \epsilon \) for some constant \( \epsilon > 0 \), provided that some weak moment conditions on \( (Y, Z) \) hold.

Let \( a_n \equiv a_n(I) \) be the largest solution to the following equation:

\[
\text{mes}(I) h_n^{-d} \lambda^{d/2} (2\pi)^{-(d+1)/2} a_n^{d-1} \exp(-a_n^2/2) = 1,
\]
where \( \text{mes}(\mathcal{I}) \) is the Lebesgue measure of \( \mathcal{I} \); that is, \( \text{mes}(\mathcal{I}) = \prod_{j=1}^{d} (b_j - a_j) \) and:

\[
\lambda = \frac{-\int K(u)K''(u)du}{\int K^2(u)du}.
\]

The following is the main theoretical result of our paper.

**Theorem 2.** Let Assumption 1 hold. Then there exists \( \kappa > 0 \) such that, uniformly in \( t \), on any finite interval:

\[
P\left(a_n \left[ \max_{x \in \mathcal{I}} \left| \frac{\hat{g}(x) - g(x)}{s(x)} \right| - a_n \right] < t \right) =
\]

\[
\exp\left(-2e^{-t^2/2a_n^2}\right) \sum_{m=0}^{[(d-1)/2]} h_{m,d-1} a_n^{-2m} \left(1 + \frac{t}{a_n^2}\right)^{d-2m-1} + O(n^{-\kappa}),
\]

as \( n \to \infty \), where \( h_{m,d-1} \equiv \frac{(-1)^m (d-1)!}{m! 2^m (d-2m-1)!} \) and \([\cdot]\) is the integer part of a number.

Notice that the approximation error is of a polynomial rate. As a result, a critical value based on the leading term of the right-hand side of (4.4) provides a better approximation than one based on the Gumbel approximation. The result in Theorem 2 may be of independent interest for constructing the uniform confidence band in nonparametric regression beyond the scope of estimating the CATEF in our context.

**Remark 8.** In a setting different from here, Lee, Linton, and Whang (2009) propose analytic critical values based on Piterbarg (1996) in order to test for stochastic monotonicity, compare its performance with the bootstrap critical values in their Monte Carlo experiments, and find that both perform well in finite samples. However, the discussions in Lee, Linton, and Whang (2009) are informal and rely on the results of Monte Carlo experiments without the formal proof of establishing the polynomial approximation error.
The conclusion of the theorem can be simplified for special cases. In particular, if \( d = 1 \), then:

\[
P \left( a_n \left[ \max_{x \in \mathcal{I}} \left| \frac{\hat{g}(x) - g(x)}{\hat{s}(x)} \right| - a_n \right] < t \right) = \exp \left( -2e^{-t - t^2/2a_n^2} \right) + O(n^{-\kappa}),
\]

where \( a_n \) is the largest solution to \( \text{mes}(\mathcal{I})h_n^{-1}\lambda^{1/2}(2\pi)^{-1}\exp(-a_n^2/2) = 1 \). Also, if \( d = 2 \), then:

\[
P \left( a_n \left[ \max_{x \in \mathcal{I}} \left| \frac{\hat{g}(x) - g(x)}{\hat{s}(x)} \right| - a_n \right] < t \right) = \exp \left( -2e^{-t - t^2/2a_n^2} \right) \left( 1 + \frac{t}{a_n^2} \right) + O(n^{-\kappa}),
\]

where \( a_n \) is the largest solution to \( \text{mes}(\mathcal{I})h_n^{-2}\lambda^2(2\pi)^{-3/2}\exp(-a_n^2/2) = 1 \).

4.1. **Construction of critical values.** We use the leading term on the right-hand side of (4.4) as a distribution-like function to construct a uniform confidence band. For example, if \( d = 1 \), we may construct a critical value \( c(1 - \alpha) \) that satisfies:

\[
F_{n,1}(c) \geq 1 - \alpha,
\]

where \( F_{n,1}(t) \equiv \exp \left( -2e^{-t - t^2/2a_n^2} \right) \). This yields the critical value presented in the Algorithm of Section 3. Similarly, if \( d = 2 \), we can use:

\[
F_{n,2}(c) \geq 1 - \alpha,
\]

where \( F_{n,2}(t) \equiv \exp \left( -2e^{-t - t^2/2a_n^2} \right) \left( 1 + \frac{t}{a_n^2} \right) \). In finite samples, it might be useful to impose monotonicity of \( F_{n,j}(\cdot) \) by rearrangement (see, e.g., Chernozhukov, Fernández-Val, and Galichon (2009)).

**Remark 9.** Theorem 2 implies that:

\[
\lim_{n \to \infty} P \left( a_n \left[ \max_{x \in \mathcal{I}} \left| \frac{\hat{g}(x) - g(x)}{\hat{s}(x)} \right| - a_n \right] < t \right) = \exp \left( -2e^{-t} \right).
\]
Thus, one may construct analytical critical values based on the Gumbel distribution. However, this approximation is accurate only up to the logarithmic rate in view of Theorem 2.

5. Monte Carlo Experiments

In this section, we present the results of Monte Carlo experiments. These experiments are conducted to see the finite sample performances of the proposed doubly robust estimator and the proposed uniform confidence band. The simulations are conducted by R 3.1.2 with Windows 7. The number of replications is 5000.

5.1. Data generating process. The data generating process follows the potential outcome framework, and we borrow the design used by Abrevaya, Hsu, and Lieli (2015). The notations for the variables are the same as those used in the theoretical part of the paper. Recall that $p$ is the number of covariates (i.e., the dimension of $Z$). We consider two cases: $p = 2$ and $p = 4$. We explain the data generating process for each value of $p$.

The data generating process for $p = 2$ is the following. The vector of covariates $Z = (X_1, X_2)^T$ is generated by:

$$X_1 = \epsilon_1, \quad X_2 = (1 + 2X_1)^2(-1 + X_1)^2 + \epsilon_2,$$

where $\epsilon_i \sim U[-0.5, 0.5]$ for $i = 1, 2$ and $\epsilon_1$ and $\epsilon_2$ are independent. The potential outcomes are generated by:

$$Y_1 = X_1X_2 + v, \quad Y_0 = 0,$$

where $v \sim N(0, 0.25^2)$ and $v$ is independent of $(\epsilon_1, \epsilon_2)$. The treatment status $D$ is generated by:

$$D = 1\{\Lambda(X_1 + X_2) > U\},$$
where $U \sim U[0,1]$, $U$ is independent of $(\epsilon_1, \epsilon_2, v)$ and $\Lambda$ is the logistic function. Thus, the propensity score is $\pi(Z) = \Lambda(X_1 + X_2)$. The observed outcome is $Y = DY_1$.

Next, we present the data generating process for $p = 4$. The covariates $Z = (X_1, X_2, X_3, X_4)^\top$ are generated by:

$$X_1 = \epsilon_1, \quad X_2 = 1 + 2X_1 + \epsilon_2, \quad X_3 = 1 + 2X_1 + \epsilon_3, \quad X_4 = (-1 + X_1)^2 + \epsilon_4,$$

where $\epsilon_i \sim U[-0.5, 0.5]$ for $i = 1, 2, 3, 4$ and $\epsilon_1, \epsilon_2, \epsilon_3$ and $\epsilon_4$ are independent. The potential outcomes are generated by:

$$Y_1 = X_1X_2X_3X_4 + v, \quad Y_0 = 0,$$

where $v \sim N(0, 0.25^2)$ and $v$ is independent of $(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4)$. The treatment status $D$ is generated by:

$$D = 1\{\Lambda(0.5(X_1 + X_2 + X_3 + X_4)) > U\},$$

where $U \sim U[0,1]$ and $U$ is independent of $(\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4v)$. The propensity score is $\pi(Z) = \Lambda(0.5(X_1 + X_2 + X_3 + X_4))$. The observed outcome is $Y = DY_1$.

The parameter of interest is the CATEF for $X = X_1$. In our specification, the CATEF is the same in both $p = 2$ and $p = 4$ cases. The CATEF can be written as:

$$CATEF(x_1) = x_1(1 + 2x_1)^2(-1 + x_1)^2.$$ 

We examine the performance of various statistical procedures regarding this CATEF.

5.2. Model specification. To estimate and conduct statistical inferences on $CATEF(x_1)$ using our doubly robust procedure, we need to specify a model for the regression $\mu_j(z)$ for $j = 0, 1$ and a model for the propensity score $\pi(z)$. We consider two regression models and two propensity score models. One of two models is correctly specified, but the other model is misspecified. We note that our doubly robust procedure is
predicted to work well provided that at least one of the regression models and the propensity score models is correctly specified.

We first discuss the model specifications for $p = 2$. The first regression model is:

$$
\mu_1(z, \alpha_1) = \alpha_{10} + \alpha_{11}X_1X_2, \quad \mu_0(z, \alpha_0) = \alpha_{00} + \alpha_{01}X_1X_2.
$$

This model is correctly specified. The coefficients are estimated by OLS using $X_1X_2$ as the explanatory variable. The second regression model, which is misspecified, is:

$$
\mu_1(z, \alpha_1) = \alpha_{10} + \alpha_{11}X_1 + \alpha_{12}X_2, \quad \mu_0(z, \alpha_0) = \alpha_{00} + \alpha_{01}X_1 + \alpha_{02}X_2.
$$

The model is estimated by OLS using $X_1$ and $X_2$ as explanatory variables.

We also consider two models for propensity score. When $p = 2$, the first model is correctly specified and it is:

$$
\pi(z, \beta) = \Lambda(\beta_0 + \beta_1X_1 + \beta_2X_2).
$$

The model is estimated by maximum likelihood. The misspecified model is:

$$
\pi(z, \beta) = (\Lambda(\beta_0 + \beta_1X_1 + \beta_2X_2))^2.
$$

This misspecified propensity score is computed by taking the square of the estimated correctly specified propensity score.

The model specifications for $p = 4$ are similar to those for $p = 2$ but include more covariates. The first regression model (correctly specified) is:

$$
\mu_1(z, \alpha_1) = \alpha_{10} + \alpha_{11}X_1X_2X_3X_4, \quad \mu_0(z, \alpha_0) = \alpha_{00} + \alpha_{01}X_1X_2X_3X_4.
$$
The model is estimated by OLS using $X_1, X_2, X_3, X_4$ as the explanatory variable. The misspecified version is:

$$
\mu_1(z, \alpha_1) = \alpha_{10} + \alpha_{11}X_1 + \alpha_{12}X_2 + \alpha_{13}X_3 + \alpha_{14}X_4,
$$

$$
\mu_0(z, \alpha_0) = \alpha_{00} + \alpha_{01}X_1 + \alpha_{02}X_2 + \alpha_{03}X_3 + \alpha_{04}X_4.
$$

The model is estimated by OLS using $X_1$, $X_2$, $X_3$ and $X_4$ as explanatory variables. For the propensity score, we first estimate the correctly specified logit model:

$$
\pi(z, \beta) = \Lambda(\beta_0 + \beta_1X_1 + \beta_2X_2 + \beta_3X_3 + \beta_4X_4).
$$

We then compute a misspecified propensity score by taking the square of the estimated propensity score based on the correctly specified model.

We estimate $CATEF(x_1)$ for $x_1 \in \{-0.4, -0.2, 0, 0.2, 0.4\}$ and compute the mean bias (“MEAN”), standard deviation (“SD”), the average of standard error for $\widehat{CATEF}(x_1)$ (“ASE”), and the mean squared error times 100 (“MSE×100”). The local linear regression is conducted with the Gaussian kernel, and the preliminary bandwidth ($\hat{h}$ in Algorithm (1)) is chosen by the method of [Ruppert, Sheather, and Wand (1995)]. We also compute the “BIAS”, “SE” and “MSE×100” of the corresponding inverse probability weighting estimators and the regression adjustment estimators. Note that the difference between the proposed method and those alternative methods arises only in the estimation of $\psi(W, \theta_0)$ and the other steps are the same.

We examine the coverage probability of the uniform confidence band for $CATEF(x_1)$ for the range $-0.4 \leq x_1 \leq 0.4$. The nominal coverage probabilities that we consider are 99%, 95% and 90%. We compute the empirical coverage (“CP”), the mean critical value (“Mcri”), and the standard deviation of critical value (“Sdcri”). We also compute the coverage probabilities of the confidence band when the critical values are computed by the Gumbel approximation (“GCP”).
5.3. Results. Tables 1 and 2 summarize the results on the properties of the estimators. The proposed doubly robust estimator of the CATEF works well in finite samples. As the theory indicates, the proposed estimator exhibits small bias provided that at least one of the regression models and the propensity score models is correctly specified. Its standard deviation is typically smaller than that of the inverse probability weighting estimator, and when it is not, the difference is small. We find that the regression adjustment estimator is very precise when the regression model is correctly specified. However, it is markedly vulnerable against model misspecification. The inverse probability weighting estimator also suffers from model misspecification, although it is arguably more robust than the regression adjustment estimator. When both models are misspecified, the doubly robust estimator is biased; however, its mean squared error is typically smaller than those of the alternatives, although we notice that at some points ($x = 0$ for the inverse probability weighting estimator and $x = 0.2$ for the regression adjustment estimator), the alternative estimators happen to have small biases. All the estimators have large mean squared errors when $x = -0.4$. This result is a consequence of the well-known result in nonparametric statistics that it is difficult to estimate the value of a function near the end of the support. The standard error for the proposed doubly robust estimator is, on average, close to the standard deviation.

Tables 3 and 4 summarize the finite sample properties of the proposed uniform confidence band. The results show that our uniform confidence band has a good coverage property provided that one of the models is correctly specified. When both models are misspecified, $p = 4$ and $N = 1000$, the size distortion is heavy. The average values of the 95% critical values are around 3. Because the pointwise critical value is 1.96 and is much smaller than the uniformly valid critical value, it demonstrates the importance of the uniform property of confidence band. The standard deviations of
the critical values are small because they change only if the bandwidth changes. The confidence band based on the Gumbel approximation is very conservative.

The results of the Monte Carlo simulation confirm that the proposed doubly robust estimator indeed works well in finite samples provided that one of the regression and propensity score models is correctly specified. The proposed uniform confidence band also has good coverage properties.

6. An Empirical Application

We apply our uniformly valid confidence band for the CATEF for the effect of maternal smoking on birth weight where the argument of the CATEF is the mother’s age. Our aim here is to illustrate our confidence band in comparison with alternative confidence bands. We first discuss the background of this application and the dataset used. We then compute various confidence bands for the CATEF and discuss the results.

While the purpose of this application is to illustrate our uniformly valid confidence band and not to present new insights on the effect of smoking, it is still informative to discuss the background of this application. Many studies document that low birth weight is associated with prolonged negative effects on health and educational or labor market outcomes throughout life, although there has been a debate over its magnitude. See, e.g., Almond and Currie (2011) for a review. Maternal smoking is considered to be the most important preventable negative cause of low birth weight (Kramer, 1987). There are many studies that evaluate the effect of maternal smoking on low birth weight (Almond and Currie, 2011). The program evaluation approach is employed by, for example, Almond, Chay, and Lee (2005), da Veiga and Wilder (2008) and Walker, Tekin, and Wallace (2009), and panel data analysis is carried out by Abrevaya (2006) and Abrevaya and Dahl (2008). Here, we are interested in how the effect of smoking changes across different age groups of mothers.
and Wallace (2009) examine whether the effect of smoking is larger for teen mothers than for adult mothers and find mixed evidence. Abrevaya, Hsu, and Lieli (2015) also consider this problem in their application.

Our dataset consists of observations from white mothers in Pennsylvania in the USA. The dataset is an excerpt from Cattaneo (2010) and is obtained from the STATA website ("http://www.stata-press.com/data/r13/cattaneo2.dta"). Note that the dataset was originally used in Almond, Chay, and Lee (2005). We restrict our sample to white and non-Hispanic mothers, and the sample size is 3754. The outcome of interest (Y) is infant birth weight measured in grams. The treatment variable (D) is a binary variable that is equal to 1 if the mother smokes and 0 otherwise. The set of covariates Z includes the mother’s age, an indicator variable for alcohol consumption during pregnancy, an indicator for the first baby, the mother’s educational attainment, an indicator for the first prenatal visit in the first trimester, the number of prenatal care visits, and an indicator for whether there was a previous birth where the newborn died. We are interested in how the effect of smoking varies across different values of the mother’s age. Therefore, X is mother’s age in this application.

To estimate the CATEF, we use linear regression models for the regression part and a logit model for propensity score. The explanatory variables used in the regression models and the logit models consist of all the elements of Z, the square of the mother’s age, and the interaction terms between the mother’s age and all other elements of Z. We estimate the CATEF in the interval between ages 15 and 35.

We compute the following three 95% confidence bands for the CATEF. “Our CB” is the confidence band proposed in this paper. Because X is univariate in this application, we follow the algorithm in Section 3. We use the Gaussian kernel. The preliminary bandwidth (h) is chosen by the method of Ruppert, Sheather, and Wand (1995). “Gumbel CB” is the confidence band in which c(1 – α) in the algorithm is replaced by that based on the Gumbel approximation (see Remark 1). “PW CB”
is a pointwise valid confidence band where we replace $c(1 - \alpha)$ in the algorithm by the corresponding value from the standard normal distribution (i.e., 1.96). This provides a valid confidence interval for each point of the CATEF. However, its uniform coverage rate would be smaller than 95%.

Figure 1 plots the estimated CATEF and the three 95% confidence bands for the range between 15 and 35 years of age. The figure also contains the average treatment effect estimate (AIPW estimate) for a reference.

The widths of the three confidence bands are substantially different. The confidence band based on the Gumbel approximation provides the widest band and may not be very informative. The confidence band that is valid only in a pointwise sense gives the narrowest band. This band is not uniformly valid and so may provide misleading information about the CATEF. On the other hand, this provides valuable information if we are interested at a particular point of the CATEF. The confidence band we propose lay between “Gumbel CB” and “PW CB”. While this band is wider than “PW CB”, it is much narrower than “Gumbel CB” and is uniformly asymptotically valid. We see from this figure that our confidence band is informative while being uniformly valid.

The estimated CATEF is decreasing from 15 to around 25 years of age. It is rather stable for the range above 25 years of age. All confidence bands indicate that the CATEF is estimated imprecisely near the ends of the range. Nonetheless, the estimated CATEF indicates that smoking may not have a strong impact when the mother is young. The CATEF is estimated relatively precisely in the middle of the range. For the range between 20 and 30 years of age, even the band based on the Gumbel approximation, which is the widest, does not contain 0. This result provides robust evidence that smoking has a negative impact on birth weight at least for mothers who are 20 to 30 years old. In this particular dataset, the statistical evidence against a constant smoking effect is somewhat weak. The confidence band that is valid
only in a pointwise sense may provide an impression that the smoking effect depends on the mother’s age. However, the uniformly valid confidence band that we propose marginally contains the straight line that is equal to the ATE estimate. This result illustrates that there is a caveat when we use pointwise confidence intervals, as well as the importance of using uniformly valid confidence bands.

7. Conclusion

In this paper, we propose a doubly robust method for estimating the CATEF. We consider the situation where a high-dimensional vector of covariates is needed for identifying the average treatment effect but the covariates of interest are of much lower dimension. Our proposed estimator is doubly robust and does not suffer from the curse of dimensionality. We propose a uniform confidence band that is easy to compute, and we illustrate its usefulness via Monte Carlo experiments and an application to the effects of smoking on birth weights.

There are a few topics to be explored in the future. First, it would be useful to consider the issue of asymptotic biases of the proposed estimator without relying on undersmoothing. For example, it might be possible to extend the approach of Hall and Horowitz (2013) that avoids undersmoothing for our purposes. Second, it would be an interesting exercise to develop a method for estimating the quantile treatment effects conditional on covariates. Third, it is possible to extend our approach to the local average treatment effect. As mentioned in the Introduction, Ogburn, Rotnitzky, and Robins (2015) consider conditioning on \( Z \) to achieve identification, but they estimate the local average treatment effect, say LATE(\( X \)), as a function of \( X \). However, their specification of LATE(\( X \)) is parametric. Our approach can be adapted to specify LATE(\( X \)) nonparametrically and to develop a corresponding uniform confidence band. Fourth, this paper does not cover marginal treatment effects that can be identified using the method of local instrumental variables developed by Heckman and
It would be interesting to develop a uniform confidence band for the marginal treatment effects.

### Appendix A. Proofs

**Proof of Lemma 1.** Because $DY = DY_1$ and $Y_1$ and $D$ are independent of each other conditional on $Z$, write:

\[
\mathbb{E}[\psi_1(W, \alpha_{10}, \beta_0)|X = x] = \mathbb{E} \left[ \frac{\mathbb{E}[D|Z] \mathbb{E}[Y_1|Z] - \mathbb{E}[D|Z] - \pi(Z, \beta_0)}{\pi(Z, \beta_0)} \mu_1(Z, \alpha_{10}) \right | X = x].
\]

(A.1)

Suppose that there exists $\beta_0$ such that $\mathbb{E}[D|Z] = \pi(Z, \beta_0)$ almost surely. Then the right-hand side of (A.1) reduces to:

\[
\mathbb{E} \left[ \mathbb{E}[Y_1|Z] | X = x \right] = \mathbb{E}[Y_1|X = x].
\]

Suppose now that there exists $\alpha_{10}$ such that $\mathbb{E}[Y_1|Z] = \mu_1(Z, \alpha_{10})$ almost surely. Then the right-hand side of (A.1) again reduces to:

\[
\mathbb{E} \left[ \mu_1(Z, \alpha_{10}) | X = x \right] = \mathbb{E}[Y_1|X = x].
\]

Analogously, we have $\mathbb{E}[\psi_0(W, \alpha_{00}, \beta_0)|X = x] = \mathbb{E}[Y_0|X = x]$.

□

The remainder of the appendix gives the proof of Theorem 2. We first establish the linear expansion of the local linear estimator.

**Lemma 3.**

\[
\sup_{x \in \mathcal{I}} \sqrt{nh_n^d} \left| \frac{\hat{g}(x) - g(x)}{\hat{s}(x)} - \frac{1}{nh_n^d s_n(x)} \sum_{i=1}^{n} U_i f_X(x) K \left( \frac{X_i - x}{h_n} \right) \right| = O_p(n^{-c})
\]

for some positive constant $c > 0$. 
Proof of Lemma 3. Let $\hat{\Psi}$ and $\Psi_0$ denote the $n$-dimensional vectors such that $\hat{\Psi} = \{\psi(W_i, \hat{\theta})\}_{i=1}^n$ and $\Psi_0 = \{\psi(W_i, \theta_0)\}_{i=1}^n$, respectively. Let $\Gamma(x)$ be the $n \times (d+1)$ matrix whose $i$-th row is $[1, (X_i - x)\top]$, $\Omega(x)$ the $n$-dimensional diagonal matrix whose $i$-th element is $h_n^{-1}K[(X_i - x)/h_n]$, $G := [g(X_i)]_{i=1}^n$ the $n$-dimensional vector of regression functions evaluated at data points, and $U := (U_i)_{i=1}^n$ the $n$-dimensional vector of regression errors. Let $e_1$ denote the $(d+1) \times 1$ vector whose first element is one and all others are zeros. Write

$$\hat{g}(x) - g(x) = T_{n1}(x) + T_{n2}(x) + R_{n1}(x),$$

where

$$T_{n1}(x) = e_1^\top \left[ \Gamma(x)\top\Omega(x)\Gamma(x) \right]^{-1} \Gamma(x)\top\Omega(x)U,$$

$$T_{n2}(x) = e_1^\top \left[ \Gamma(x)\top\Omega(x)\Gamma(x) \right]^{-1} \Gamma(x)\top\Omega(x)G,$$

$$R_{n}(x) = e_1^\top \left[ \Gamma(x)\top\Omega(x)\Gamma(x) \right]^{-1} \Gamma(x)\top\Omega(x) \left( \hat{\Psi} - \Psi_0 \right).$$

We first consider the leading stochastic term $T_{n1}(x)$. As in equation (2.10) of Ruppert and Wand (1994), we have that

$$n^{-1}\Gamma(x)\top\Omega(x)\Gamma(x)$$

$$= \left( \begin{array}{cc} \frac{1}{nh_n^d} \sum_{i=1}^n K \left( \frac{X_i - x}{h_n} \right) & \frac{1}{nh_n^d} \sum_{i=1}^n K \left( \frac{X_i - x}{h_n} \right) (X_i - x)\top \\ \frac{1}{nh_n^d} \sum_{i=1}^n K \left( \frac{X_i - x}{h_n} \right) (X_i - x) & \frac{1}{nh_n^d} \sum_{i=1}^n K \left( \frac{X_i - x}{h_n} \right) (X_i - x)(X_i - x)\top \end{array} \right).$$

By the standard empirical process results (see e.g., Pollard (1984) or van der Vaart and Wellner (1996)) combined with the usual change of variables, we have that uniformly
in $x \in I$,

$$
\frac{1}{nh_n^d} \sum_{i=1}^{n} K \left( \frac{X_i - x}{h_n} \right) = f(x) + o(h_n) + O_p \left( \frac{\log n}{nh_n^d} \right)^{1/2},
$$

$$
\frac{1}{nh_n^d} \sum_{i=1}^{n} K \left( \frac{X_i - x}{h_n} \right) \left( X_i - x \right) = h_n^2 \frac{\partial f(x)}{\partial x} \mu_2(K) + o(h_n^2) + O_p \left( \frac{\log n}{nh_n^d} \right)^{1/2},
$$

$$
\frac{1}{nh_n^d} \sum_{i=1}^{n} K \left( \frac{X_i - x}{h_n} \right) \left( X_i - x \right)^\top = h_n^2 f(x) \mu_2(K) + o(h_n^2) + O_p \left( \frac{\log n}{nh_n^d} \right)^{1/2},
$$

where $\mu_2(K) := \int u^2 K(u) du$.

Throughout the remainder of the proof, we let $r_n(x) = O_p(n^{-c})$, uniformly in $x$, be a sequence that can be different in different places for some constant $c > 0$. Then as in (2.11) of Ruppert and Wand (1994), we have that

(A.3)

$$
\left[ n^{-1} \Gamma(x)^\top \Omega(x) \Gamma(x) \right]^{-1}
= \begin{pmatrix}
    f_X(x)^{-1} [1 + r_n(x)] & -[\partial f_X(x)/\partial x]^\top f_X(x)^{-2} [1 + r_n(x)] \\
    -[\partial f_X(x)/\partial x] f_X(x)^{-2} [1 + r_n(x)] & \mu_2(K) f_X(x) h_n^2 I_d^{-1} [1 + r_n(x)]
\end{pmatrix},
$$

where $I_d$ is the $d$-dimensional identity matrix. The little $o_p(\cdot)$ terms in equation (2.11) of Ruppert and Wand (1994) are pointwise; however, (A.3) holds uniformly in $x \in I$ with polynomially decaying terms $r_n(x)$ under our assumptions.

Let $\Gamma_i(x) := [1, (X_i - x)^\top]^\top$. Since

$$
n^{-1} \Gamma(x)^\top \Omega(x) U = \frac{1}{nh_n^d} \sum_{i=1}^{n} U_i K \left( \frac{X_i - x}{h_n} \right) \Gamma_i(x),
$$

we have by (A.3) that $T_{n1}(x) = T_{n11}(x) + T_{n12}(x)$, where

$$
T_{n11}(x) = \frac{1}{nh_n^d f_X(x)} \sum_{i=1}^{n} U_i K \left( \frac{X_i - x}{h_n} \right) [1 + r_n(x)],
$$
\[ T_{n12}(x) = -\frac{1}{nh_n^d[f_x(x)]^2} \sum_{i=1}^{n} U_i K \left(\frac{X_i - x}{h_n}\right) \left[ \frac{\partial f_x(x)}{\partial x} \right]^{\top} \left( X_i - x \right) [1 + r_n(x)]. \]

Again using the standard empirical process result and the method of change of variables,

\[ T_{n11}(x) = O_p \left( \left( \frac{\log n}{nh_n^d} \right)^{1/2} \right) \quad \text{and} \quad T_{n12}(x) = O_p \left( h_n \left( \frac{\log n}{nh_n^d} \right)^{1/2} \right) \]
uniformly in \( x \in \mathcal{I} \). Therefore, we have shown that

(A.4) \[ T_{n1}(x) = \frac{1}{nh_n^d f_x(x)} \sum_{i=1}^{n} U_i K \left(\frac{X_i - x}{h_n}\right) [1 + r_n(x)]. \]

We now move on the other remainder terms. The proof of Theorem 2.1 (in particular, equation (2.3)) of Ruppert and Wand (1994) implies that \( T_{n2}(x) = O(h_n^2) \) uniformly in \( x \in \mathcal{I} \). The condition that \( nh_n^{d+4} \to 0 \) at a polynomial rate in \( n \) corresponds to the undersmoothing condition. It is straightforward to show that \( (nh_n^d)^{1/2} R_n(x) = O(n^{-c}) \) uniformly in \( x \) for some constant \( c > 0 \) due to Assumption (9) that

\[ \max \left\{ (nh_n^d)^{1/2} |\psi(W_i, \hat{\theta}) - \psi(W_i, \theta_0)| : i = 1, \ldots, n \right\} = O_p(n^{-c}) \]
for some constant \( c > 0 \).

Note that by conditions (7) and (8) of Assumption (1) we have that \( \inf_{n \geq 1} \inf_{x \in \mathcal{I}} s_n(x) > 0 \) and \( \sup_{x \in \mathcal{I}} |s^2(x) - s_n^2(x)| = O_p(n^{-c}) \). Hence, the lemma follows from (A.4) immediately. \( \square \)

Define:

\[ T_n(x) \equiv \frac{1}{nh_n^d} \sum_{i=1}^{n} U_i K \left(\frac{X_i - x}{h_n}\right) \quad \text{and} \quad c_n(x) \equiv \left\{ \frac{1}{h_n^d} E \left[ U^2 K^2 \left(\frac{X - x}{h_n}\right) \right] \right\}^{-1/2}. \]
Note that $c_n(x) = [f^*_x(x)s_n(x)]^{-1}$. By Lemma 3
\[
\max_{x \in I} \sqrt{nh_n^d} \left| \frac{\hat{g}(x) - g(x)}{\hat{s}(x)} - c_n(x)T_n(x) \right| = O_p \left( n^{-c} \right).
\]

We now use the result of Chernozhukov, Chetverikov, and Kato (2014) to obtain Gaussian approximations. Define:

(A.5) \[ W_n \equiv \sup_{x \in I} c_n(x) \sqrt{nh_n^d} [T_n(x) - \mathbb{E}T_n(x)]. \]

Chernozhukov, Chetverikov, and Kato (2014) established an approximation of $W_n$ by a sequence of suprema of Gaussian processes. For each $n \geq 1$, let $\tilde{B}_{n,1}$ be a centered Gaussian process indexed by $I$ with covariance function:

(A.6) \[
\mathbb{E}[\tilde{B}_{n,1}(x)\tilde{B}_{n,1}(x')] = h_n^{-d}c_n(x)c_n(x')\text{Cov}\left[U^2K\left(\frac{X-x}{h_n}\right)K\left(\frac{X-x'}{h_n}\right)\right].
\]

Proposition 3.2 of Chernozhukov, Chetverikov, and Kato (2014) establishes the following approximation result.

**Lemma 4.** Let Assumption 4 hold. Then for every $n \geq 1$, there is a tight Gaussian random variable $\tilde{B}_{n,1}$ in $\ell^\infty(I)$ with mean zero and covariance function (A.6), and there is a sequence $\tilde{W}_{n,1}$ of random variables such that $\tilde{W}_{n,1} = \sup_{x \in I} \tilde{B}_{n,1}(x)$ and as $n \to \infty$:

\[
|W_n - \tilde{W}_{n,1}| = O_P \left\{ (nh_n^d)^{-1/6} \log n + (nh_n^d)^{-1/4} \log^{5/4} n + (n^{1/2}h_n^d)^{-1/2} \log^{3/2} n \right\}.
\]

**Proof of Lemma 4.** To apply Proposition 3.2 of Chernozhukov, Chetverikov, and Kato (2014), we first note that Assumption 4 implies that all the regularity conditions for Proposition 3.2 of Chernozhukov, Chetverikov, and Kato (2014) are satisfied. They are:
(1) sup_{x \in \mathbb{R}^d} \mathbb{E}[U^4|X = x] < \infty.

(2) \(K(\cdot)\) is a bounded and continuous kernel function on \(\mathbb{R}^d\), and such that the class of functions \(K \equiv \{t \mapsto K(ht + x) : h > 0, x \in \mathbb{R}^d\}\) is a VC type with envelope \(\|K\|_\infty\).

(3) The distribution of \(X\) has a bounded Lebesgue density \(p(\cdot)\) on \(\mathbb{R}^d\).

(4) \(h_n \to 0\) and \(\log(1/h_n) = O(\log n)\) as \(n \to \infty\).

(5) \(C_I \equiv \sup_{n \geq 1} \sup_{x \in I} |c_n(x)| < \infty\). Moreover, for every fixed \(n \geq 1\) and for every \(x_m \in \mathcal{I} \to x \in \mathcal{I}\) pointwise, \(c_n(x_m) \to c_n(x)\).

Then the desired result is an immediate consequence of Proposition 3.2 of Chernozhukov, Chetverikov, and Kato (2014) with a singleton set \(\mathcal{G} = \{U\}\) and with \(q = 4\) (using their notation) in verifying condition \((B1)'\) of Chernozhukov, Chetverikov, and Kato (2014).

We now show that the Gaussian field obtained in Lemma 4 can be further approximated by a stationary Gaussian field.

**Lemma 5.** Let Assumption 7 hold. Then for every \(n \geq 1\), there is a tight Gaussian random variable \(\tilde{B}_{n,2}\) in \(\ell^\infty(\mathcal{I}_n)\) with mean zero and covariance function:

\[
\mathbb{E}[\tilde{B}_{n,2}(s) \tilde{B}_{n,2}(s')] = \rho_d(s - s')
\]

for \(s, s' \in \mathcal{I}_n \equiv h_n^{-1}\mathcal{I}\), and there is a sequence of random variables such that \(\tilde{W}_{n,2} =_d \sup_{x \in \mathcal{I}} \tilde{B}_{n,2}(h_n^{-1}x)\) and as \(n \to \infty\):

\[
|\tilde{W}_{n,1} - \tilde{W}_{n,2}| = O_P\left(h_n \sqrt{\log h_n^{-d}}\right).
\]

**Proof of Lemma 5.** This lemma can be proved as in the proof of Lemma 3.4 of Ghosal, Sen, and van der Vaart (2000). Let:

\[
\phi_{n,x}(U_i, X_i) := \left\{\mathbb{E}\left[U^2K^2\left(\frac{X - x}{h_n}\right)\right]\right\}^{-1/2} U_i K\left(\frac{X_i - x}{h_n}\right),
\]
\[ \varphi_{n,x}(U_i, X_i) := \left( h_n^d \mathbb{E}\left[ U^2 | X_i \right] f_X(X_i) \int K^2(u) du \right)^{-1/2} U_i K \left( \frac{X_i - x}{h_n} \right). \]

As in Remark 8.3 of Ghosal, Sen, and van der Vaart (2000) and in the proof of Lemma 3.4 of Ghosal, Sen, and van der Vaart (2000), we can regard Gaussian processes \( \tilde{B}_{n,1} \) and \( \tilde{B}_{n,2} \) as Brownian bridges \( B_n(\varphi_{n,x}) \) and \( B_n(\phi_{n,x}) \), respectively, in the sense that 

\[ \mathbb{E} B_n(g) = 0 \quad \text{and} \quad \mathbb{E}[B_n(g)B_n(g')] = \text{cov}(g,g') \text{ for } g = \phi_{n,x}, g' = \phi_{n,x'} \text{ or } g = \varphi_{n,x}, g = \varphi_{n,x'}. \]

Define \( \delta_n(x) := B_n(\phi_{n,x}) - B_n(\varphi_{n,x}) \). Note that \( \delta_n(x) \) is also a mean zero Gaussian process with:

\[ \mathbb{E} [\delta_n(x)\delta_n(x')] = \mathbb{E} [\{\phi_{n,x}(U, X) - \varphi_{n,x}(U, X)\}\{\phi_{n,x'}(U, X) - \varphi_{n,x'}(U, X)\}]. \]

Note that:

\[ \mathbb{E} [\{\delta_n(x)\}^2] = \int \left( \int \mathbb{E}\left[ U^2 | X = x + hu \right] K^2(u) f_X(x + hu) du \right)^{-1/2} \]

\[ - \left( \int \mathbb{E}\left[ U^2 | X = x + ht \right] f_X(x + ht) \int K^2(u) du \right)^{-1/2} \times \]

\[ \mathbb{E} \left[ U^2 | X = x + ht \right] K^2(t) f_X(x + hu) dt \]

\[ = O(h_n^2), \]

because \( x \mapsto \mathbb{E}\left[ U^2 | X = x \right] f_X(x) \) is Lipschitz continuous. Thus, the \( L^2 \)-diameter of \( \delta_n(\cdot) \) is \( O(h_n) \). In addition, we can show that there exists a constant \( C > 0 \) such that:

\[ \mathbb{E} \left[ \{\delta_n(x) - \delta_n(x')\}^2 \right] \leq C h^{-2} \|x - x'\|^2. \]

Then arguments similar to those used in the proof of Lemma 3.4 of Ghosal, Sen, and van der Vaart (2000) yield the desired result.

\[ \square \]
Proof of Theorem 2. First note that $a_n = O(\sqrt{\log n})$ because $h_n = C n^{-\eta}$. Lemmas 4 and 5 together imply that:

$$\max_{x \in I} \left| \frac{\hat{g}(x) - \hat{g}(x)}{\hat{s}(x)} - \hat{B}_{n,2}(h_n^{-1}x) \right| = o_p(a_n).$$

Note that $\tilde{B}_{n,2}$, defined in Theorem 5, is a homogeneous Gaussian field with zero mean and the covariance function $\rho_d(s)$. Because of the assumption on $K(\cdot)$, the covariance function $\rho_d(s)$ has finite support and is six times differentiable. The latter property implies that the Gaussian process $\tilde{B}_{n,2}$ is three times differentiable in the mean square sense (see, e.g., Chapter 4 of Rasmussen and Williams (2006)). Then by Theorem 14.3 of Piterbarg (1996) and also by Theorem 3.2 of Konakov and Piterbarg (1984), there exists $\kappa > 0$ such that uniformly in $t$, on any finite interval:

$$\mathbb{P} \left( a_n \left[ \max_{x \in I} \left| \tilde{B}_{n,2}(h_n^{-1}x) \right| - a_n \right] < t \right) =$$

$$\exp \left( -2 e^{-t^2/2a_n^2} \right) \sum_{m=0}^{[(d-1)/2]} h_m a_n^{-2m} \left( 1 + \frac{t}{a_n^2} \right)^{d-2m-1} + O(n^{-\kappa})$$

as $n \to \infty$, where $a_n$ is obtained as the largest solution to the equation:

$$\frac{\text{mes}(I) h_n^{-d} \sqrt{\det \Lambda_2}}{(2\pi)^{(d+1)/2}} a_n^{-d-1} e^{-a_n^2/2} = 1,$$

$\Lambda_2$ is the covariance matrix of the vector of the first derivative of the Gaussian field $\tilde{B}_{n,2}$:

$$\Lambda_2 \equiv \text{cov grad } \tilde{B}_{n,2}(t) = \left( -\frac{\partial^2 r(0)}{\partial t_i \partial t_j}, i, j = 1, \ldots, d \right),$$

and $[\cdot]$ is the integer part of a number. Simple calculation yields $\sqrt{\det \Lambda_2} = \lambda^{d/2}$ with $\lambda$ defined in (4.3). \qed
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<table>
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<td></td>
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<td></td>
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<td></td>
<td></td>
<td></td>
<td></td>
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<tr>
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<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.001</td>
<td>0.06</td>
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<td>0.36</td>
<td>-0.001</td>
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<td>2.626</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.2</td>
<td>0.005</td>
<td>0.042</td>
<td>0.04</td>
<td>0.182</td>
<td>0.004</td>
<td>0.043</td>
<td>0.183</td>
<td>0.058</td>
<td>0.023</td>
<td>0.394</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.004</td>
<td>0.037</td>
<td>0.036</td>
<td>0.138</td>
<td>0.004</td>
<td>0.036</td>
<td>0.129</td>
<td>0.097</td>
<td>0.017</td>
<td>0.978</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
<td>0.035</td>
<td>0.034</td>
<td>0.124</td>
<td>0</td>
<td>0.037</td>
<td>0.14</td>
<td>-0.002</td>
<td>0.018</td>
<td>0.034</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-0.004</td>
<td>0.038</td>
<td>0.036</td>
<td>0.149</td>
<td>-0.004</td>
<td>0.044</td>
<td>0.192</td>
<td>-0.053</td>
<td>0.026</td>
<td>0.343</td>
<td></td>
<td></td>
</tr>
<tr>
<td>False propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>0.002</td>
<td>0.134</td>
<td>0.117</td>
<td>1.784</td>
<td>0.006</td>
<td>0.147</td>
<td>2.171</td>
<td>-0.001</td>
<td>0.024</td>
<td>0.059</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.2</td>
<td>0.005</td>
<td>0.069</td>
<td>0.07</td>
<td>0.484</td>
<td>-0.06</td>
<td>0.077</td>
<td>0.955</td>
<td>0.002</td>
<td>0.022</td>
<td>0.047</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.005</td>
<td>0.048</td>
<td>0.048</td>
<td>0.23</td>
<td>0.004</td>
<td>0.05</td>
<td>0.254</td>
<td>0.001</td>
<td>0.016</td>
<td>0.026</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
<td>0.041</td>
<td>0.041</td>
<td>0.169</td>
<td>0.056</td>
<td>0.047</td>
<td>0.543</td>
<td>-0.001</td>
<td>0.017</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-0.005</td>
<td>0.042</td>
<td>0.042</td>
<td>0.176</td>
<td>0.092</td>
<td>0.056</td>
<td>1.155</td>
<td>-0.002</td>
<td>0.029</td>
<td>0.085</td>
<td></td>
<td></td>
</tr>
<tr>
<td>True propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>0.282</td>
<td>0.178</td>
<td>0.166</td>
<td>11.125</td>
<td>0.006</td>
<td>0.147</td>
<td>2.171</td>
<td>-0.001</td>
<td>0.024</td>
<td>0.059</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.023</td>
<td>0.075</td>
<td>0.076</td>
<td>0.615</td>
<td>-0.06</td>
<td>0.077</td>
<td>0.955</td>
<td>0.002</td>
<td>0.022</td>
<td>0.047</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-0.034</td>
<td>0.052</td>
<td>0.052</td>
<td>0.385</td>
<td>0.004</td>
<td>0.05</td>
<td>0.254</td>
<td>0.001</td>
<td>0.016</td>
<td>0.026</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-0.005</td>
<td>0.044</td>
<td>0.045</td>
<td>0.195</td>
<td>0.056</td>
<td>0.047</td>
<td>0.543</td>
<td>-0.002</td>
<td>0.018</td>
<td>0.034</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-0.002</td>
<td>0.045</td>
<td>0.046</td>
<td>0.203</td>
<td>0.092</td>
<td>0.056</td>
<td>1.155</td>
<td>-0.003</td>
<td>0.026</td>
<td>0.343</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 1000$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>False propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>0.045</td>
<td>0.043</td>
<td>0.199</td>
<td>0</td>
<td>0.04</td>
<td>0.163</td>
<td>-0.156</td>
<td>0.025</td>
<td>2.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.2</td>
<td>0.004</td>
<td>0.032</td>
<td>0.03</td>
<td>0.103</td>
<td>0.004</td>
<td>0.032</td>
<td>0.103</td>
<td>0.06</td>
<td>0.016</td>
<td>0.382</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.002</td>
<td>0.027</td>
<td>0.027</td>
<td>0.076</td>
<td>0.002</td>
<td>0.026</td>
<td>0.071</td>
<td>0.098</td>
<td>0.012</td>
<td>0.974</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-0.001</td>
<td>0.026</td>
<td>0.026</td>
<td>0.068</td>
<td>-0.001</td>
<td>0.027</td>
<td>0.075</td>
<td>-0.002</td>
<td>0.013</td>
<td>0.016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-0.003</td>
<td>0.028</td>
<td>0.028</td>
<td>0.082</td>
<td>-0.003</td>
<td>0.032</td>
<td>0.101</td>
<td>-0.053</td>
<td>0.018</td>
<td>0.313</td>
<td></td>
<td></td>
</tr>
<tr>
<td>False propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>0.002</td>
<td>0.094</td>
<td>0.087</td>
<td>0.881</td>
<td>0.005</td>
<td>0.105</td>
<td>1.106</td>
<td>0</td>
<td>0.018</td>
<td>0.034</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.2</td>
<td>0.005</td>
<td>0.051</td>
<td>0.052</td>
<td>0.265</td>
<td>-0.06</td>
<td>0.058</td>
<td>0.689</td>
<td>0.001</td>
<td>0.016</td>
<td>0.025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.003</td>
<td>0.035</td>
<td>0.036</td>
<td>0.124</td>
<td>0.002</td>
<td>0.037</td>
<td>0.138</td>
<td>0.001</td>
<td>0.012</td>
<td>0.014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-0.001</td>
<td>0.031</td>
<td>0.031</td>
<td>0.092</td>
<td>0.055</td>
<td>0.034</td>
<td>0.425</td>
<td>0</td>
<td>0.012</td>
<td>0.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-0.004</td>
<td>0.030</td>
<td>0.031</td>
<td>0.093</td>
<td>0.091</td>
<td>0.04</td>
<td>0.994</td>
<td>-0.001</td>
<td>0.02</td>
<td>0.041</td>
<td></td>
<td></td>
</tr>
<tr>
<td>True propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>0</td>
<td>0.039</td>
<td>0.036</td>
<td>0.148</td>
<td>0</td>
<td>0.04</td>
<td>0.163</td>
<td>0</td>
<td>0.018</td>
<td>0.034</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.2</td>
<td>0.004</td>
<td>0.031</td>
<td>0.03</td>
<td>0.1</td>
<td>0.004</td>
<td>0.032</td>
<td>0.103</td>
<td>0.001</td>
<td>0.016</td>
<td>0.025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.002</td>
<td>0.027</td>
<td>0.026</td>
<td>0.072</td>
<td>0.002</td>
<td>0.026</td>
<td>0.071</td>
<td>0.001</td>
<td>0.012</td>
<td>0.014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-0.001</td>
<td>0.026</td>
<td>0.026</td>
<td>0.067</td>
<td>-0.001</td>
<td>0.027</td>
<td>0.075</td>
<td>0</td>
<td>0.012</td>
<td>0.015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>-0.002</td>
<td>0.028</td>
<td>0.027</td>
<td>0.077</td>
<td>-0.003</td>
<td>0.032</td>
<td>0.101</td>
<td>-0.001</td>
<td>0.02</td>
<td>0.041</td>
<td></td>
<td></td>
</tr>
<tr>
<td>False propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>0.276</td>
<td>0.127</td>
<td>0.123</td>
<td>9.214</td>
<td>0.005</td>
<td>0.105</td>
<td>1.106</td>
<td>-0.156</td>
<td>0.025</td>
<td>2.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.026</td>
<td>0.057</td>
<td>0.057</td>
<td>0.396</td>
<td>-0.06</td>
<td>0.058</td>
<td>0.689</td>
<td>0.06</td>
<td>0.016</td>
<td>0.382</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>-0.037</td>
<td>0.039</td>
<td>0.039</td>
<td>0.288</td>
<td>0.002</td>
<td>0.037</td>
<td>0.138</td>
<td>0.098</td>
<td>0.012</td>
<td>0.974</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>-0.006</td>
<td>0.033</td>
<td>0.034</td>
<td>0.114</td>
<td>0.055</td>
<td>0.034</td>
<td>0.425</td>
<td>-0.002</td>
<td>0.013</td>
<td>0.016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0</td>
<td>0.033</td>
<td>0.035</td>
<td>0.112</td>
<td>0.091</td>
<td>0.04</td>
<td>0.994</td>
<td>-0.053</td>
<td>0.018</td>
<td>0.313</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Monte Carlo results: CATEF estimates, $p = 4$

<table>
<thead>
<tr>
<th>At $x =$</th>
<th>DR</th>
<th>IPW</th>
<th>RA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BIAS</td>
<td>SD</td>
<td>ASE</td>
</tr>
<tr>
<td>$N = 500$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.001</td>
<td>0.042</td>
<td>0.04</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.005</td>
<td>0.038</td>
<td>0.037</td>
</tr>
<tr>
<td>0</td>
<td>0.004</td>
<td>0.036</td>
<td>0.034</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.002</td>
<td>0.038</td>
<td>0.037</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.002</td>
<td>0.063</td>
<td>0.059</td>
</tr>
<tr>
<td>False propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.001</td>
<td>0.052</td>
<td>0.05</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.005</td>
<td>0.045</td>
<td>0.045</td>
</tr>
<tr>
<td>0</td>
<td>0.003</td>
<td>0.041</td>
<td>0.04</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.002</td>
<td>0.041</td>
<td>0.041</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.002</td>
<td>0.063</td>
<td>0.059</td>
</tr>
<tr>
<td>True propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>0.051</td>
<td>0.057</td>
<td>0.057</td>
</tr>
<tr>
<td>-0.2</td>
<td>0</td>
<td>0.049</td>
<td>0.048</td>
</tr>
<tr>
<td>0</td>
<td>-0.009</td>
<td>0.043</td>
<td>0.042</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.001</td>
<td>0.042</td>
<td>0.042</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.003</td>
<td>0.066</td>
<td>0.064</td>
</tr>
<tr>
<td>False propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.002</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.003</td>
<td>0.029</td>
<td>0.028</td>
</tr>
<tr>
<td>0</td>
<td>0.003</td>
<td>0.026</td>
<td>0.026</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.001</td>
<td>0.028</td>
<td>0.028</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.003</td>
<td>0.048</td>
<td>0.044</td>
</tr>
<tr>
<td>True propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.002</td>
<td>0.038</td>
<td>0.037</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.003</td>
<td>0.034</td>
<td>0.033</td>
</tr>
<tr>
<td>0</td>
<td>0.003</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.001</td>
<td>0.031</td>
<td>0.031</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.003</td>
<td>0.047</td>
<td>0.044</td>
</tr>
<tr>
<td>False propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.002</td>
<td>0.029</td>
<td>0.028</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.003</td>
<td>0.027</td>
<td>0.026</td>
</tr>
<tr>
<td>0</td>
<td>0.003</td>
<td>0.026</td>
<td>0.025</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.001</td>
<td>0.028</td>
<td>0.028</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.003</td>
<td>0.047</td>
<td>0.043</td>
</tr>
<tr>
<td>True propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.4</td>
<td>0.049</td>
<td>0.041</td>
<td>0.043</td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.003</td>
<td>0.036</td>
<td>0.036</td>
</tr>
<tr>
<td>0</td>
<td>-0.01</td>
<td>0.032</td>
<td>0.031</td>
</tr>
<tr>
<td>0.2</td>
<td>0</td>
<td>0.031</td>
<td>0.032</td>
</tr>
<tr>
<td>0.4</td>
<td>-0.004</td>
<td>0.048</td>
<td>0.048</td>
</tr>
</tbody>
</table>
### Table 3. Monte Carlo results, CATEF confidence band, \( p = 2 \)

<table>
<thead>
<tr>
<th>Confidence level</th>
<th>CP</th>
<th>Mcri</th>
<th>Sdcri</th>
<th>GCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N = 500 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.978</td>
<td>3.485</td>
<td>0.078</td>
<td>0.999</td>
</tr>
<tr>
<td>95%</td>
<td>0.917</td>
<td>2.98</td>
<td>0.091</td>
<td>0.994</td>
</tr>
<tr>
<td>90%</td>
<td>0.855</td>
<td>2.728</td>
<td>0.099</td>
<td>0.977</td>
</tr>
<tr>
<td>False propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.99</td>
<td>3.468</td>
<td>0.106</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.958</td>
<td>2.96</td>
<td>0.123</td>
<td>0.998</td>
</tr>
<tr>
<td>90%</td>
<td>0.912</td>
<td>2.705</td>
<td>0.134</td>
<td>0.99</td>
</tr>
<tr>
<td>True propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.981</td>
<td>3.483</td>
<td>0.072</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.929</td>
<td>2.978</td>
<td>0.084</td>
<td>0.995</td>
</tr>
<tr>
<td>90%</td>
<td>0.864</td>
<td>2.726</td>
<td>0.092</td>
<td>0.98</td>
</tr>
<tr>
<td>False propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.983</td>
<td>3.505</td>
<td>0.098</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.916</td>
<td>3.003</td>
<td>0.113</td>
<td>0.997</td>
</tr>
<tr>
<td>90%</td>
<td>0.823</td>
<td>2.753</td>
<td>0.123</td>
<td>0.982</td>
</tr>
<tr>
<td>( N = 1000 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.982</td>
<td>3.523</td>
<td>0.067</td>
<td>0.999</td>
</tr>
<tr>
<td>95%</td>
<td>0.93</td>
<td>3.027</td>
<td>0.078</td>
<td>0.994</td>
</tr>
<tr>
<td>90%</td>
<td>0.875</td>
<td>2.779</td>
<td>0.085</td>
<td>0.979</td>
</tr>
<tr>
<td>False propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.993</td>
<td>3.5</td>
<td>0.093</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.96</td>
<td>2.998</td>
<td>0.108</td>
<td>0.997</td>
</tr>
<tr>
<td>90%</td>
<td>0.919</td>
<td>2.747</td>
<td>0.117</td>
<td>0.994</td>
</tr>
<tr>
<td>True propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.986</td>
<td>3.524</td>
<td>0.061</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.936</td>
<td>3.026</td>
<td>0.071</td>
<td>0.995</td>
</tr>
<tr>
<td>90%</td>
<td>0.881</td>
<td>2.778</td>
<td>0.077</td>
<td>0.983</td>
</tr>
<tr>
<td>False propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.948</td>
<td>3.545</td>
<td>0.088</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.774</td>
<td>3.05</td>
<td>0.102</td>
<td>0.991</td>
</tr>
<tr>
<td>90%</td>
<td>0.614</td>
<td>2.804</td>
<td>0.111</td>
<td>0.947</td>
</tr>
</tbody>
</table>
Table 4. Monte Carlo results, CATEF confidence band, $p = 4$

<table>
<thead>
<tr>
<th>Confidence level</th>
<th>CP</th>
<th>Mcri</th>
<th>Sdcri</th>
<th>GCP</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>N = 500</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.982</td>
<td>3.488</td>
<td>0.081</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.926</td>
<td>2.984</td>
<td>0.095</td>
<td>0.994</td>
</tr>
<tr>
<td>90%</td>
<td>0.863</td>
<td>2.732</td>
<td>0.103</td>
<td>0.981</td>
</tr>
<tr>
<td>False propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.987</td>
<td>3.478</td>
<td>0.082</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.941</td>
<td>2.972</td>
<td>0.095</td>
<td>0.996</td>
</tr>
<tr>
<td>90%</td>
<td>0.886</td>
<td>2.718</td>
<td>0.104</td>
<td>0.985</td>
</tr>
<tr>
<td>True propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.981</td>
<td>3.489</td>
<td>0.082</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.924</td>
<td>2.985</td>
<td>0.095</td>
<td>0.996</td>
</tr>
<tr>
<td>90%</td>
<td>0.861</td>
<td>2.733</td>
<td>0.103</td>
<td>0.981</td>
</tr>
<tr>
<td>False propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.986</td>
<td>3.486</td>
<td>0.079</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.938</td>
<td>2.982</td>
<td>0.092</td>
<td>0.996</td>
</tr>
<tr>
<td>90%</td>
<td>0.879</td>
<td>2.73</td>
<td>0.1</td>
<td>0.983</td>
</tr>
<tr>
<td><strong>N = 1000</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>True propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.985</td>
<td>3.524</td>
<td>0.07</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.931</td>
<td>3.026</td>
<td>0.081</td>
<td>0.996</td>
</tr>
<tr>
<td>90%</td>
<td>0.877</td>
<td>2.778</td>
<td>0.088</td>
<td>0.982</td>
</tr>
<tr>
<td>False propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.988</td>
<td>3.513</td>
<td>0.07</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.945</td>
<td>3.013</td>
<td>0.081</td>
<td>0.997</td>
</tr>
<tr>
<td>90%</td>
<td>0.893</td>
<td>2.764</td>
<td>0.088</td>
<td>0.986</td>
</tr>
<tr>
<td>True propensity score model, True regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.984</td>
<td>3.526</td>
<td>0.069</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.933</td>
<td>3.029</td>
<td>0.08</td>
<td>0.995</td>
</tr>
<tr>
<td>90%</td>
<td>0.874</td>
<td>2.781</td>
<td>0.087</td>
<td>0.982</td>
</tr>
<tr>
<td>False propensity score model, False regression model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>99%</td>
<td>0.986</td>
<td>3.523</td>
<td>0.066</td>
<td>1</td>
</tr>
<tr>
<td>95%</td>
<td>0.923</td>
<td>3.025</td>
<td>0.077</td>
<td>0.996</td>
</tr>
<tr>
<td>90%</td>
<td>0.855</td>
<td>2.777</td>
<td>0.084</td>
<td>0.98</td>
</tr>
</tbody>
</table>
Figure 1. CATEF for the effect of smoking on birth weights, 95% confidence bands

Note: “CATEF” = the estimated CATEF; “our CB” = the uniformly valid confidence band proposed in this paper; “PW CB” = the confidence band that is valid only in a pointwise sense; “Gumbel CB” = the uniformly valid confidence band based on the Gumbel approximation; “ATE” = the estimated value of the average treatment effect.