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Abstract

In John Nash’s proofs for the existence of (Nash) equilibria based on Brouwer’s theorem, an iteration mapping is used. A continuous—
time analogue of the same mapping has been studied even earlier by Brown and von Neumann. This differential equation has recently been
suggested as a plausible boundedly rational learning process in games. In the current paper we study this Brown—von Neumann—Nash

dynamics for the case of continuous strategy spaces. We show that for continuous payoff functions, the set of rest points of the dynamics co-

incides with the set of Nash equilibria of the underlying game. We also study the asymptotic stability properties of rest points. While strict
Nash equilibria may be unstable, we identify sufficient conditions for local and global asymptotic stability which use concepts developed in
evolutionary game theory.
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1 Introduction

In his famous existence proof of (Nash) equilibria, John Nash [23] used the following iteration mapping to show the existence of a fixed point with the help of Brouwer’s theorem\(^1\)

\[
p'_s = \frac{p_s + [u(e_s, p) - u(p, p)]_+}{1 + \sum_{s' \in S}[u(e_{s'}, p) - u(p, p)]_+},
\]

where \([a]_+ := \max[a, 0]\). The continuous–time analogue of the same mapping has been studied even earlier by Brown and von Neumann [7] as a novel method for proving the existence of (and calculating) the value in zero–sum games. For the general, non–zero–sum case, it reads as follows:

\[
\dot{p}_s = [u(e_s, p) - u(p, p)]_+ - p_s \sum_{s' \in S}[u(e_{s'}, p) - u(p, p)]_+ \tag{2}
\]

This differential equation has recently been suggested as a plausible boundedly rational learning process in games (see e.g. Skyrms [31], Swinkels [32], Weibull [34], Berger and Hofbauer [1, 2], Hofbauer [20], Meertens et al. [22] and Sandholm [26, 27, 28]). In honor of its three inventors it has been named Brown–von Neumann–Nash dynamics (BNN). In these papers several useful results on the (asymptotic) stability of Nash equilibria with respect to the BNN dynamics have been derived in finite normal form games. The current paper seeks to extend those results to the case of continuous strategy spaces. This is important since for many games of interest (oligopolies, public goods, war of attrition) the strategies (prices, quantities, timing) are best modelled as continuous.\(^2\)

Selection dynamics like the replicator dynamics from evolutionary biology (see e.g. [33], [19]) do not allow to introduce new strategies into the population. A strategy may be superior but if it was not present in the

\(^1\)We present here the version for symmetric two person games with the usual notation: \(p\) is a mixture on the set \(S\) of pure strategies; \(p_s\) denotes the probability of \(s \in S\), \(e_s\) is the degenerate strategy with probability 1 on \(s\), and \(u(\cdot, \cdot)\) is the mixed extension of the payoff function.

\(^2\)Other important applications with continuous strategy spaces are the evolution of preferences (see e.g. Güth and Yaari [15], or Heifetz et al. [18]) and games of incomplete information (see e.g. Ely and Sanholm [11]).
initial population, it can never be used in the future. For the case of human strategic interaction this seems too restrictive. In contrast, the BNN dynamics satisfy the property of “inventiveness” (Weibull [34]), or equivalently, “noncomplacency” (Sandholm [26]). Namely, if there are any (used or unused) strategies that (would) perform better than the current population average, at least one of them must increase in frequency. In particular, new strategies can enter if they yield better than average payoffs.

To be specific let us assume that players are more likely to adopt a new strategy the greater the payoff difference between the new strategy and the current population average. This careful, conservative rule is reminiscent of the proportional imitation rule of Schlag [29] who shows that his “proportional imitation rule” has certain optimality properties in simple decision problems. It is also closely related to the regret–matching rule of Hart and Mas–Colell [16], [17] where better strategies are also adopted with a probability that is proportional to the apparent gain the new strategy yields, only that gains are calculated using the regret one has for not having played the new strategy right from the start.

The remainder of this paper is structured as follows. In the next section we show that the BNN dynamics are well defined for very general strategy spaces. This is not obvious as we have to consider a differential equation on a measure space. Furthermore, we show that under some mild assumptions on the strategy space and for bounded and Lipschitz continuous payoff function, the semi–flow induced by the BNN dynamics is weakly continuous. In Section 3 we prove that, as in the finite case, the rest points of the dynamics coincide with the Nash equilibria (this property is called Nash stationarity) if the payoff function is continuous and the strategy space is a compact metric space.

The main goal of the paper is to characterize dynamic stability of the BNN dynamics by applying static stability concepts to the equilibria. There turn out to be some important differences between the case of a finite number of pure strategies (as studied by [1] and [20]) and the continuous strategy case studied here. Probably most important is the fact that strict equi-
libria are not necessarily (Lyapunov) stable in the continuous case.\textsuperscript{3} We demonstrate this in Section 4 through an example with a quadratic payoff function. Interestingly, static stability concepts originally developed for the replicator dynamics (like a “continuously stable strategy” (CSS) [13] and Evolutionary Robustness [25]) become relevant for stability with respect to the BNN dynamics. These concepts are introduced in Section 5. In Section 6 and 7 we deal with two classes of games, namely doubly symmetric games and negative semi–definite games, for which we have nearly complete results with respect to stability. Some proofs are collected in an Appendix.

2 The BNN dynamics

We consider symmetric two–player games with (pure) strategy set $S$. Let $\mathcal{A}$ be a $\sigma$–algebra on $S$ and $\mu$ be a finite measure on $(S, \mathcal{A})$. Let $f : S \times S \rightarrow \mathbb{R}$ be a bounded measurable function, where $f(x, y)$ is the payoff for player 1 when he plays $x$ and player 2 plays $y$. An interesting special case which will be treated in more detail is when $S$ is a compact interval $S \subset \mathbb{R}$ with the Lebesgue measure.

A population is identified with the aggregate play of its members and is described by a probability measure $P$ on the measurable space $(S, \mathcal{A})$. We denote by $\Delta$ the set of all populations (probability measures or mixed strategies) on $S$. Since $\Delta$ is not a vector space, we shall work with the linear span of $\Delta$, that is the space $\mathcal{M}(S, \mathcal{A})$ of all finite and signed measures. Recall that $\nu$ is a finite signed measure on $(S, \mathcal{A})$ if there are two finite measures $\mu_1$ and $\mu_2$ such that for all sets $A \in \mathcal{A}$, $\nu(A) = \mu_1(A) - \mu_2(A)$.

The average payoff of a measure $P$ against a measure $Q$ is defined as

$$E(P, Q) = \int_S \int_S f(x, y)Q(dy)P(dx). \quad (3)$$

Let

$$\sigma(x, P) := E(\delta_x, P) - E(P, P)$$

\textsuperscript{3}This is also the case for other dynamics like the replicator dynamics, see e.g. Oechssler and Riedel, [24] and [25].
denote the difference between the payoff of strategy $x \in S$ (identified with the Dirac measure $\delta_x$ on $x$) and the average population payoff. The excess payoff of pure strategy $x$ when matched against population $P$ is defined as

$$\sigma_+(x, P) := \max(\sigma(x, P), 0).$$

We now define the Brown–von Neumann–Nash dynamics on the measure space $(S, A, \mu)$ as the differential equation on

$$\dot{P}(A) = \int_A \sigma_+(x, P)\mu(dx) - P(A) \int_S \sigma_+(x, P)\mu(dx),$$

for all $A \in \mathcal{A}$. Let $\Sigma(P) := \int_S \sigma_+(s, P)\mu(ds)$ denote the total excess. If $\Sigma(P) > 0$, then the relative excess for a subset $A \in \mathcal{A}$ is denoted by $R^P(A) := \frac{1}{\Sigma(P)} \int_A \sigma_+(x, P)\mu(dx)$ and defines a probability measure on $(S, \mathcal{A})$, absolutely continuous with respect to $\mu$, with density function $r^P(x) = \frac{1}{\Sigma(P)} \sigma_+(x, P)$. Then (4) can be rewritten as

$$\dot{P}(A) = \Sigma(P)(R^P(A) - P(A)).$$

Hence, under the BNN dynamics, a population $P$ moves toward its relative excess measure $R^P$, and the speed of motion is proportional to the total excess. For later reference note that by construction of $R^P$ we have that

$$E(R^P, P) \geq E(P, P), \forall P.$$  

Since results on existence and uniqueness of solutions are usually not stated for differential equations on measure spaces, we address this issue first.

**Theorem 1** For each $P = P(0) \in \Delta$ there is a unique solution $P(t) \in \Delta$ of the ordinary differential equation (4) for $t \in [0, \infty[$.

**Proof.** see Appendix.

Given that a unique solution to the BNN dynamics exists, we can define the semiflow

$$B : \Delta \times [0, \infty[ \to \Delta,$$
where \( B(P, t) = P(t) \) denotes the population at time \( t \) when the BNN dynamics start in \( P = P(0) \).

In most applications, \( S \) is a metric space and then the weak topology on \( \Delta \) is a natural choice. For several reasons it is useful to know whether the semiflow \( B \) is weakly continuous. First, from an applied perspective, a starting point \( P(0) \) can only be known as a rough approximation. Thus, it would be reassuring to know that dynamics that start at nearby initial points, do not diverge from each other too much. Second, a continuous model as we use it here is only employed for convenience. A continuous model should always be a good approximation for a finite model if the number of strategies gets large. Weak continuity of the flow is a sufficient condition for such an approximation to persist over time (compare [25]). Finally, from a mathematical perspective, for \( S \) a compact metric space, \( B \) is a continuous semiflow on a compact metric space \( \Delta \), for which we can then employ a large body of dynamical systems theory, in particular make use of \( \omega \)-limits to describe the asymptotic behavior.

**Theorem 2** Let \( S \) be a separable metric space and \( f \) be bounded and Lipschitz continuous. Then the semiflow \( B \) is continuous with respect to the weak topology of measures.

**Proof.** see Appendix.

### 3 Nash stationarity

A nice property of the BNN dynamics is that for continuous \( f \) (and thus, in particular, for the finite strategy case) the rest points of the dynamics coincide with the Nash equilibria.\(^4\) The total excess \( \Sigma(P) \) vanishes if \( \sigma(x, P) \leq 0 \) or \( E(\delta_x, P) \leq E(P, P) \) for \( \mu \)-almost all \( x \in S \), in particular, if \( P \) is a Nash equilibrium. For continuous payoff functions \( f \) the reverse holds also.

\(^4\)Sandholm [27] calls this property “Nash stationarity”.

---
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**Proposition 1** Let $S$ be a compact metric space, $\mu$ a finite Borel measure on $S$ with full support. Suppose $f$ is continuous. Then $P$ is a rest point of the BNN dynamics if and only if $(P,P)$ is a Nash equilibrium.

**Proof.** If $P$ is a best reply to itself, then $\sigma_+(x,P) = 0$ for all $x$, and stationarity follows.

Let $P^*$ be a stationary point of (8), that is

$$\int_A \sigma_+(x,P^*)\mu(dx) = P^*(A)\Sigma(P^*) \quad (7)$$

for all Borel sets $A$. We distinguish two cases, $\Sigma(P^*) = 0$ and $\Sigma(P^*) > 0$.

Case 1: $\Sigma(P^*) = 0$. In this case, for $\mu$—almost every $x$, we have

$$\sigma_+(x,P^*) = 0.$$

$\sigma_+(x,P^*)$ inherits continuity from $f$. As $\mu$ has full support, it follows that $\sigma_+(x,P^*) = 0$ holds true for all $x \in S$. This is equivalent to

$$E(\delta_x,P^*) \leq E(P^*,P^*),$$

and it follows that $P^*$ is a best reply to itself.

Case 2: $\Sigma(P^*) > 0$. Since $P^*$ is a stationary point of (8), we get from (7) that $P^*$ has a density $p^*$ with respect to Lebesgue measure and

$$p^*(x) = \frac{\sigma_+(x,P^*)}{\Sigma(P^*)}$$

for $P^*$-almost every $x$. For every $x$ with $p^*(x) > 0$, we have thus

$$\sigma_+(x,P^*) > 0,$$

or

$$E(\delta_x,P^*) > E(P^*,P^*).$$
By integrating, we get

\[ E(P^*, P^*) = \int_{\{x: p^*(x) > 0\}} E(\delta_x, P^*)p^*(x)\mu(dx) > E(P^*, P^*), \]

a contradiction. Hence, we cannot have \( \Sigma(P^*) > 0 \) for a stationary point \( P^* \). This concludes the proof. \( \square \)

4 An example: quadratic games

In the previous section we saw that all symmetric Nash equilibria are rest points of the BNN dynamics. However, some of those Nash equilibria may turn out to be unstable. One is used to think of strict Nash equilibria as particularly stable with respect to all kinds of dynamics. And indeed, in the case of finite strategy sets \( S \) it is straightforward to show that strict Nash equilibria are asymptotically stable with respect to the BNN dynamics (see e.g. Berger and Hofbauer [1]). The following simple example shows that this is not the case anymore for general \( S \).

For this example we shall assume that \( S \subset \mathbb{R} \) is a compact interval in \( \mathbb{R} \) endowed with the Lebesgue measure. Thus, (4) can be written as

\[ \dot{P}(A) = \int_A \sigma_+(x, P)dx - P(A) \int_S \sigma_+(x, P)dx. \]  \( (8) \)

**Example 1** Let \( S \subset \mathbb{R} \) be an interval around 0 and \( f(x, y) = -x^2 + axy \) be a linear–quadratic game with \( a > 0 \). For all parameters \( a \), \((0,0)\) is a strict Nash equilibrium. However, for \( a > 2 \), this strict Nash equilibrium is unstable with respect to the BNN dynamics. For \( a < 2 \), BNN dynamics globally converge to the strict Nash equilibrium as both mean and variance converge to 0 along any solution of BNN.

**Proof.** Note first that the game with payoff function \( f(x, y) = -x^2 + axy \) is strategically equivalent to the doubly symmetric game with payoff function \( f(x, y) = -x^2 + axy - y^2 = f(y, x) \). The behavior of BNN is the same under
both payoff functions since \( \sigma_+(x, P) \) is the same for both payoff functions. Let \( P_i := \int_S x^i P(dx) \) denote the \( i \)th moment of \( P \). Then

\[
E(\delta_x, P) = \int_S (-x^2 + axy - y^2)P(dy) = -x^2 + axP_1 - P_2
\]

(9)

and

\[
E(P, P) = \int_S \int_S (-x^2 + axy - y^2)P(dx)P(dy) = aP_1^2 - 2P_2.
\]

(10)

Therefore

\[
\sigma_+(x, P) = [x(aP_1 - x) - aP_1^2 + P_2]_+
\]

(11)

and the density \( rP(x, P) \) of the relative excess measure is the positive part of a quadratic function\(^5\) in \( x \). Both the maximizer and the mean are at \( x = \frac{a}{2}P_1 \). Hence the mean value of \( P \) changes under (8) according to

\[
\dot{P}_1 = \Sigma(P) \left( \frac{a}{2} - 1 \right) P_1.
\]

(12)

Thus, for \( a < 2 \), \( P_1(t) \to 0 \), whereas for \( a = 2 \), \( P_1(t) \equiv P_1(0) \), and for \( a > 2 \), \( P_1(t) \) moves away from 0. Hence, for \( a > 2 \), \( \delta_0 \) is unstable with respect to the BNN dynamics.

To prove asymptotic stability for \( a < 2 \), note that (10) implies

\[
P_2 = \frac{1}{2}aP_1^2 - \frac{1}{2}E(P, P).
\]

Thus,

\[
\dot{P}_2 = aP_1 \dot{P}_1 - \frac{1}{2} \frac{d}{dt} E(P, P).
\]

Since the game is doubly symmetric, we have furthermore that

\[
\frac{d}{dt} E(P(t), P(t)) = E(\dot{P}, P) + E(P, \dot{P}) = 2E(\dot{P}, P) = 2\Sigma(P) E(R^P - P, P) \geq 0,
\]

(13)

\(^5\)We ignore here boundary effects, assuming essentially \( S = \mathbb{R} \). For a compact interval \( S \) the result follows from the analysis in section 6, see Example 4.
where the last inequality follows from (6). By (12) we obtain

\[
\dot{P}_2 = a P_1 \Sigma(P) \left( \frac{a}{2} - 1 \right) P_1 - 2 \Sigma(P) E(R^P - P, P)
\]

\[
= \Sigma(P) \left[ a P_1^2 \left( \frac{a}{2} - 1 \right) - 2 E(R^P - P, P) \right] \leq 0.
\]

The second term in the bracket has the required sign by (13). The first term is negative for \(0 < a < 2\). The inequality is strict unless \(P = \delta_0\), which proves that \(P_2\) is a Lyapunov function for the BNN dynamics. □

The fact that the parameter \(a\) is decisive for stability, suggests that second derivatives of \(f\) may play an important role. The following sections show that this intuition is correct.

The above example also shows that \(\delta_0\) is unstable in the strong topology. Even if the initial measure has some positive mass on 0, this will disperse into a smooth distribution of better replies near 0 and the mass at 0 will decrease to 0, see Figure 1 for a numerical example. This is in contrast to the replicator dynamics. In the above example 0 is an “uninvadable” strategy (in the sense of Bomze [6]), which implies that it is stable in the strong topology with respect to the replicator dynamics for every \(a \in \mathbb{R}\), see [24, Theorem 3].

5 Stability and the measure of closeness

Most, if not all, relevant strategy spaces carry an appropriate metric. For subsets of \(\mathbb{R}^n\), there is the Euclidean distance. When considering Bayesian games, strategies are given by certain classes of functions that also come with metrics. For this reason, we assume from now on that \(S\) carries a metric \(d\).

The choice of topology is an important issue when defining dynamic stability as one has to specify what it means for a populations \(Q\) to be “close” to a given population \(P\). See Oechssler and Riedel [25] for an extensive discussion on this. For the reasons stated there, we find it most appropriate to use the topology of weak convergence to measure closeness of populations in evolution. Accordingly, \(P_n\) converges weakly to \(P\) if \(\int_S f dP_n \to \int_S f dP\)

\[\int_S f dP_n \to \int_S f dP\]
Figure 1: Simulated BNN dynamics for the payoff function $f(x, y) = -x^2 - 2xy$. The initial population has mass 0.5 on the two points 0 and .8. After a few steps of the discretized BNN dynamics, the point masses have decreased drastically and the distribution is dispersed between $-0.4$ and $0.4$. The grey curve shows that after 100 steps the distribution starts concentrating around the long run equilibrium $0$. In fact, we have convergence with respect to the weak topology, but no convergence with respect to the strong topology.
for every bounded, continuous real function $f$. The Prohorov metric can be used to measure the distance between populations. It is defined as (cf. [4, p. 238])

$$\rho(P, Q) := \inf \{\varepsilon > 0 : Q(A) \leq P(A^\varepsilon) + \varepsilon \text{ and } P(A) \leq Q(A^\varepsilon) + \varepsilon, \forall A \in \mathcal{A}\},$$

where $A^\varepsilon := \{x : \exists y \in A, d(y, x) < \varepsilon\}$. Thus, $P_n$ converges weakly to $P$ if and only if $\rho(P_n, P) \to 0$.

The weak topology captures the following notion of closeness. If $Q = (1 - \varepsilon)\delta_u + \varepsilon\delta_x$ with $0 \leq \varepsilon \leq 1$, then $\rho(\delta_u, Q) = \min\{\varepsilon, d(u, x)\}$. Thus, population $Q$ is close to the Dirac measure $\delta_u$ only if a small subpopulation deviates to a (possibly far away) pure strategy $x$ or if a (possibly large) part of the population deviates to a nearby strategy $x$. In particular, the distance between two homogenous populations agrees with the natural metric on the set of pure strategies, i.e. $\rho(\delta_u, \delta_x) = d(u, x)$, when $u$ and $x$ are close to each other.

The next definition specifies the dynamic stability concepts we will use in the following.

**Definition 1** Let $Q^*$ be a rest point of the BNN dynamics. Then

- $Q^*$ is called (Lyapunov) stable if for all $\varepsilon > 0$ there exists an $\eta > 0$ such that $\rho(Q(0), Q^*) < \eta \Rightarrow \rho(Q(t), Q^*) < \varepsilon$ for all $t > 0$.

- $Q^*$ is called asymptotically stable if additionally there exists $\varepsilon > 0$ such that $\rho(Q(0), Q^*) < \varepsilon \Rightarrow \rho(Q(t), Q^*) \to 0$.

Dynamic stability can be related to a number of static stability concepts which have the advantage that they can easily be checked given the payoff function. Since strictness of Nash equilibrium is not sufficient for dynamic stability, stronger concepts are required. As it turns out, concepts originally developed for the continuous version of the replicator dynamics in evolutionary biology like CSS [13] and Evolutionary Robustness [25] become relevant for the BNN dynamics as well.
The classical definition of an evolutionary stable strategy (ESS) (Maynard Smith [21]) requires that for all mutant populations $R$ there exists an invasion barrier $\varepsilon$ such that the original population $P$ does better against the mixed population $(1 - \eta)P + \eta R$ than $R$ does for all $\eta \leq \varepsilon$. In this definition some invasion barrier exists for each $R$.

Eshel and Motro [13] introduced the following definition for $S \subset \mathbb{R}$.

**Definition 2 (CSS)** A strategy $u$ is a continuously stable strategy (CSS) if (1) it is an ESS and (2) there exists an $\varepsilon > 0$ such that for all $v$ with $|v - u| < \varepsilon$ there exists an $\eta > 0$ such that for all $x$ with $|v - x| < \eta$

$$f(v, x) > f(x, x) \text{ if and only if } |v - u| < |x - u|.$$ 

As shown by Eshel [14] if $f$ is twice differentiable, a necessary condition for an ESS $u$ to be a CSS is that

$$f_{xx}(u, u) + f_{xy}(u, u) \leq 0. \quad (14)$$

Condition (14) is sufficient if the weak inequality is replaced by a strict one.

The following condition was introduced by Oechssler and Riedel [25] and is stronger than CSS.

**Definition 3** A population $P^* \in \Delta(S)$ is evolutionarily robust if there exists $\varepsilon > 0$ such that for all $Q \neq P^*$ with $\rho(Q, P^*) < \varepsilon$ we have

$$E(P^*, Q) > E(Q, Q). \quad (15)$$

When (15) holds for all $Q \neq P$, $P$ is called globally evolutionarily robust.

## 6 Doubly symmetric games

Games in which all players have the same payoff function $f$ and which have a symmetric payoff function, $f(x, y) = f(y, x)$ for all $x, y \in S$, are called doubly symmetric. Doubly symmetric games or games that can be transformed into the symmetric form (as the one in Example 1) have the property that the mean payoff $E(P, P)$ is increasing along every solution of BNN.
**Lemma 1** Let $(S, A, \mu)$ be a measure space with $\mu$ a finite measure on $S$. Consider a doubly symmetric game. Then the mean payoff $E(P, P)$ is monotonically increasing along every solution of BNN, and strictly increasing along every nonstationary solution. A local maximizer of mean payoff is stable under BNN. If $(S, d)$ is a compact metric space, $\mu$ a finite Borel measure on $S$ with full support and $f$ is Lipschitz continuous, then the set of limit points of any trajectory is a nonempty connected compact set of Nash equilibria.

**Proof.** The fact that mean payoff $E(P, P)$ is monotonically increasing along every solution of BNN follows directly from (13). To prove (asymptotic) stability of (strict) local maxima of mean payoff, we show that $\Lambda(Q) := E(P^*, P^*) - E(Q, Q)$ is a Lyapunov function. By (13) we have that

$$\dot{\Lambda}(Q) = -\frac{d}{dt}E(P(t), P(t)) \leq 0.$$ 

The result then follows from a suitable generalization of Lyapunov’s theorem (see e.g. Oechssler and Riedel [25, Appendix B] or Bhatia and Szegö [3]).

If $S$ is compact metric space, then the set of limit points of any trajectory is non–empty. If additionally $f$ is Lipschitz continuous, Theorem 2 implies that the semiflow is weakly continuous and from standard results in dynamic systems theory (see e.g. [3]) the set of limit points is compact and connected. By the above Lyapunov function each $\omega$–limit point of a trajectory is stationary and hence by Proposition 1 a Nash equilibrium. 

We use the above general result to show local or global asymptotic stability of an equilibrium. We will demonstrate this for two classes of games: Games with an equilibrium that satisfies evolutionary robustness and games with a unique Nash equilibrium.

**Proposition 2** Consider a doubly symmetric game with Lipschitz continuous payoff function $f$ and compact metric strategy space $S$. If $P^*$ is evolutionarily robust, then $P^*$ is asymptotically stable with respect to BNN.
Proof. By definition of evolutionary robustness, we have for $Q$ close to $P^*$,

$$
\Lambda(Q) = E(P^*, P^*) - E(Q, Q) = E(P^*, P^*) - E(Q, Q) + E(P^*, Q) - E(Q, Q) \geq E(P^*, P^*) - E(P^*, Q) = E(P^*, P^*) - E(Q, P^*) \geq 0,
$$

where the last equality follow from double symmetry of $f$, and the last inequality from the fact that every evolutionary robust population is a symmetric Nash equilibrium. Note that the first inequality above becomes strict unless $Q = P^*$. The result then follows from Lemma 1.

For replicator dynamics and finite (double symmetric) games, ESS is equivalent to asymptotic stability. So one might conjecture that evolutionary robustness is equivalent to asymptotic stability for BNN here. But we know already that this is not true for BNN dynamics. In fact, for quadratic games, CSS (which is weaker than evolutionary robustness) is necessary and sufficient for asymptotic stability. Interestingly, one can show that CSS is always necessary.

**Proposition 3** Let $S$ be an interval in $\mathbb{R}$, with $x^*$ in the interior of $S$, and let $f$ be twice continuously differentiable and symmetric. If $\delta_{x^*}$ is asymptotically stable with respect to BNN, then $x^*$ satisfies the CSS condition (14).

**Proof.** By (13), every asymptotically stable state $\delta_{x^*}$ must correspond to a local maximum of mean payoff $E(P, P)$. In particular, $x^*$ must be a maximum of $f(x, x)$. The necessary second order condition for $x^*$ to be a maximum is $f_{xx}(x^*, x^*) + 2f_{xy}(x^*, x^*) + f_{yy}(x^*, x^*) \leq 0$, which reduces due to symmetry of $f$ to the CSS condition (14).

Given the insight from Example 1 and the previous proposition one might hope that for general payoff functions, CSS is sufficient for a homogeneous population $P^* = \delta_{u^*}$ to be asymptotically stable with respect to BNN. Since this result holds for quadratic payoff function, one may further conjecture
that the general result can be proven by using a second order Taylor approximation of the payoff function. The following example shows that this is unfortunately not the case in general.

**Example 2** Let $S = [-1, 1]$ and $f(x, y) = 10x^4 - x^2 - xy$.

Let $g(x, y) = -x^2 - xy$ be the quadratic approximation (through a second order Taylor approximation) at $x = y = 0$. Since $g(x, y)$ satisfies condition (16), Theorem 3 below implies that $\delta_0$ is globally asymptotically stable for the payoff function $g(x, y)$. However, for the actual payoff function $f$, the BNN dynamics converges to $Q = \frac{1}{2}\delta_{-1} + \frac{1}{2}\delta_1$ from any initial $P(0) \neq \delta_0$. This follows from Proposition 4 or Theorem 3 since $Q$ is the unique Nash equilibrium of this negative semi-definite game. Figure 2 shows a typical simulation of time-discretized BNN dynamics where the initial population is a discretized, truncated normal distribution whose mean can be arbitrarily close to 0. Clearly, the dynamics diverges to $Q = \frac{1}{2}\delta_{-1} + \frac{1}{2}\delta_1$.

Note that $(0, 0)$ is not a Nash equilibrium for the payoff function $f(x, y)$, and hence not even a stationary point under BNN. However it is a local strict Nash equilibrium and satisfies condition (14) for CSS. Hence, $\delta_0$ is stable for the replicator dynamics w.r.t. initial distributions with support close to 0 and attracts such initials whose support is an interval containing 0, see [9, 10].

**Proposition 4** Let $S$ be compact and $f$ Lipschitz continuous. If a doubly symmetric game has a unique Nash equilibrium $P^*$, then $P^*$ is globally asymptotically stable under BNN.

**Proof.** Follows directly from Lemma 1. ■

The class of doubly symmetric games may appear restrictive (and it is) but there are games that can easily be transformed into a such game as the following example shows.

**Example 3** Consider a Bertrand game with heterogeneous goods. Two firms simultaneously set prices $p_1$ and $p_2$. The demand function for firm
Figure 2: Simulation of time–discretized BNN dynamics with payoff function $f(x, y) = 10x^4 - x^2 - xy$ on strategy space $\{-1, -0.99, \ldots, 0.99, 1\}$. Initial distribution (light grey) is truncated normal. Dashed line shows simulation after 10 iterations, solid black line after 50 iterations.
given by $1 - p_i + \gamma p_{-i}$ with $0 < \gamma < 2$. Firm 1’s payoff function is then 

$$f(p_1, p_2) = p_1(1 - p_1 + \gamma p_2).$$

By adding $p_2 - p_2^2$ to the payoff function, this game can be transformed into a doubly symmetric one. Thus, by Proposition 4 BNN dynamics globally converge (also for the original game) to the unique symmetric Nash equilibrium $p_1^* = p_2^* = \frac{1}{2 - \gamma}$.

Generalizing the preceding example, we can now completely characterize the dynamic behavior of BNN dynamics for quadratic games.

**Example 4** Let $S = [-A, B] \subset \mathbb{R}$ be an interval around 0 and $f(x, y) = -x^2 + axy - y^2$ be a linear–quadratic game. For all parameters $a \in \mathbb{R}$, $(0, 0)$ is a strict Nash equilibrium. For $a < 2$, 0 is a strict maximizer of mean payoff and BNN dynamics globally converge to $\delta_0$. For $a > 2$, there are two other symmetric strict Nash equilibria at the boundary of $S$: $(-A, -A)$ and $(B, B)$. $\delta_{-A}$ and $\delta_B$ are local maximizers of mean payoff and hence asymptotically stable under BNN. In the case $a = 2$, there is a continuum of pure strategy Nash equilibria $(x, x)$ for all $x \in S$ and BNN dynamics converge to this set of Nash equilibria.

### 7 Negative semi–definite games

In this section we will consider games with an expected payoff function that is negative semi–definite in the sense that for all $P, Q \in \Delta$

$$E(P - Q, P - Q) \leq 0 \quad (16)$$

(see e.g. [20] for the corresponding property in finite games; Sandholm [27] calls this class ‘stable games’). Note first that linear quadratic games like $f(x, y) = -x^2 + axy$ satisfy condition (16) if and only if $a \leq 0$ as one can easily check. Furthermore, every symmetric zero–sum game satisfies condition (16). By definition of a symmetric zero–sum game, $f(x, y) +$
\[ f(y, x) = 0 \text{ for all } x, y \in S. \] This implies that \( E(P, Q) + E(Q, P) = 0, \) and in particular \( E(P, P) = 0. \) Therefore, \( E(P - Q, P - Q) = 0. \) Further examples for negative semi-definite games include contests (see Example 5 below) and the War of Attrition (see Example 6). Finally, it is well known (see e.g. [19, p. 122]) that all finite games with an interior ESS satisfy (16) with strict inequality.

**Lemma 2**

1. Under condition (16), the set of Nash equilibria is convex.
2. If either there exists a strict Nash equilibrium or condition (16) holds with strict inequality (and at least one NE exists), there is a unique Nash equilibrium, which is, furthermore, globally evolutionarily robust.

**Proof.**

1. Suppose \( P^* \) and \( Q^* \) are Nash equilibria. By condition (16) we have that

\[
E(P^*, P^*) + E(Q^*, Q^*) \leq E(P^*, Q^*) + E(Q^*, P^*) \leq E(Q^*, Q^*) + E(Q^*, P^*),
\]

which implies that \( E(P^*, P^*) = E(Q^*, P^*). \) Thus, any convex combination \( P_\lambda = \lambda P^* + (1 - \lambda)Q^* \) is also a best reply against \( P^* \), and similarly against \( Q^*. \) Since for all \( Q \)

\[
E(P_\lambda, P_\lambda) = \lambda E(P_\lambda, P^*) + (1 - \lambda)E(P_\lambda, Q^*) \\
\geq \lambda E(Q, P^*) + (1 - \lambda)E(Q, Q^*) \\
= E(Q, P_\lambda),
\]

\( P_\lambda \) is also a Nash equilibrium which proves that the set of Nash equilibria is convex.

2. Let \( P^* \) be a Nash equilibrium and \( Q \neq P^*. \) Then

\[
E(P^* - Q, Q) = E(P^* - Q, Q - P^*) + E(P^* - Q, P^*).
\]

The first term is nonnegative by condition (16) and the second term is non-negative by definition of a Nash equilibrium. For a strict Nash equilibrium, the second term is strictly positive. If (16) holds with strict inequality, the first term is strictly positive. In either case, \( E(P^* - Q, Q) > 0, \) that is, \( P^* \)
is globally evolutionarily robust. This in turn implies that there is no other Nash equilibrium because \( E(Q, Q) < E(P^*, Q) \) for all \( Q \neq P^* \).

We may now proceed to study the global stability properties of Nash equilibria in negative semi–definite games.

**Theorem 3** For negative semi–definite games (16), define the function

\[
H(P) = \frac{1}{2} \int_S \sigma_+ (x, P)^2 \mu(dx).
\]

The following statements hold true:

(1) \( H \) is nonnegative and decreases to 0 along every solution of BNN.

(2) If \( S \) is a compact metric space, \( f \) is continuous, and \( \mu \) a measure with full support, then every trajectory of BNN converges to the set of Nash equilibria.

(3) In particular, every strict Nash equilibrium and every equilibrium that satisfies (16) with strict inequality is globally asymptotically stable.

**Proof.** Let us first determine the gradient of \( \sigma(x, P) \) with respect to \( P \) at some point \( Q \). We have

\[
\nabla \sigma(x, P) (Q) = E(\delta_x, Q) - E(P, Q) - E(Q, P).
\]

From this, we obtain via the chain rule

\[
\frac{d}{dt} H(P) = \int_S \sigma_+ (x, P) \nabla \sigma(x, P) (\dot{P}) \mu(dx)
\]

\[
= \int_S \sigma_+ (x, P) \left[ E(\delta_x, \dot{P}) - E(P, \dot{P}) - E(\dot{P}, P) \right] \mu(dx)
\]

\[
= \Sigma(P) \left( E(R^P, \dot{P}) - E(P, \dot{P}) - E(\dot{P}, P) \right),
\]

where we have used the definition of the relative excess measure \( R^P \). By definition of the dynamics \( \dot{P}_t \), we proceed to

\[
\frac{d}{dt} H(P) = \Sigma(P)^2 \left( E(R^P, R^P - P) - E(P, R^P - P) - E(R^P - P, P) \right)
\]

\[
= \Sigma(P)^2 \left( E(R^P - P, R^P - P) - E(R^P - P, P) \right).
\]
The first term in parentheses, $E(R^P - P, R^P - P) \leq 0$ by Assumption (16), and the second term, $E(R^P - P, P) \geq 0$ by definition of the relative excess measure (see (6)). Thus, we obtain

$$\frac{d}{dt} H(P) \leq 0$$

and the inequality is strict whenever $P$ is not a stationary point.

If $S$ is a compact metric space and $f$ Lipschitz continuous, then $\Delta$ is compact (in the weak topology) and BNN generates a weakly continuous semiflow by Theorem 2. Hence, the $\omega$–limit set (in the weak topology) of a trajectory $P(t)$ is non-empty and contained in the set of $P \in \Delta$ for which $\frac{d}{dt} H(P) = 0$, which is the set of Nash equilibria by Proposition 1. Thus, the BNN dynamics converge to the convex set of Nash equilibria. In particular, every strict Nash equilibrium and every equilibrium that satisfies (16) with strict inequality, is a unique equilibrium and, therefore, globally asymptotically stable.

For general measure spaces $S$, we proceed similar to [7]. The above expression implies

$$\frac{d}{dt} H(P) \leq -\Sigma(P)^2 E(R^P - P, P)$$

$$= -\Sigma(P)^2 \left( \int E(\delta_x, P) \frac{\sigma_+(x, P)}{\Sigma(P)} \mu(dx) - E(P, P) \right)$$

$$= -\Sigma(P)^2 \left[ \int [E(\delta_x, P) - E(P, P)] \frac{\sigma_+(x, P)}{\Sigma(P)} \mu(dx) \right]$$

$$= -\Sigma(P)^2 \int \frac{\sigma_+(x, P)^2}{\Sigma(P)} \mu(dx) = -2\Sigma(P)H(P). \quad (17)$$

Since $f$ is bounded, $\sigma_+(x, P) \leq 2 \|f\| =: \frac{1}{\varepsilon}$. Hence,

$$\Sigma(P) = \int_S \sigma_+(x, P) \mu(dx) \geq c \int_S \sigma_+(x, P)^2 \mu(dx) = cH(P).$$

Therefore, (17) implies the differential inequality

$$\frac{d}{dt} H(P) \leq -2cH(P)^2,$$

which integrates to $H(P(t)) \leq \frac{H(P(0))}{1 + 2cH(P(0))t}$. Hence $H(P(t)) \to 0$ as claimed. \[\blacksquare\]
Example 5 Contests. Let $S = [a, b]$ for some numbers $a < b$. Two players exert an effort level of $x$ and $y$ in $S$, respectively, to obtain a prize worth $K > 0$. The probability that player 1 wins the prize is $p(x, y)$, and the probability that player 2 wins is $p(y, x) = 1 - p(x, y)$. Costs are given by some cost function $c(x)$. The payoff function is thus $f(x, y) = Kp(x, y) - c(x)$. We claim that contests are negative semi–definite. To see this, note that because of $p(x, y) + p(y, x) = 1$, we have

$$E(P, Q) + E(Q, P) = 1 - \int c(x)P(dx) - \int c(y)Q(dy).$$

It follows that $E(P, P) = \frac{1}{2} - \int c(x)P(dx)$, and this implies

$$E(P - Q, P - Q) = E(P, P) + E(Q, Q) - E(P, Q) - E(Q, P) = 0.$$

Now assume that $p(\cdot, \cdot)$ and $c(\cdot)$ are continuously differentiable, $p(\cdot, \cdot)$ is strictly concave in $x$, and $c(\cdot)$ is convex. If there exists $\bar{x} \in (a, b)$ with $K \frac{\partial}{\partial x} p(\bar{x}, \bar{x}) = c'(\bar{x})$, then $(\bar{x}, \bar{x})$ is a strict Nash equilibrium (which is then unique by Lemma 2). By Theorem 3, $\delta_{\bar{x}}$ is globally asymptotically stable under BNN dynamics.

Finally, we will demonstrate how our techniques are useful even when applied to games with discontinuous payoff function, like the war of attrition.

Example 6 War of attrition. Consider two players fighting for a prize worth $V$ to both players. A strategy is to choose a length of time $x \in [0, M]$ for which one is prepared to stay in the race. Fighting is costly. The payoffs are given as follows

$$f(x, y) = \begin{cases} V - y & \text{if } x > y \\ \frac{V}{2} - x & \text{if } x = y \\ -x & \text{if } x < y \end{cases}$$

that is, a player gets the prize if he stays longer in the race than his rival but has to share if they stay equally long.
We assume that \( M > V/2 \). Otherwise waiting until the end is always profitable. Bishop and Cannings [5] show that there is a unique Nash equilibrium, which has the following equilibrium distribution \( P^* \) with \( t^* = M - V/2 \),

\[
P^*([0, x]) = \begin{cases} 
1 - e^{-x/V} & \text{if } x \leq t^* \\
1 - e^{-t^*/V} & \text{if } t^* < x < M \\
1 & \text{if } x = M.
\end{cases}
\]

Bishop and Cannings [5] show that \( P^* \) is an ESS. They also show [5, p. 118] that

\[
E(P - Q, P - Q) = - \int_0^M \left( P([s, M]) - Q([s, M]) \right)^2 ds.
\] (18)

In particular, the war of attrition is a negative semi–definite game. As the payoff function \( f \) is not continuous, we cannot apply the second part of the above theorem. Nevertheless, its conclusion still holds true provided the measure \( \mu \) that defines the excess measure in the definition of BNN dynamics (see equation (4)) puts some weight on the point \( M \). The intuition for this assumption is as follows: the Nash equilibrium has a mass point on \( M \), but strategies close to \( M \) are not being played in equilibrium. If \( \mu \) is the Lebesgue measure, the excess measure has a density with respect to the Lebesgue measure that is zero close to \( M \), and strictly positive at \( M \). However, a single value of the density does not contribute to the distribution, and thus, the excess measure puts no weight on \( M \) if \( \mu \) is the Lebesgue measure. Consequently, there is in general no hope that BNN generates some mass on or around \( M \) if one uses the Lebesgue measure. Therefore, we assume that \( \mu \) puts some small mass on \( M \). The following proposition shows that this is sufficient for convergence.

**Proposition 5** Assume that \( \mu = dx + \varepsilon \delta_M \) for some (small) \( \varepsilon > 0 \). In the War of Attrition, every trajectory of BNN converges to the unique Nash equilibrium.

**Proof.** Without loss of generality, we set \( V = 1 \) in the proof. Consider the Lyapunov function \( H(P) \) as in Theorem 3, where we take \( \mu = dx + \varepsilon \delta_M \),
the sum of the Lebesgue measure on $[0,M]$ and a point mass on $M$. The proof of $H(P(t)) \to_{t \to \infty} 0$ does not use continuity of $f$.

We show next that $H(P)$ is lower semi-continuous in the weak topology in the sense that $H(P) \leq \lim \inf H(P^n)$ if $(P^n)$ converges in the weak topology to $P$. By symmetry, we have

\[ 1 = \int \int 1_{\{x<y\}} P(dx)P(dy) + \int \int 1_{\{y<x\}} P(dx)P(dy) + \int \int 1_{\{x=y\}} P(dx)P(dy) \]

\[ = 2 \int \int 1_{\{x<y\}} P(dx)P(dy) + \int \int 1_{\{x=y\}} P(dx)P(dy). \]

It follows that average payoff can be written as

\[
E(P, P) = \int \int 1_{\{x<y\}} P(dx)P(dy) + \frac{1}{2} \int \int 1_{\{x=y\}} P(dx)P(dy) \\
- \int \int \min(x,y) P(dx)P(dy) \\
= \frac{1}{2} \int \int \min(x,y) P(dx)P(dy).
\]

As $\min(x,y)$ is continuous in $(x,y)$, $E(P, P)$ is continuous in the weak topology. For points $x$ with $P(\{x\}) = 0$, $E(\delta_x, P) = P([0,x]) - \int \min(x,y) P(dy)$. By the Portmanteau Theorem, $P \mapsto P([0,x])$ is continuous at $P$ in the weak topology for these $x$. $\int \min(x,y) P(dy)$ is continuous in the weak topology because the integrand is continuous. We conclude that $\sigma_+(x,P)$ is continuous at $P$ in the weak topology for all $x$ with $P(\{x\}) = 0$. Now let $P^n \to P$ in the weak topology. Then $\lim \sigma_+(x,P^n) = \sigma_+(x,P)$ for all points $x$ with $P(\{x\}) = 0$. As the set of points $x$ with $P(\{x\}) = 0$ has full Lebesgue measure, and the payoff function is bounded, we get by dominated convergence that $\lim \frac{1}{2} \int_S \sigma_+(x,P^n)^2 dx = \frac{1}{2} \int_S \sigma_+(x,P)^2 dx$. Hence, the first part of $H$ is continuous in the weak topology. Now consider $\sigma_+(M,P) = 1 - \frac{1}{2}P(\{M\}) - \int xP(dx)$. By the Portmanteau Theorem, $P(\{M\}) \geq \lim \sup P^n(\{M\})$. Therefore, $\sigma_+(M,P) \leq \lim \inf \sigma_+(M,P^n)$. This finally establishes $H(P) \leq \lim \inf H(P^n)$.

As $H$ is lower semi-continuous in the weak topology, we conclude that every limit point $P^0$ of BNN dynamics satisfies $H(P^0) = 0$. It follows that
σ(x, P₀) ≤ 0 for μ–almost all x ∈ [0, M]. It remains to be shown that this implies σ(x, P₀) ≤ 0 for all x. As μ has a point mass on M, we have σ(M, P₀) ≤ 0. Now consider some x < M. There exists a sequence (xⁿ) that converges to x from the right and satisfies P₀({xⁿ}) = 0 as well as

σ(xⁿ, P₀) ≤ 0 for all n.

It follows that

\[
E(P₀, P₀) ≥ \lim E(δ_x, P₀) = \lim P₀([0, xⁿ)) - \int \min(xⁿ, y)P₀(dy)
\]

= \[P₀([0, x]) - \int \min(x, y)P₀(dy)\]

≥ \[P₀([0, x]) + \frac{1}{2}P₀({x}) - \int \min(x, y)P₀(dy)\]

= \[E(δ_x, P₀)\].

This establishes σ(x, P₀) ≤ 0 for all x < M. □

Appendix

Proof of Theorem 1

The strategy for proving the Theorem is the following. Denote by

\[F(Q) := \int \sigma_+(x, Q)μ(dx) - Q(\cdot) \int_\mathcal{S} \sigma_+(x, Q)μ(dx)\]

the right–hand side of the BNN–dynamics. Since F is neither bounded nor globally Lipschitz continuous on \(\mathcal{M}^e\), we construct in the following lemma an auxiliary function \(\tilde{F}\) which has these properties and coincides with F on \(\Delta\) (see also Bomze, [6]). In particular, we show that \(\tilde{F}\) satisfies a global Lipschitz condition

\[\exists K > 0 \text{ s.t. } \forall μ, ν ∈ \mathcal{M}^e, \|\tilde{F}(μ) - \tilde{F}(ν)\| ≤ K \|μ - ν\|,\]

where \(\|\cdot\|\) denotes the variational norm on \(\mathcal{M}^e(S, \mathcal{A})\). The variational norm is given by

\[\|μ\| = \sup_g \left| \int g dμ \right|,\]
where the sup is taken over all measurable functions \( g : S \to \mathbb{R} \) bounded by 1, \( \sup_{s \in S} |g(s)| \leq 1 \). Endowed with the variational norm, \( \mathcal{M}^e \) is a Banach space (see [30]).

Standard arguments (see e.g. Zeidler [35, Corollary 3.9]) then imply that the ordinary differential equation
\[
\dot{Q}(t) = \tilde{F}(Q(t)), \quad Q(0) = P
\]
has a unique solution \( (Q(t)) \). Finally, since \( \dot{Q}(t)(S) = 0 \), \( Q(t) \) never leaves \( \Delta \), which implies that \( (Q(t)) \) also solves differential equation (4) on \( \Delta \).

**Lemma 3** Suppose \( f \) is bounded, then there exists a bounded, Lipschitz continuous function \( \tilde{F} : \mathcal{M}^e \to \mathcal{M}^e \), which coincides with \( F \) on \( \Delta \),
\[
\tilde{F}(P) = F(P), \quad \forall P \in \Delta.
\]

**Proof.** We define \( \tilde{F} \) as
\[
\tilde{F}(Q) = (2 - \|Q\|) + F(Q).
\]
\( \tilde{F} \) is zero for \( \|Q\| \geq 2 \). It is bounded and coincides with \( F \) on \( \Delta \) because probability measures have norm 1. It remains to show that \( Q \mapsto F(Q) \) is Lipschitz for \( \|Q\| \leq 2 \).

The estimates
\[
|E(\delta_x, Q)| \leq \|f\| \|Q\|, \quad |E(P, Q)| \leq \|f\| \|P\| \|Q\|
\]
(19)
imply that for each \( x \in S \), the functions \( Q \mapsto \sigma(x, Q) \) and hence also \( Q \mapsto \sigma_+(x, Q) \) are Lipschitz (for \( \|Q\| \leq 2 \)) with a Lipschitz constant \( L \) independent of \( x \). Then the map \( Q \mapsto \hat{F}(Q) \) with \( \hat{F}(Q)(A) = \int_A \sigma_+(x, Q) \mu(dx) \) from \( \mathcal{M}^e \) into itself is Lipschitz with Lipschitz constant \( L\mu(S) \). In particular, also \( Q \mapsto \Sigma(Q) : \mathcal{M}^e \to \mathbb{R} \) is Lipschitz. Hence \( F(Q) \) is Lipschitz in \( Q \).

**Proof of Theorem 2**

In the following, we will use the metric \( \|\cdot\|_{BL} \) on \( \Delta \) which metrizes the weak topology (cf. [30, p. 352]). Endowed with the BL–norm, \( \mathcal{M}^e \) is a Banach space. For a Lipschitz continuous, bounded function \( g : S \to \mathbb{R} \), let
\[
\|g\|_{BL} := \sup_{x \in S} |g(x)| + \sup_{x \neq y} \frac{|g(x) - g(y)|}{d(x, y)}.
\]
(20)
Abusing notation slightly, we define the dual norm \( \| \cdot \|_{BL} \) on \( \mathcal{M}^e(S, A) \) via

\[
\|Q\|_{BL} = \sup \left\{ \int gdQ \right\},
\]

where the supremum is taken over all bounded, Lipschitz continuous functions \( g \) with \( \|g\|_{BL} \leq 1 \).

We prove below that we have

\[
|\sigma(x, P) - \sigma(x, Q)| \leq L \|P - Q\|_{BL}
\]

for some constant \( L > 0 \) and all populations \( P, Q \) and all strategies \( x \). The same Lipschitz estimate holds true when we pass to the positive part, so we have

\[
|\sigma_+(x, P) - \sigma_+(x, Q)| \leq L \|P - Q\|_{BL}.
\]

This implies that the right hand side of (4) is Lipschitz in the norm (21). The claim follows then from Gronwall’s Lemma (see e.g. Zeidler [35, Propositions 3.10 and 3.11]), which implies that

\[
\|P(t) - Q(t)\|_{BL} \leq e^{Lt} \|P(0) - Q(0)\|_{BL}
\]

(for a possibly different \( L \)) and hence continuous dependence of solutions on initial conditions for finite time.

It remains to prove the claim (22). By boundedness and Lipschitz continuity of \( f \), there exist constants \( L_0, L_1 > 0 \) such that for all strategies \( x, y, x', y' \)

\[
\begin{align*}
|f(x, y)| &\leq L_0 \\
|f(x, y) - f(x', y')| &\leq L_1 \max\{d(x, x'), d(y, y')\}.
\end{align*}
\]

For \( x = x' \), the latter inequality yields

\[
|f(x, y) - f(x, y')| \leq L_1 d(y, y').
\]

Let \( R \) be a population. Define the function

\[
g(y) = \int_S f(x, y) R(dx).
\]
Since $R$ is a probability measure, (25) carries over to $g$,

$$|g(y)| \leq L_0,$$

and so does (27),

$$|g(y) - g(y')| \leq L_1 d(y, y').$$

Hence, $g$ is a bounded and Lipschitz continuous function with $\|g\|_{BL} \leq L_0 + L_1$. We thus obtain

$$|E(R, P - Q)| = \left| \int_S g(y)(P - Q)(dy) \right| \leq \|g\|_{BL} \|P - Q\|_{BL} \leq (L_0 + L_1) \|P - Q\|_{BL}. \tag{28}$$

By a symmetric argument, we also have

$$|E(P - Q, R)| \leq (L_0 + L_1) \|P - Q\|_{BL}. \tag{29}$$

Now, to prove our claim, note that

$$|\sigma(x, P) - \sigma(x, Q)| \leq |E(\delta_x, P - Q)| + |E(Q, Q) - E(P, P)| \leq |E(\delta_x, P - Q)| + |E(Q - P, Q)| + |E(P, Q - P)|$$

Applying (28) for $R = \delta_x$ and $R = P$, as well as (29) for $R = Q$, we finally obtain

$$|\sigma(x, P) - \sigma(x, Q)| \leq 3(L_0 + L_1) \|P - Q\|_{BL},$$

and the proof is complete. □
References


