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This paper contributes to the literature on tax performance in sub-Saharan African 

countries.  A standard model of the determinants of tax revenue is augmented to 

include measures of indigenous pre-independence institutional structure constructed 

from anthropological data on the characteristics of ethnic group organisation.  We 

posit that if the three largest ethnic groups characterised by a clan-based 

organisational structure are a sufficiently large share of the population they are more 

likely to be able to reach a political consensus that allows a higher revenue to GDP 

ratio.  We find that indigenous institutions have an effect on tax performance in SSA 

that diminishes over time (as the economy grows and new institutions emerge). 
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1. Introduction 

 

This paper contributes to the literature on tax performance in sub-Saharan African (SSA) 

countries.  A standard model of the determinants of tax revenue that captures a country’s ‘tax 

handle’ or ‘tax capacity’ (Gupta et al., 2004; Clist and Morrissey, 2011; Benedek et al., 2012) is 

augmented to include a measure of indigenous institutional quality, capturing their pre-

independence or pre-colonial features.  Mkandawire (2010) provides the initial impetus for this 

analysis.  He classifies SSA countries in three categories reflecting the economic structure 

during the colonial period (cash crop economies, labour reserve economies and concession 

companies) and finds evidence that this colonial heritage in part explains systematic differences 

in tax to GDP ratios across a sample of SSA countries. However, a limitation of this analysis is 

that these countries are classified into one of three groups and this does not allow for any 

within-group heterogeneity.  We exploit anthropological data on the characteristics of ethnic 

group organisation to construct country-specific measures of indigenous institutions and assess 

whether ‘institutional organisation’ helps to explain cross-country differences in tax 

performance in SSA.   

The new variables that capture institutional quality of an ‘indigenous’ or pre-independence 

nature are created from African ethnographic and historical population data, which describe 

ethnic group characteristics.  In addition, the degree of ethnic fragmentation within SSA 

countries is also accounted for, specifically the degree to which ethnic groups are fragmented 

across the political boundaries of present-day states.  These variables aim to proxy for 

indigenous institutions or the initial institutional environment, which reflects deeper, more 

historic factors that are not usually accounted for by more contemporary governance and 

institutional indicators.  This model is applied empirically using revenue data that covers the 

period 1970-2010.  Given the time invariant nature of the indigenous institutional variables that 

are created, a series of cross-country regressions are estimated for a sample of 36 sub-Saharan 

African countries.  Using these variables we find evidence that indigenous institutions have an 

effect on tax performance in SSA which diminishes over time.  Further institutional organisation 

tends to dominate effects driven by ethnic group fragmentation.  After considering the 

performance of existing institutional measures within this model, we conclude that these new 

variables are additional and complementary to the wide-range of institutional variables already 

being used in empirical analysis. 

This paper is organised as follows, section 2 provides an outline of the existing literature and 

motivation for the paper.  Section 3 describes the new institutional variables that are 

constructed, whilst section 4 provides a summary of other data sources.  The model and 

specification used is covered in section 5.  Key results are discussed in section 6 where we show 

that the effect of indigenous institutional quality has a statistically significant impact on the 

revenue to GDP ratio of a country and that this effect works predominantly through its 

interaction with GDP per capita.  The share of agriculture in the economy, the ratio of import 

duties to GDP and in later periods GDP per capita are shown to be robust determinants of tax 

effort.  Section 7 provides summary conclusions and proposed extensions. 
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2. Background and Literature Review 

 

Institutions and Contemporary Measures 

The importance of institutions to economic development was established as early as Adam 

Smith but the recent popularity in economic analysis has been attributed to North (1990, 1994).  

Since then the literature has pursued a number of avenues, in particular a focus on property 

rights as a proxy (McMillan, Rauser and Johnson, 1991; Barro, 1991; Acemoglu, Johnson and 

Robinson, 2001; Levine, 2005)  or on political and democratic institutions (Rodrik, 1999; 

Persson and Tabellini, 2006; Bardhan, 2005; Besley, Persson and Sturm, 2005).   Given the data 

constraints that are inherent, as well as the issue of dual causality between institutions and 

economic growth, much of the literature is committed to finding an appropriate instrument for 

institutional quality.  The list of variables includes those that capture ethno-linguistic 

fractionalisation (Mauro, 1995); differences in law systems (Porta et al., 1997, 1999); 

percentage of law students (Knack and Keefer, 1997), social infrastructure index (Hall and 

Jones, 1999); colonial origins (Rodrik, 1999); predicted trade shares (Rodrik et al., 2004) and 

settler mortality – the seminal contribution of Acemoglu, Johnson and Robinson (2001).  

However, as Bardhan (2005) points out much attention has been made to finding the perfect 

instrument and less to actually establishing an adequate and satisfactory causal explanation.   

More typically, controls for institutional quality take the form of constructed indices such as 

those from the World Bank Governance Indicators (Kaufmann, Kraay and Mastruzzi, 2009), the 

International Country Risk Guide (ICRG, published by Political and Risk Services) and the Polity 

IV dataset (Marshall, Gurr and Jaggers, 2013) amongst others.  However, using composite 

indicators of institutions can be misleading – they are empirical indices that are limited in 

temporal coverage, subject to interpretation bias by the compilers and are subject to 

aggregation problems.  These indices (as well as other constructed variables) fail to isolate the 

causal effect of any single institution, but at the same time cannot include the entire array of 

institutions that may affect growth for instance, which raises the issue of omitted variable bias 

(Pande & Udry, 2006).   Perhaps a much stronger criticism lies with the fact that most indicators 

of institutions are invalid as they do not reflect institutions as inputs into production, rather 

they represent the outcomes that institutions are meant to effect (Glaeser et al., 2004; Fedderke 

et al., 2011).  The variables created for the purposes of this analysis attempt in part to address 

these shortcomings, in particular the latter.  

Of relevance to this analysis, the literature has also attempted to capture the underlying 

characteristics of indigenous groups, early state-structures and the effect of colonisation, all of 

which have been shown to be significant in the institutions-growth relationship.  These include 

Morrison et al. (1989)’s characterisation of ‘state-like’ nature; Easterly and Levine’s (1997) 

index of ethno-linguistic fractionalisation; Gennaioli and Rainier (2007)’s measure of political 

organisation; Michalopoulos and Papaionnou (2011a, 2012)’s spatial distribution of African 

ethnicities and Easterly and Levine (2012)’s density of colonial European settlement1.  

                                                           
1 A number of these measures will be used to assess the robustness of our results and are generally found 
to be in line with those that are presented in the original papers and support the hypotheses purported 
here.  However, direct comparison of the magnitude of the coefficients cannot be made due to differences 
in sample coverage and the construction of the variables.   
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From the tax revenue perspective, in addition to more structural features of the economy, 

measures of the quality of governance and of political and legal institutions have been 

integrated into empirical models and been found to have positive and statistically significant 

effects.  These include: political ‘voice and accountability’ (Bird, Martinez-Vasquez and Torgler, 

2007), common law legal systems (Keen, 2012) and parliamentary systems of governance 

(Persson and Tabellini, 2003).   

Pre-Colonial African Institutions 

Fortes and Evans-Pritchard (1940) provides the basis for much of the work carried out on 

classifying political systems and administrative structure in pre-colonial Africa (prior to 1885).  

Their initial classification of political systems consisted of two main groups:  primitive states 

and those considered stateless.  Primitive states were those societies with centralised authority, 

some form of administrative framework and a judicial system.  Social cleavages of wealth, 

privilege and status corresponded to the distribution of power and authority.  In order to 

ensure stability the powers of the paramount ruler were counter-balanced through the regional 

devolution of powers and privileges.  As Fried (1960) highlights, a state only emerges in 

stratified societies, but even with the presence of an aristocracy or system of castes in more 

politically centralised states, the bargaining powers of the masses were strong relative to the 

elites (Bates, 1983) and there was equality between chiefs and their subjects(Goody, 1971).  On 

the other hand, stateless societies were territorial units not defined by an administrative 

system, but rather represented local communities which were linked depending upon lineage 

ties and bonds of direct cooperation.  There was no dominant class in the political structure and 

no organised force.  With a lack of a centralised and persistent political authority, these societies 

tended to be in a state of continual change and instability.  However the common acceptance of 

social values by the members of the society, rather than more formal rules and sanctions 

worked to prevent widespread conflicts of interest (Middleton and Tait, 1958).   

Davidson (1992) shows that some of the largest and most established African societies were 

characterised by constitutional checks and balances regulating the abuse of power including the 

devolution of power and pre-colonial states were implicitly distrustful of executive power.  The 

societies that endured were those that continued to ensure their legitimacy through 

participatory styles of government (Schapera, 1956).   

What determined the evolution to primitive statehood?  A number of avenues have been 

pursued including, population density (Stevenson, 1968), regional and long-distance trade 

(Vansina, 1962; Hodder, 1964), and resource endowments and ecological diversity (Gray and 

Birmingham, 1970; Bates, 1983; Fenske, 2010).  The development of markets and trade appears 

to be the dominant factor, although once colonisation began in Africa, the control of trade was 

assumed by the colonising European powers and as a result weakened the basis for political 

control (Hodder, 1964; Stevenson, 1968; Gray and Birmingham, 1970)2.  

However, the formation of states and the elaboration of institutions in Africa was very different 

to that within Europe and this was particularly true of property rights.  Crucially, the distinction 

                                                           
2
 For example the Bemba state rose and prospered through the localised monopoly of the trade in slaves 

and ivory.  When the British, in 1890, colonised that region of Africa, this monopoly ended and the basis 
of Bemba power was destroyed, both within itself and over other tribes.  Simply, the Bemba developed 
trade, which led to an increased population density, as the British destroyed the basis of the state, this led 
to migration and thus the population declined (Stevenson, 1968). 
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between private land and communal land was not made predominantly due to the fact that land 

was so abundant in Africa and consequently, population density was equally minimal (Goody, 

1971; Colson, 1975; Ahene, 2000).  Although the relative quality of the land proved an 

important factor and areas that were more densely populated also benefited from higher quality 

soil and associated natural resource endowments (Herbst, 2000).  In West Africa long-term 

claims to land seem to have been driven by the mutually incompatible uses envisaged for a 

particular tract of land (Colson, 1975).  In addition, the lack of technological innovation in early 

African agriculture (Goody, 1971; Diamond, 1997) meant that agriculture remained 

unproductive and there was little incentive to demand exclusive rights to the use and ownership 

of land if the economic rents were low (Schapera, 1956; Sundstrom, 1965).   African 

communities only began to alter their views regarding land during the colonial period due to, 

amongst other factors, the presence of a settling, foreign population.  

There is little within this literature specifically related to taxation, but Sundstrom (1965) notes 

that it does appear as a form of early redistribution of the surplus by the chief whose power was 

derived from his ability to provide for his people.  Equally, the people who chose to pay the 

taxes and tributes (commonly customs duties and road tolls) levied by the chief acknowledged 

his over-lordship or protection (Wright, 1999).     

Colonial Heritage 

A number of studies within the new institutional economics literature aim to account for the 

effect that colonisation has had on economic growth (La Porta et al., 1999; Engerman and 

Sokoloff, 2005; Acemoglu, Johnson and Robinson, 2001, 2002).  With a more specific focus on 

tax revenues as the outcome variable of interest, Mkandawire (2010) provides the initial 

motivation for our analysis. To test the economic relevance and statistical significance of 

indigenous institutions for economic performance in sub-Saharan Africa (SSA) 35 SSA countries 

were classified in three groups (cash crop, labour resource and concession company economies) 

based on their colonial experience.   

The cash crop economies (17 countries located mainly in West Africa)3 relied on the production 

for export of cash crops such as palm oil, rubber and cocoa.  The presence of colonial 

governments in these countries tended to be limited in the extent to which the production and 

logistics for export could be organised.  This presence was even more limited in the case of the 

concession company economies (6 countries located around the Congo Basin)4.  In fact, there 

was very little colonial government presence, if any, with much of the land in these countries 

having been licensed to large resource-motivated private enterprises (e.g. mining, forestry, 

cash-crops), which had complete control over its governance.  The labour resource economies 

(12 countries mostly located in Southern Africa)5 were characterised by relatively high labour 

endowments used to facilitate economic activities such as farming and mining.  These 

economies had much larger, more invested colonial governments that tended to replicate the 

institutions that were present in their home countries.   

                                                           
3
 Cash-crop economies: Benin, Burkina Faso, Cameroon, Côte d’Ivoire, The Gambia, Ghana, Guinea, Guinea-

Bissau, Mali, Mauritania, Niger, Nigeria, Senegal, Sierra Leone, Tanzania, Togo, Uganda. 
4 Concession company economies: Congo DRC, Congo Rep., Gabon, Central African Republic, Rwanda, 
Burundi 
5 Labour resource economies: Angola, Botswana, Kenya, Lesotho, Madagascar, Malawi, Mozambique, 
Namibia, South Africa, Swaziland, Zambia, Zimbabwe. 
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Mkandawire’s (2010) main finding was that tax revenue to GDP ratios (tax/GDP) tended to be 

significantly higher in the labour resource economies compared to the cash crop economies and 

that this could be attributed to the institutional features inherited from the colonial period (it 

transpired that the concession company group was very disparate with no significant effect).  

Applying the classification discussed above to our revenue data (see Graph 1) highlights both 

the disparity in tax revenues observed, as well as an early indication of the effect that colonial 

heritage seems to have on this initial performance. 

 

Graph 1: Colonial Heritage and Tax Performance 

 

Note: ‘LR’ – labour resource economies; ‘CC’ – cash crop economies; ‘Con’ – concession company 
economies. 

Source: Mkandawire (2010) classification applied to data from Clist & Morrissey (2009). 
 

 

However, there is still a substantial amount of heterogeneity amongst countries even within the 

same colonial-economy group, highlighting a limitation of this classification. From Figure 1 one 

can observe the large variance around the average for concession and labour resource 

economies, whilst for the cash crop economies a much narrower distribution centred on the 

median is observed.  This paper aims to use newly constructed measures of indigenous 

institutions to determine whether differences in institutional organisation can explain this 

heterogeneity in cross-country tax performance. 
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Figure 1: Box Plot - Revenue to GDP ratio by Colonial Classification, 1970-2010 

 
 

Note: CC – cash crop economies; Con – concession company economies; LR – labour resource economies. 
The box plot: whiskers indicate the maximum and minimum, the line in the box is the median and the size 

of the box indicates the distribution between the 25th and 75th percentile. 
 
 

3. Indigenous Institutional Variables 

One of the key data sources made use of in this study is Murdoch’s (1967) Ethnographic Atlas – 

a compilation of ethnographic evidence used to classify 862 societies across the world, including 

239 in Africa.  The Murdoch dataset provides a wealth of information equating to approximately 

60 variables that capture societal, economic and political characteristics of ethnic groups, 

although with varying data.  As would be expected, larger or more prominent groups are better 

represented in the data.  For the purposes of this analysis, the sample is limited to just sub-

Saharan African (SSA) societies and covers the period of their colonisation, prior to their 

independence.  Many of the surveys used to compile this data were undertaken as a form of 

early census carried out by colonial powers, as well as those with more academic motivations – 

some as early as 1870.  In addition, Murdoch’s (1959) Ethno-linguistic Map provides a visual 

distribution of the ethnic groups in Africa. 

Combining both the map-based representation and the geographic coordinates provided by 

Murdoch (1967), we use geographic information system (GIS) software to determine how these 

societies relate to the contemporary countries of Africa (see Figure 2).  In addition to observing 

the groups and societies that constitute the nation-states of Africa, we are able to determine 

which groups are fully encapsulated by a country’s national border or whether they overlap 

with other neighbouring countries.  This distinction has proved important in the literature as 

societies that are fragmented or fragmented across borders.  
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Figure 2: Ethnolinguistic Map (Murdoch, 1959) and Current Political Boundaries of Africa 

 

 

From the wealth of information that the Murdoch dataset provides interest is focused on those 

factors which are believed to provide the best indication of the indigenous institutional 

environment for state formation and taxation, namely: community organisation and the nature 

of settlement. This analysis focuses on just two newly variables: clan-based organisation and 

permanent settlement, both benefiting from better coverage in the original data sources and 

allowing for sufficient cross-country variation for empirical analysis6.  Dummy variables are 

created based on the classification information provided by Murdoch (1969).  Clan-based 

organisation is determined from the community organisation variable.  The presence of a clan 

structure implies a more formal hierarchy with some form of centralised decision making.  

Settlement distinguishes between whether societies are considered migratory or settled.  The 

interest in this variable is centred on the fact that if societies are less transitory then there is 

more opportunity for institutional structures to develop.  Further settlement enables 

agricultural cultivation and the storage of food, allowing for a diversification of labour away 

from hunting and gathering, and thus facilitates the development of a bureaucracy.  Intuitively, 

there is a degree of correlation between these two variables and this is established statistically7. 

                                                           
6 It is recognised that the data may be subject to sample selection bias as there is a tendency for the 
larger, as well as the more fragmented groups to be better represented.  It is not clear whether the 
missing data is simply not available or actually not relevant for the group in question.  As a result, focus is 
directed towards those groups for which there is adequate data and one can view it with some certainty. 
7 Pairwise correlation coefficient of 0.45 significant at the 5 per cent level. 
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In addition to the Murdoch (1967) dataset, the Atlas Naradov Mira (1964) from the Miklukho-

Maklai Institute of Anthropology and Enthnography8 provides population data on world ethnic 

groups organised by countries (correct at the time of publication)9.  This Atlas allows for the 

geographic dispersion of ethnic groups to be validated and also permits the construction of 

population weighted variables for empirical analysis.   

As mentioned earlier, the distinction between fragmented and non-fragmented groups is one 

that has been investigated within the literature with measures typically identifying the degree 

of ethnic fragmentation within a country, i.e. the number of different groups and the subsequent 

population distribution (Easterly and Levine, 1997: Posner, 2004).  In this analysis, the focus is 

somewhat different, with fragmentation across national borders being of interest; reflecting the 

arbitrariness of colonially-imposed political borders and the ensuing implications for state 

legitimacy (Englebert, 2000).   

These variables are selected on the basis that those groups or societies that had more 

experience with formalised organisational structures were better able to adopt Western-style 

governance following the colonial period  and/or a greater ability for the consensus-building 

necessary for the formulation of government policy, particularly in relation to taxation.  A lack 

of state legitimacy due to the fragmentation of groups across borders renders government 

policymaking somewhat redundant if barriers to implementation result due to the non-

acceptance of the government and their policies. 

Our overall analysis is at the country-level and thus the data collated on the ethnic groups 

requires aggregating and this is done by constructing concentration ratios10.  Formally:  

     ∑   
 

   
 

Where Si is the population share of society i (population of society i divided by the total 

population of the country) and n defines the largest societies (by share).  The concentration 

ratio for the 3 largest societies is calculated.  The three variables/concentration ratios 

constructed represent the 3 largest societies that are11:  

 characterised by permanent settlement (set); 

 characterised by a clan-based community structure (clan); and  

 fragmented across national borders (frag). 

Whist the concentration ratio method provides us with the means to create country-level 

variables, the subsequent analysis of these ratios is more complicated, particularly if attempts 

                                                           
8
 Given the rarity of this particular Atlas, gathering this data involved a trip to the British Library, St. 

Pancras, London as well as transcribing and translating from the original Russian to English.  The English 
translation of the Atlas Naradov Mira by Telberg (1965) was consulted but did not include a translation of 
the section detailing the population data by society. 
9 A number of steps were taken to validate the data between Murdoch (1967) and the Atlas Naradov Mira 
(1964), available on request from the authors. 
10 A number of other methods of aggregation were also considered, including constructing a Herfindahl 
Index, using principal component analysis (PCA) and simple population shares of various combinations of 
the characteristics.  These methods are not reported given that they performed poorly in subsequent 
empirical analysis and in some circumstances suffered from data availability concerns.   
11

  See Appendix 1 for the values of these concentration ratios by country. 
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are made to provide inference regarding the level of political competition and thus potential 

conflict within the respective countries12.  On one hand, the hypothesis applied is that higher 

population proportions of similarly organised groups increases the likelihood of consensus-

building within the country.  However, on the basis that the three largest ethnic groups are used 

to create the ratio, this also suggests a higher likelihood of dominance by one or a few ethnic 

groups within the country as a whole.  In a society characterised by fewer groups, there may be 

more opportunity for consensus and thus less conflict.  But whether or not this is the case in 

practice can be disputed, as has been evidenced in a number of African countries, when the 

presence of a few dominant ethnic groups have led to internal conflict, e.g. Rwanda (Hutus and 

the Tutsis), Kenya (Odinga and the Kikuyu), South Sudan (Lou Nuer and the Murle) and Liberia 

(Gio /Mano and the Krahn).  It may be the case that more groups indicates more competition, 

diluting the potential for conflict,  or that a more fragmented society may create problems of 

state legitimacy and thus have a negative overall effect on the institutional environment, as 

suggested by Englebert (2000).  Certainly, Easterly and Levine (1997), Posner (2004) and 

Campos, Saleh and Kuzeyev (2009) all show that the degree of ethnic fractionalisation has a 

negative effect on economic outcomes13.  

 

4. Data 

A sample of 36 sub-Saharan African countries is used with control variables capturing features 

important to determining the ‘tax handle’ or ‘tax capacity’ of developing countries.  The share of 

agriculture (agr) and industry (ind) in the economy, GDP per capita (GDPpc) and the share of 

imports (imports) and exports (exports) as a percentage of GDP are sourced from the World 

Bank’s World Development Indicators.  Government revenue data is from the IMF’s Government 

Financial Statistics database14.  Full descriptions of the variables and descriptive statistics are 

provided in Appendix 2 and Appendix 3 respectively.  

Figure 3 shows the evolution over time of government revenue as a share of GDP for the sample 

over four cross-sections.  There is little change in the median and distribution between the 25th 

and 75th percentile, as well as overall variance between the two earlier periods (1970-1980 and 

1980-1990).  However, in the period 1990-2000, the variance of the distribution significantly 

reduces, as does the median value – potentially reflecting the actual implementation of tariff 

reductions through the World Trade Organisation.  In the most recent period though, whilst the 

median tax share is lower than in the first two periods, the distribution of tax revenue shares 

between the 25th and 75th percentile has narrowed and is similar to what was observed earlier.   

                                                           
12 In addition, the variables fail to capture other underlying factors which may have had a subsequent 
effect on the performance of contemporary institutions.  These include the geographic location of these 
groups, their political engagement during the colonial period, the effect of nationalisation and state-
building and the degree to which the blood or ethnic ties have been diminished over time, through 
migration, marriage or other socio-political influences.   
13

 Whilst Easterly and Levine (1997) treat ethnic fractionalisation as an exogenous, static variable, 
Campos, Saleh and Kuzeyev (2009) treat ethnicity as an endogenous variable that changes over time – 
they find a robust, negative correlation to economic growth over the period 1989-2007. 
14 Much of this data was compiled by Clist and Morrissey (2009) and subsequently updated by the 
authors. 
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Figure 3: Box Plot - Revenue/GDP by Period 

 

The box plot:  whiskers indicate the maximum and minimum values, the line in the box is the median and 

the size of the box indicates the distribution between the 25th and 75th percentile. 

 

Simple scatter plots suggest a positive correlation between the new indigenous institutional 

variables and the revenue to GDP ratio (see Appendix 4), the relationship being strongest for 

the variable clan, followed by set and frag. In addition, from observation it appears that the 

variable frag may be characterised by two sub-samples, where countries cluster both above and 

below some threshold value.  This may also be the case for the variable clan, with clustering at 

lower levels.  Potential threshold effects were investigated and reported in Section 6.  Crucially, 

these scatter plots highlight the considerable heterogeneity that is present when comparing this 

sample of countries15.     

 

5. Empirical Model and Specification 

This analysis uses a standard model of the determinants of tax revenue (Gupta et al., 2004; Clist 

and Morrissey, 2009; Benedek et al., 2012) which seeks to capture a country’s ‘tax handle’ or 

‘tax capacity’.  Specifically, the ratio of current revenue to GDP is determined by the current 

structure of the economy – so a contemporaneous rather than a causal relationship.  

  (
   

   
)                    

                                          

 
Equation 1 shows this basic model, with the addition of a vector I for the indigenous 

institutional variables.  The dependent variable is the natural log of the ratio of revenue to GDP; 

                                                           
15 For instance, Botswana has consistently higher revenue than would be predicted from the indigenous 
institutional variables (i.e. ‘above the line’) and this is likely attributed to the favourable agreement that 
the government agreed on with regards to diamond revenues.  In addition, Angola would appear to 
benefit from the oil revenues and Lesotho, from the fact that the economy is almost solely driven by aid. 
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logs are taken in order to correct for the skew in the distribution of the data and is common 

practice in the literature (Gupta et al., 2004; Clist and Morrissey, 2009).  Income is measured by 

GDP per capita (GDPpc) in current US dollars and expected to have a positive coefficient ( 1>0), 

the larger the economy, the better off its citizens, the higher the expected revenues from 

taxation (Musgrave, 1969), as well as the higher the demand for public services (Tanzi, 1987).  

In addition it is also often taken as a proxy for administration and compliance capacity16.  The 

quadratic effect of GDP per capita on revenue (GDPpc2) takes into account the fact that as the 

economy increases, its effect on revenue will increase, but at a decreasing rate ( 2<0)17.  Agr and 

ind are the shares of agriculture and industry in the economy as a percentage of GDP, 

respectively. Given the economic structure of sub-Saharan African countries it is expected that 

these two sectors capture the majority of taxable productive output.  As agriculture tends to be 

organised on a more informal, subsistence basis, a negative relationship with tax revenues 

( 3<0) is anticipated as collection and enforcement of tax policy is difficult.   The opposite is true 

for the industrial sector which is more formal and urban-based, thus a positive relationship with 

tax revenue ( 4>0) is expected.  Trade taxes have historically been a dominant contributor to 

government revenues in SSA, and in spite of liberalisation, remain important18.  As a result we 

include imports (imports) and exports (exports) as shares of GDP and we expect the coefficients 

to be positive ( 5>0;  6>0)19.   

The institutional vector, I, relates to the constructed indigenous institutional variables, cent, 

clan and frag.  These variables will be used individually and sequentially in the empirical 

analysis.  It is expected that the revenue to GDP ratio will be positively correlated with cent - 

formal organisation allowing for political consensus when it comes to raising revenue.  For clan, 

the expected direction of the sign of the coefficient is less clear.  Being clan-based inherently 

implies some organisational structure and thus a positive effect would be expected.  But equally, 

the presence of clans could imply an increased likelihood of conflict.  Similarly, a negative sign 

could be expected in the case of frag – a higher degree of ethnic fragmentation implying that 

political consensus is harder to attain and thus a negative effect on tax revenues.   In fact, it 

could be the case that the coefficients on all of the variables in I are negatively signed – on the 

basis that if indigenous institutional arrangements persist, they could provide a source of 

conflict with more modern, contemporaneous institutions.  Furthermore, the nature of the 

relationship between the indigenous institutional variables and revenues may differ depending 

on the value of the observation in relation to some threshold value.  

                                                           
16

 Wagner’s Law implies that the share of government increases as income levels increase, however a 
number of studies find evidence of an income elasticity of less than 1 and sometimes even negative.  In 
these cases it is possible that the distortionary costs of taxation result in lower revenue shares at higher 
incomes (Keen & Lockwood, 2010).  
17

 Should the signs on GDPpc and GDPpc2 be consistent with these expectations, then that would add 
further support the argument that low income countries are already employing the greatest possible 
effort in terms of raising domestic revenue (Keen and Simone, 2004).  Revenue effort will be considered 
in more detail in Section 5.  
18

 The average applied tariff in 2007 in low-income countries was 12 per cent in comparison to the global 
average of 8.8 per cent - UNCTAD TRAINS database http://r0.unctd.org/trains_new/database.shtm 
19

 Although the direction of the sign on trade variables is ambiguous in the literature, imports and exports 
are easy to tax as they take place in specific locations, and higher openness leads to larger revenues. But 
low protection levels (so lower tariff rates) may increase openness and thus, taxes and openness are 
inversely related. Clist and Morrissey (2009) demonstrate the validity of disaggregating the trade share to 
GDP in terms of imports and exports, and in their regressions find statistical evidence of an opposing 
effect on tax revenues i.e. imports being positive and exports negative. 

http://r0.unctd.org/trains_new/database.shtm
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The model is estimated using data over the years 1970-2010 organised into 10 year averages, 

which results in four cross-sections relating to the periods 1970-1980, 1980-1990, 1990-2000 

and 2000-2010.  An ordinary least squares (OLS) estimator with robust standard errors (to 

control for heteroskedasticity) is used.   As the institutional variable is time-invariant panel 

methods are not employed (I would be equivalent to a fixed effect). Using cross-section 

averages however, does have its benefits: first, it smoothes data volatility in the annual 

observations, a characteristic of SSA data, and accounts for missing annual observations for 

some years.  Second, estimating a succession of cross-sections allows an investigation into 

whether the significance and magnitude of the effects of indigenous institutions is dynamic.  The 

hypothesis being that as contemporary institutions develop the effect of indigenous institutional 

structures on tax performance will decrease over time.  This is due to gradual and organic 

institutional change, as well as more concerted reforms being implemented.  In addition, as 

economies become richer and more integrated into the global economy, traditional or 

indigenous structures are likely to be increasingly diluted.   

Given the lack of availability of consistent tax-specific data for the countries in this sample, 

analysis is focused on revenue, excluding grants, at the central government level; however tax-

specific data (excluding revenues from resource taxes) is made use of in robustness tests 

carried out, noting that there is a shorter time-series beginning in 1980.  Equation 1 is a reduced 

form version of models that have been applied in the literature and may be subject to omitted 

variable bias.  However, as noted by Clist and Morrissey (2009), over 20 control variables were 

analysed as potential determinants to the ratio of tax to GDP by Gupta (2007) and few others in 

addition to those included here were found to be statistically significant20.  Whilst the full model 

as specified by equation 1 is estimated, a more parsimonious approach is undertaken following 

recognition of the relatively small sample sizes of the cross-sections.  The results below show 

that there is little loss in the explanatory power of the model.   

 

6. Results and Discussion 
Estimation of the full model as shown in equation 1 (omitting the institutional variable at this 

stage) yields expected results: agriculture (agr) has a negative and statistically significant effect 

in three out of the four cross-sections, with the magnitude of the coefficient diminishing in the 

most recent period21.  The industrial share of the economy (ind) is statistically insignificant 

across specifications.  GDP per capita, the proxy for the size of the economy, is statistically 

significant only in the last period (2000-2010), the effect of which is positive and quadratic in 

nature, implying that the positive contribution to revenues from the size of the economy is 

subject to diminishing returns.  The coefficient of the variable capturing import share (imports) 

is positive and statistically significant across specifications, highlighting the importance of trade 

taxes to government revenue.  Exports are statistically insignificant across all cross-sections22. 

In order to conserve degrees of freedom in our empirical estimations, the variables ind and 

exports are dropped and a more parsimonious model pursued.  The same pattern of results is 

                                                           
20 Other variables include population size and population growth, inflation, public debt, financial sector 
depth, extent of decentralisation, aid and natural resources (IMF, 2011). 
21 Results available on request from the authors. 
22 When re-estimated using cross-sections averaged over 1970-2010, 1970-1990 and 1990-2010, the 
same pattern of results is evident (available on request). 
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observed, with the coefficients on agr and imports significant at the 1 per cent level and these 

are robust to specification.  There is no real increase in the explanatory power of the model 

(given by the R2); however the F statistics of joint significance of the variables has increased, 

supporting the model. 

Using this parsimonious model, the indigenous institutional variables are then included in the 

model individually and sequentially23, and then interacted with GDP per capita and its quadratic 

term.  Regressions with the variable set (capturing permanent settlement) show in the period 

1970-1980, the coefficient of the variable set*GDPpc is positively signed and statistically 

significant – the effect of which is quadratic (see Table 1).  This is also the case in the cross-

section 1990-2000 where, the individual variable set is also statistically significant and positive.  

This implies that higher concentrations of groups characterised by permanent settlement are 

associated with higher revenue to GDP ratios, however as the respective country grows, this 

institutional or ‘settlement’ effect diminishes. 

The concentration of groups characterised by clan-based organisational structures (clan) is 

statistically significant in the first two cross-sections (1970-1980 and 1980-1990) and this is 

despite relatively small sample sizes (see Table 2).  The variable itself is positive, whilst the 

coefficient on the interaction term with GDP per capita (clan*GDPpc) is negative and quadratic.  

However, in the most recent period (2000-2010), clan and its interaction terms are statistically 

insignificant.  This result seems to support the hypothesis that whilst indigenous institutions do 

have a role to play in determining revenues, their effect does diminish due to time itself, as well 

as a due to the growth of the economy.    

Lastly, results using frag show the variable itself to be positive and statistically significant in the 

first cross-section as are the interaction variables (signs as expected), whilst the latter are also 

statistically significant in the period 1980-1990 and 2000-2010 (see Table 3).   The positive sign 

on the frag variable, which at first appears contrary to expectations, can be explained.  Given 

frag is the fragmentation across borders – and taking into account that this is true for the 

majority of groups in the sample - the variable itself can be considered a simple concentration 

ratio i.e. the larger its value the smaller the degree of the fragmentation of groups within the 

country.  Thus, a positive sign would support the hypothesis that a lower degree of internal 

fragmentation, with the majority of the population being represented by fewer groups has 

beneficial effects on domestic revenue generation due to the increased ability to build political 

and policy consensus. 

 

 

                                                           
23 The indigenous institutional variables are correlated and thus not included in the model together. 
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Table 1: Parsimonious Model with Institutional Variable – set 

 1970-1980 1980-1990 1990-2000 2000-2010 

 1 2 3 4 5 6 7 8 

agr -0.017 -0.015 -0.012 -0.011 -0.023 -0.018 -0.009 -0.009 

 (3.05)*** (3.02)*** (1.50) (1.54) (3.15)*** (3.49)*** (3.14)*** (2.75)** 

GDPpc -0.008 0.153 0.042 0.197 0.016 0.227 0.018 0.049 

 (0.69) (2.04)* (1.34) (1.89)* (0.68) (3.53)*** (3.48)*** (1.95)* 

GDPpc
2
 2.11e

-08
 5.515e

-08
 -6.34e

-08
 -5.83e

-07
 -2.39e

-08
 -5.84e

-07
 -1.16e

-08
 5.89e

-08
 

 (1.17) (1.05) (1.16) (1.05) (0.54) (2.99)*** (2.91)*** (1.45) 

imports 0.015 0.016 0.011 0.012 0.008 0.014 0.011 0.011 

 (6.58)*** (4.69)*** (5.22)*** (4.42)*** (2.79)*** (5.16)*** (4.73)*** (5.39)*** 

set 0.000 0.009 0.000 0.012 0.001 0.015 0.001 0.003 

 (0.06) (1.51) (0.09) (1.57) (0.27) (2.69)** (0.61) (1.55) 

set*GDPpc  -0.003  -0.003  -0.004  -3.96e
-06

 

  (2.11)**  (1.59)  (3.40)***  (1.36) 

set*GDPpc
2
  -1.39e

-09
  1.09e

-08
  1.05e

-08
  5.56e

-10
 

  (0.93)  (0.95)  (2.91)***  (1.28) 

_cons 2.850 2.150 2.600 1.932 2.963 1.842 2.507 2.307 

 (9.62)*** (4.54)*** (5.63)*** (3.41)*** (7.86)*** (4.86)*** (13.37)*** (11.09)*** 

F  24.24 65.89 20.54 37.04 13.93 111.90 72.40 62.21 

P  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

R
2
  0.69 0.75 0.67 0.73 0.69 0.79 0.82 0.82 

N 28 28 30 30 32 32 35 35 

Notes: Dependent Variable is ln(rev/gdp); OLS estimator with robust s.e.; 10 year average cross-sections; * denotes statistical significance: * 
p<0.1; ** p<0.05; *** p<0.01.  Test of joint significance of variables (F), associated p-value (P); R2 is the coefficient of determination.   Coefficient of 

GDPpc rescaled: multiplied by 100. 
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Table 2: Parsimonious Model with Institutional Variable – clan 

 1970-1980 1980-1990 1990-2000 2000-2010 

 1 2 3 4 5 6 7 8 

agr -0.015 -0.011 -0.010 -0.008 -0.018 -0.016 -0.008 -0.007 

 (2.31)** (1.31) (1.17) (0.86) (2.70)** (2.33)** (2.35)** (1.81)* 

GDPpc -0.007 0.098 0.053 0.177 0.028 0.047 0.019 0.030 

 (0.55) (1.58) (1.65) (2.72)** (1.18) (0.86) (3.78)*** (1.98)* 

GDPpc
2
 2.60e

-08
 -9.43e

-08
 -7.93e

-08
 -5.36e

-07
 -4.11e

-08
 -2.57e

-08
 -1.26e

-08
 -2.96e

-08
 

 (1.29) (0.94) (1.45) (2.50)** (0.96) (0.15) (2.87)*** (1.12) 

imports 0.015 0.016 0.011 0.011 0.009 0.012 0.010 0.010 

 (7.33)*** (7.89)*** (5.11)*** (5.51)*** (3.00)*** (4.89)*** (3.24)*** (3.14)*** 

clan 0.002 0.038 0.001 0.022 -0.002 0.014 0.002 0.004 

 (0.64) (1.94)* (0.32) (2.18)** (0.69) (1.53) (0.72) (1.54) 

clan*GDPpc  -0.011  -0.005  -0.002  -2.42e
-06

 

  (1.88)*  (2.59)**  (1.77)*  (0.99) 

clan*GDPpc
2
  1.43e

-08
  1.48e

-08
  2.45e

-09
  2.69e

-10
 

  (1.73)  (2.80)**  (0.69)  (1.17) 

_cons 2.678 2.165 2.411 1.860 2.786 2.447 2.486 2.395 

 (9.66)*** (4.92)*** (5.24)*** (3.32)*** (9.42)*** (7.49)*** (17.82)*** (15.67)*** 

F  16.09 28.59 17.90 20.10 13.53 12.50 65.91 33.52 

P  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

R
2
  0.74 0.79 0.73 0.81 0.71 0.77 0.82 0.83 

N 23 23 25 25 27 27 30 30 

Notes: Dependent Variable is ln(rev/gdp); OLS estimator with robust s.e.; 10 year average cross-sections; * denotes statistical significance: * 
p<0.1; ** p<0.05; *** p<0.01.  Test of joint significance of variables (F), associated p-value (P); R2 is the coefficient of determination.   Coefficient of 

GDPpc rescaled: multiplied by 100. 
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Table 3: Parsimonious Model with Institutional Variable – frag 

 1970-1980 1980-1990 1990-2000 2000-2010 

 1 2 3 4 5 6 7 8 

agr -0.022 -0.025 -0.014 -0.013 -0.021 -0.022 -0.009 -0.008 

 (3.47)*** (3.41)*** (1.95)* (1.82)* (3.01)*** (3.27)*** (3.18)*** (2.67)** 

GDPpc -0.013 0.022 0.041 0.137 0.026 0.098 0.018 0.051 

 (0.95) (1.15) (1.38) (2.57)** (1.06) (1.43) (3.96)*** (2.80)*** 

GDPpc
2
 1.75e

-08
 3.18e

-08
 -6.76e

-08
 -3.94e

-07
 -4.33e

-08
 -2.16e

-07
 -1.12e

-08
 -6.37e

-08
 

 (0.94) (0.80) (1.26) (2.52)** (0.95) (1.09) (3.29)*** (2.10)** 

imports 0.012 0.014 0.009 0.010 0.007 0.011 0.011 0.012 

 (4.46)*** (4.66)*** (4.31)*** (4.52)*** (2.23)** (3.84)*** (4.64)*** (5.35)*** 

frag 0.003 0.007 0.002 0.006 0.002 0.006 -0.000 0.002 

 (1.33) (2.05)* (0.99) (1.50) (0.76) (1.42) (0.22) (1.27) 

frag*GDPpc  -9.41e
-09

  -1.39e
-05

  -1.47e-
05

  -4.03e
-06

 

  (2.39)**  (1.92)*  (1.49)  (2.16)** 

frag*GDPpc
2
  1.13e

-09
  4.34e

-09
  3.23e

-09
  6.02e

-10
 

  (1.51)  (2.30)**  (1.24)  (1.92)* 

_cons 2.951 2.867 2.634 2.288 2.849 2.530 2.528 2.283 

 (12.68)*** (9.39)*** (6.75)*** (5.45)*** (9.12)*** (6.86)*** (17.08)*** (12.88)*** 

F  24.00 12.72 23.03 16.02 13.81 21.56. 69.10 37.19 

P  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

R
2
  0.72 0.75 0.68 0.73 0.69 0.74 0.80 0.82 

N 29 29 31 31 33 33 36 36 

Notes: Dependent Variable is ln(rev/gdp); OLS estimator with robust s.e.; 10 year average cross-sections; * denotes statistical significance: * 
p<0.1; ** p<0.05; *** p<0.01.  Test of joint significance of variables (F), associated p-value (P); R2 is the coefficient of determination.   Coefficient of 

GDPpc rescaled: multiplied by 100. 
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Table 4: Threshold Effects, Institutional Variable - frag 

 1970-1980 1980-1990 1990-2000 2000-2010 

 1 2 3 4 5 6 7 8 

agr -0.022 -0.020 -0.014 -0.013 -0.020 -0.020 -0.009 -0.008 

 (3.83)*** (2.96)*** (1.91)* (1.99)* (2.90)*** (2.99)*** (3.18)*** (2.78)*** 

GDPpc -0.015 0.031 0.043 0.149 0.024 0.116 0.018 0.047 

 (1.11) (0.58) (1.43) (3.15)*** (0.98) (3.19)*** (4.02)*** (3.20)*** 

GDPpc
2
 2.17e

-08
 2.79e

-09
 -7.04e

-08
 -4.30e

-07
 -3.86e

-08
 -2.93e

-07
 -1.13e

-08
 -6.05e

-08
 

 (1.21) (0.05) (1.30) (3.17)*** (0.82) (2.94)*** (3.42)*** (2.41)** 

imports 0.012 0.013 0.009 0.009 0.008 0.010 0.011 0.011 

 (4.62)*** (4.03)*** (4.44)*** (4.18)*** (2.48)** (3.56)*** (4.45)*** (4.67)*** 

frag_thres 0.236 0.397 0.171 0.671 0.064 0.510 -0.014 0.180 

 (1.54) (1.56) (1.22) (2.36)** (0.46) (2.21)** (0.18) (1.69) 

frag _thres* 

GDPpc 

 -5.08e
-04

  -1.42e
-03

  -1.38e
-03

  3.29e
-04

 

  (0.94)  (2.97)***  (2.94)***  (2.40)** 

frag _thres* 

GDPpc
2
 

 2.47e
-08

  4.34e
-07

  3.45e
-07

  5.26e
-08

 

  (0.42)  (3.18)***  (2.95)***  (2.15)** 

_cons 3.048 2.760 2.648 2.268 2.866 2.504 2.521 2.327 

 (13.63)*** (7.04)*** (6.86)*** (5.85)*** (9.01)*** (7.95)*** (18.27)*** (15.78)*** 

F  24.30 26.06 25.83 121.61 14.26 18.92 67.23 27.15 

P  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

R
2 
 0.73 0.74 0.69 0.76 0.69 0.74 0.80 0.82 

N 29 29 31 31 33 33 36 36 

Notes: Dependent Variable is ln(rev/gdp); OLS estimator with robust s.e.; 10 year average cross-sections; * denotes statistical significance: * 
p<0.1; ** p<0.05; *** p<0.01.  Test of joint significance of variables (F), associated p-value (P); R2 is the coefficient of determination.   Coefficient of 

GDPpc rescaled: multiplied by 100.  Threshold value 45.07. 
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Robustness Tests 

A number of robustness checks are undertaken to validate the main results presented above24. 

i. Fragmentation  

We redefine the other indigenous institutional variables to take into account fragmentation in 

addition to the institutional characteristics they capture.  Thus, the variable set_f (clan_f) is 

redefined as the concentration ratio of the three largest societies that are characterised by 

permanent settlement (clan-based structure) and fragmented across borders.  The results are 

qualitatively similar to those reported above; clan_f is generally positive and statistically 

significant, whilst set_f is insignificant, although the interaction terms are statistically significant 

and negative in sign.  These results support the fact that given that most ethnic groups included 

in the Murdoch (1967) dataset are fragmented across borders, the organisational 

characteristics of the groups are what is important to subsequent revenue collection.   

ii. Threshold Effects 

To investigate whether the institutional effects observed are determined by the actual value of 

the institutional variables themselves, an analysis of potential thresholds is undertaken.  This is 

done by assuming a quadratic distribution to the indigenous institutional variables, from which 

the turning points, or threshold values are calculated25.  Using these thresholds dummy 

variables are created; equal to 1 where the respective country’s observation is greater than the 

threshold and equal to zero otherwise.  In addition they are also interacted with GDP per capita.   

The only variable that is statistically significant is frag_thres, which is positive in the period 

1980-1990 and 1990-2000 (see Table 4 above).  The magnitude of the coefficient being greater 

than those previously observed, although still decreasing over time. This suggests that countries 

where the three largest ethnic groups command a higher proportion of the population, and 

where this proportion is greater than the threshold of 45.07 per cent, countries exhibit higher 

revenue to GDP ratios - an important result in explaining the observable heterogeneity in 

revenue performance in the sample.   But again as the economy grows, these indigenous 

institutional factors have a reduced effect on revenues.     

iii. Tax-specific data 

As mentioned previously, tax-specific data of an adequate quality is somewhat lacking, and, 

observations are only available from 1980 and for a smaller sample of countries.  Tax revenues 

are one component of the sources of domestic revenue, and as such the mean value for our 

sample is 13.5 per cent of GDP, in comparison to 19.66 for general revenue.  The variance in 

observations is also less.  Tax revenue to GDP ratios follow a similar pattern to total government 

revenue as discussed earlier, with a general decline in the period 1990-2000 and subsequent 

recovery.   

Focusing on the three 10 year cross-sections from 1980, the parsimonious tax determinants 

model is re-estimated using the natural log of the tax to GDP ratio (lntaxgdp) as the dependent 

variable with and without the institutional variables.  From the parsimonious model (without 

institutional variables) imports is the only statistically significant control variable – positive in 

effect and increasing in magnitude over time (similar to the estimations with lnrevgdp as the 

dependent variable).   

                                                           
24

 Results available on request from the authors. 
25 For frag this is 45.07; clan 45.92; set 56.94. 
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On including the indigenous institutional variables and the interaction terms, only set is 

robustly significant, the interaction term (set*GDPpc) is negatively signed and quadratic in effect 

across all three periods (although the magnitude of its contribution to explaining tax revenues is 

small).  With regards to the other institutional variables, frag is statistically insignificant and 

clan displays some significance, signs as expected, in the first cross-section only.   

iv. Revenue Effort  

In a large proportion of the literature, tax effort and tax performance are used interchangeably.  

However, there are studies that approach tax effort more accurately.  These papers calculate tax 

effort by creating a ratio between actual and predicted tax ratios, which reflects the variance in 

taxable capacity of a country (Lotz & Morss, 1967; Leuthold, 1991; Teera and Hudson, 2004; 

Wang et al., 2009).  In this way, one can make an assessment of the extent to which revenues are 

being fully exploited by the country given the tax capacity of economy26.  As such, a tax effort 

ratio of less than unity (<1) implies that the country is exploiting its tax capacity less than the 

average, whilst a ratio of greater than unity (>1) suggests that the country is exploiting its tax 

capacity greater than the average.  Using this ratio in conjunction with the actual tax/GDP 

performance data, should a country have a high tax effort ratio (i.e. greater than unity) as well 

as a high actual tax/GDP ratio then this implies that the country may have limited opportunities 

to increase tax revenues further27.   

Within this literature a structural model of the determinants of tax revenue is estimated similar 

to equation 1, and often including national debt and government expenditure to GDP, 

population growth and measures of institutional quality (Bird et al., 2005).  Following the 

estimation of the model, the predicted value of the tax to GDP ratio is then calculated. This 

method is implemented here; again general revenue rather than tax revenue is our dependent 

variable.  

In order to generate the predicted revenue to GDP ratio, equation 2 below is estimated:    

   

   
                           

                          (2) 

Thus the revenue effort of a particular country (reported in Appendix 4) is given by:  

                
            

                     
 

 

 

Appendix 6 shows a box and whisker plot of the distribution and dynamics over time of the 

revenue effort ratios for each country over the 10 year cross-sections.  Whilst the median value 

of the index for the sample was around unity in the first two periods, in the years between 1990 

and 2000 this had reduced with an associated narrowing in the distribution between the 25th 
                                                           
26

 IMF (2011) uses a stochastic production frontier approach to model revenue as a function of exogenous 
variables and policy choices,  where effort is statistically an error term.   The resulting indices are 
positively correlated with ours  
27 As Chelliah, Baas and Kelly (1975) state, tax effort indices are designed to be used as complementary 
evidence for the analysis of fiscal performance of a country and highlights whether are not there is scope 
to raise tax revenue further. 
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and 75th percentile.  In the most recent period, 2000-2010, the distribution of the index had 

narrowed and the median had increased towards unity, suggesting improved revenue effort and 

a reduction in the variation amongst countries, however there were still a number of countries 

whose revenue effort ratios were below the average. 

Simple bivariate regressions of the indigenous institutional variables on the revenue effort do 

not lead to statistically significant results.  This suggests, that indigenous institutional 

characteristics, whilst helping to explain revenue performance, do not seem to play a role in 

determining revenue effort (although this analysis is severely constrained by the small number 

of observations).  

 

7. Summary and Conclusion  

Whilst the relationship between the quality and nature of institutions and economic outcomes 

has been previously established in the literature, the question on what has determined or 

influenced the performance of these contemporaneous institutions has received less attention.  

This analysis provides some insight to addressing the latter, and in particular, despite common 

colonial heritage and thus imposition of similar institutions, why countries in sub-Saharan 

Africa exhibit heterogeneous outcomes.   

Despite data constraints, this analysis provides evidence of a statistically significant role for 

variables that capture the deeper determinants of institutions in explaining current economic 

performance.  All three indigenous institutional variables show a positive relationship with 

revenue to GDP ratios and this is robust across time period aggregations.  The variables 

capturing the permanency of settlement (set) and the presence of clan-based organised (clan) 

tend to display more statistically significant results.   

The positive sign on the coefficients of clan and frag may appear contrary to expectations, 

however given the use of concentration ratios of the three largest ethnic groups to construct the 

variables, economic rationale can be provided.  In terms of the former, whilst clans are often 

referred to in a negative context, the fact that they are organised and have governance 

structures in place appears to dominate the possibility for intra-clan conflict.  For frag, it is 

important to emphasise that this variable captures cross-national fragmentation of ethnic 

groups and so is focused on the legitimacy of the state, and not on the number of ethnic groups 

or within-country fragmentation.  As the majority of ethnic groups within Africa are fragmented 

across national borders, the variable is in effect a simple concentration ratio – thus, higher 

values imply dominance of fewer groups, suggesting an increased potential for reaching 

political consensus on economic policy. 

The magnitude of the coefficients of these variables diminishes over time, supporting the 

hypothesis that these underlying factors become less important to determining revenue 

outcomes.  This can be attributed to changes in the composition of the economy, as well as 

institutions adapting both organically and through reforms.   This is further supported by the 

fact that the interaction terms of the indigenous variables with GDP per capita are typically 

negative and quadratic in effect.  As economies become richer the effect of indigenous 

institutional structures becomes less important for domestic revenue and taxation.  Thus 

indigenous institutional structures affect government revenues both directly and indirectly 

through their effect on GDP.     
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The effect of the indigenous institutional variables is robust to a number of changes in 

specification.  First, the organisational characteristics of the ethnic groups dominate the 

potential negative effect of fragmentation across borders.  Second, the effect of the variable frag 

on revenues appears to be subject to a threshold effect.  Specifically, in countries where the 

three largest groups, characterised by cross-border fragmentation, have population shares 

greater than 45.07 per cent, a greater positive effect on revenues is observed.  Although as 

noted previously, this effect does diminish over time.  Third, the indigenous institutional 

variables maintain some explanatory power in the regressions using tax-specific revenue data; 

the variable depicting permanent settlement (set) being particularly robust.  However, these 

estimations suffer from a lack of tax-specific revenue data.  Fourth, simple bivariate regressions 

of the indigenous institutional variables on revenue effort do not lead to statistically significant 

results, but this analysis is generally exploratory in nature. 

 As previously noted, the size of the sample is somewhat restricted and this is due to a number 

of constraints.  With regards to data, the indigenous institutional variables are generated from 

ethnographic and historic population data that suffers from missing observations.  In addition, 

the sample is restricted to 36 sub-Saharan African countries for which this data is available.  

Data scarcity also applies to cross-country data on general government and tax revenue, which 

is particularly sparse in the 1960s and 1970s.   In terms of model specification, given the data 

constraints encountered, a parsimonious model is specified in order to conserve degrees of 

freedom.  Again omitted variables may be an issues, but tests of the joint significance of 

variables (F-test) as well as the coefficient of determination (R2) do support the statistical 

relevance of the model in explaining revenues.   

There is an evident decline in both revenue and tax to GDP ratios in the 1990s and an 

examination of the residuals generated through the estimation of the model (both with and 

without the indigenous institutional variables) shows that they are greater in this period than in 

the others.  This supports the notion that there are factors that were important to determining 

tax performance particularly relevant in the 1990s that are excluded from the model.  One 

hypothesis is that this relates to the actual implementation of the tariff reductions that were 

agreed as membership conditions to the World Trade Organsiation, applicable to the vast 

majority of sub-Saharan African countries in our sample.  However this remains informed 

conjecture. 

It is possible that the importance of particular indigenous institutional structures differ 

according to the types of taxes that are being raised.  For instance one may assume that 

permanent settlement (set) is more conducive to the collection of direct and indirect taxes, as 

seen above.  Whilst the variable frag, which proxies for potential group conflict, may be more 

relevant in models where resource rents are the dependent variable.  This is not investigated in 

great detail in this analysis due to constraints in accessing disaggregated tax data.   

Perhaps one of the greatest constraints to the analysis is the inability to use panel data methods.  

In an attempt to capture the dynamics of the relationship successive cross-sections are 

estimated, but we are unable to take into account country fixed effects.  Thus the estimates 

suffer from the unobserved country heterogenity, common with this empirical approach.  In 

addition, no distinction is made between the political relevance of particular ethnic groups 

within a country.  Whilst certain groups may represent relatively large proportions of the 

population, it is not given that these groups are necessarily politically active and engaging in 
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policymaking.  Equally, possible changes in the dynamics of relationships or political 

prominence or not captured either.   

The newly created variables used in this analysis are proxies for indigenous institutional 

structures and are based on an informed review of a branch of the ethnographic and 

anthropological literature.  Attempts have been made to provide valid economic rationale for 

the role that these institutions may play, but equally, the variables may be capturing other 

factors associated with ethnic group organisation and thus omitted variable bias is an issue.   

However, using existing, contemporary institutional indicators in the model does not yield 

better performing results and thus we consider these new variables additional and 

complementary to the wide-range of institutional variables already being used in empirical 

analysis.   
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APPENDICES 

Appendix 1: Indigenous Institutional Variables, Concentration Ratios 

 
set clan frag  set clan frag 

Angola 70.84 70.84 13.86 Madagascar . . 0.18 

Benin 74.63 0.88 74.63 Malawi 78.03 . 82.18 

Botswana 14.86 12.00 14.86 Mali 29.40 0.12 68.33 

Burkina Faso 69.55 5.45 7.5 Mozambique 78.35 6.39 81.95 

Burundi 98.65 18.51 98.79 Namibia 53.37 8.05 67.98 

Cameroon 49.53 23.35 18.51 Niger 53.37 . 75.41 

Chad 38.43 4.48 16.04 Nigeria 18.03 5.90 36.43 

Congo, DRC 39.82 24.96 28.14 Rwanda 97.64 . 97.64 

Congo, Rep.   83.33 76.67 83.33 Senegal 80.50 44.17 80.5 

Côte d'Ivoire 55.91 6.52 22.88 Sierra Leone 69.59 5.51 42.65 

Eq. Guinea 95.68 95.14 95.68 South Africa 48.01 20.48 31.51 

Gabon 47.99 35.49 89.29 Sudan 19.20 5.13 8.44 

Gambia, The 40.32 14.52 47.99 Swaziland 93.99 90.23 93.99 

Ghana 81.52 4.10 81.52 Tanzania 30.52 15.03 17.65 

Guinea 57.74 1.23 77.10 Togo 60.81 . 87.5 

Kenya 54.76 54.76 16.95 Uganda 39.81 14.76 35.06 

Lesotho 98.28 10.76 98.28 Zambia 60.08 4.84 27.42 

Liberia 61.90 28.57 57.62 Zimbabwe 6.67 . 70.95 

 

Appendix 2: Variable Descriptions and Data Sources 

Variable 

Name 

Variable Description Data Source 

revgdp Government revenue excluding grants, % of GDP ICTD database  
agr Share of agriculture (value added), % of GDP World Bank, WDI 
ind Share of industry (value added), % of GDP World Bank, WDI 

GDPpc GDP per capita, current US$ World Bank, WDI 

imports Total imports, % of GDP World Bank, WDI 

exports Total exports, % of GDP World Bank, WDI 

set Concentration ratio of the 3 largest societies whose system of 
governance is characterised by permanent settlement. 

Constructed by 
authors. 

clan Concentration ratio of the 3 largest societies that are 
characterised by a clan-based community structure. 

Constructed by 
authors. 

frag Concentration ratio of the 3 largest societies that are 
fragmented across national borders. 

Constructed by 
authors. 
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Appendix 3: Descriptive Statistics 

Variable Observations Mean Std. Mean Min Max 
revgdp 36 19.66 9.31 9.26 42.74 
taxgdp 35 13.5 6.37 5.04 38.61 

agr 36 30.26 13.28 5.03 54.96 
ind 36 27.43 12.85 13.00 57.85 

GDPpc* 36 845.93 1098.23 153.37 4566.99 

imports 36 39.35 19.13 18.81 107.73 
exports 36 30.65 16.64 9.09 73.82 

set 35 58.60 25.24 6.67 98.65 
clan 30 23.63 27.25 0.12 95.14 
frag 36 55.21 32.53 0.18 98.79 

* The minimum value attributed to Burundi, the maximum to Gabon. 

Appendix 4: Scatter Plots - Indigenous Institutional Variables and revgdp, 1970-2010 
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Appendix 5: Revenue Effort Index, 1970-2010 

Below Average Performers Above Average Performers 
Guinea* 0.63 Niger* 1.00 

Mozambique* 0.73 Ghana  1.00 

Chad* 0.76 Cameroon 1.04 

Nigeria 0.77 Togo* 1.05 

Sudan* 0.81 Cote d’Ivoire 1.05 

Swaziland 0.82 Liberia* 1.06 

Eq. Guinea* 0.83 Uganda* 1.08 

Burkina Faso* 0.83 Lesotho* 1.10 

Sierra Leone* 0.87 Tanzania* 1.11 

Zambia* 0.87 Benin* 1.14 

Congo DRC* 0.88 Gabon 1.15 

Gambia, The 0.88 Botswana 1.16 

South Africa* 0.91 Mali* 1.22 

Rwanda* 0.93 Zimbabwe 1.22 

Namibia 0.93 Angola* 1.26 

Congo, Rep* 0.94 Malawi* 1.32 

Senegal* 0.94 Kenya 1.44 

Madagascar* 0.97 Burundi* 1.66 

Note: countries in bold are members of the African Petroleum Producer’s Association (APPA); * indicates 

LDC status. 

 

Appendix 6: Revenue Effort Index by Period 

 

The box plot:  whiskers indicate the maximum and minimum values, the line in the box is the median and 

the size of the box indicates the distribution between the 25th and 75th percentile. 
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