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1 Introduction

The impact on labour productivity of investments in physical capital is a natural starting point
for any analysis of the sources of growth. Indeed, according to some theories, physical capital
investments are about the only thing that matters (e.g., Jones and Manuelli 1990) and accord-
ing to some empirical studies, the rate of investment is about the only robust determinant of
productivity growth (Levine and Renelt 1992). While the current position is that physical cap-
ital is not as important to development as the work cited above could be taken to suggest, it
remains uncontroversial that physical capital accumulation is an important part of any coun-
try’s struggle for economic development. As emphasized in the Growth Report (Commission
on Growth and Development 2008) 13 success countries, sustaining high growth over long
periods in the post war period, all had high rates of savings and investment. From a practical
perspective, investment in physical capital can derive from fundamentally two sources. Either
the economy mobilizes the resources itself, perhaps in cooperation with foreign investors, or
capital can be accumulated through investments financed by foreign aid. In this study we seek
to provide estimates of the gross rate of return to investments funded by either source, measured
at the aggregate level. However, we are particularly preoccupied with the productivity of for-
eign aid investments, since this will give an indication of how much international aid transfers

may contribute to the economic development of the third world.

One way to begin thinking about the potential of aid financed investments is to examine the
microeconomic evidence obtained at the project level. At this level aid investments have long

been found to yield sizeable economic returns. Three decades ago, Paul Mosley observed that:

The microeconomic data from evaluations are encouraging: all donors who cal-
culated ex-post rates of return on their projects reveal a large preponderance of
successful projects. The World Bank, the largest development agency, reports av-
erage ex-post rates of return of over 10 percent in every continent and every sector
over the 20 year period 1961-81. (Mosley 1986, 22)

More contemporary micro evidence does not shatter the above image of relatively high returns.
On the contrary, the returns cited by Mosley in the mid 1980s are still representative in the
late 1990s and early 2000s. As Table 1 documents, whether looking across sectors or regions,
median economic rates of return are quite respectable; ranging from 10 to 29 percent, with the
overall median being 19 percent. Moreover, the World Bank’s Independent Evaluation Group
(IEG) has documented that even though the computation and reporting of economic rates of
return has gone out of fashion since the early 2000s, the returns on World Bank projects have

not decreased. If anything, they have increased over time (IEG 2010).

Against this background a natural next step is to compare macro estimates of the return on
aid investments to these micro estimates. If the macro return is larger this is consistent with
externalities, perhaps associated with aid investments in roads, telecommunication, irrigation

and so forth. Conversely, if the macro return is lower than micro estimates then this is consistent



Table 1: Median economic rates of return of World Bank evaluated operations

Projects Share (%) ERR (%) RERR (%)
Sector Board
Energy and Mining 168 25 18 16
Environment 13 2 17 17
Communications Technology 27 4 26 25
Rural Sector 208 31 21 18
Transport 165 24 30 29
Urban Development 40 6 20 17
Water Supply and Sanitation 59 9 13 10
Region
Africa 138 20 22 20
East Asia and Pacific 171 25 21 19
Europe and Central Asia 73 11 25 23
Latin America and Caribbean 103 15 22 21
Middle East and North Africa 58 9 18 15
South Asia 137 20 22 17
Income Group
High income: nonOECD 7 1 16 12
High income: OECD 7 1 15 7
Low income 335 49 21 19
Lower middle income 258 38 22 20
Upper middle income 73 11 22 19
Overall Result 680 100 21 19

Note: The data are for Fiscal Year 1994-2003 exits. They represent a partial lending sample (130 out
of 293) and reflect all Operations Evaluation Department (OED) project evaluations through December
31, 2003. Figures exclude projects not rated. OED reporting of rates of return includes only investment
projects with both Economic Rates of Returns (ERRs) and Revised Economic Rates of Returns (RERRs)
and excludes those in the following sectors that do not traditionally calculate rates of return: education,
finance, multi-sector, population, health & nutrition, public sector management, and social protection.
Income group designations are taken from the World Development Indicators 2002.

Source: Operations Evaluation Department (2003, Table 13).

with macro theories building on ideas involving misallocation of funds, Dutch disease, rent-

seeking or the like.!

Regrettably the empirical literature of the macro impact of aid has not produced estimates of
the economic return on aid investments. Macro studies have typically run (panel) growth re-
gressions where foreign aid is added to a list of other controls, known as the “Barro-regression”
approach.? Consequently, the estimated impact of aid will in theory depend on both elasticities
of the production function as well as preference parameters (Barro and Sala-i-Martin 1992). As

ISee, e.g., Selaya and Sunesen (2012) for an analysis of the relationship between foreign aid and foreign direct
investment, Rajan and Subramanian (2011) for study of of aid and Dutch Disease and Svensson (2000) for a
model of aid and rent-seeking.

2Some well known examples are Burnside and Dollar (2000); Hansen and Tarp, (2001); Dalgaard, Hansen and
Tarp (2004); Easterly, Levine and Roodman (2004); Rajan and Subramanian (2008) and Clemens et al. (2012).
See McGillivray et al. (2006), Roodman (2007) and Temple (2010) for overviews and Mekasha and Tarp (2013)
for a meta analysis of the many regressions.



a result, the estimated coefficients are not comparable to the micro evidence cited above.

The present paper aims to fill this gap in the literature. Our approach builds on a set of assump-
tions, most of which are familiar from the growth accounting literature (Solow 1957). First,
we adopt an aggregate production function, exhibiting constant returns to rival factors of pro-
duction: physical and human capital. Second, we assume that factor shares reflect the marginal
productivity of individual factors of production. Third, we assume aid inflows stimulate the
build-up of physical capital.?

On this basis we derive an equation that allows us to identify the aggregate real rate of return
on aid financed investments using data for a panel of developing countries. From an econo-
metric perspective a number of difficulties arise. It is unlikely that returns are constant over
time and across countries; total factor productivity is unavoidably left in the residuals, and is
likely to be correlated with the regressors; aid inflows are endogenous, and so on. These com-
plications forces us to examine our data using a number of different estimators. Nevertheless,
our principal finding is remarkably robust: overall the average gross rate of return on foreign
aid appears to be close to 20 per cent. This finding conforms well with the micro returns cited

above.

It should be emphasized at the outset that the present study does not attempt to address the
question of whether aid, as such, increases productivity in the long run. We are only interested
in how productive aid financed investments are in their own right. This distinction is important.
For example, it may be the case that aid inflows crowds out, say, domestic investments in
physical capital. In this case the net result from aid transfers could be a zero productivity impact
albeit ‘aid investments’ themselves are productive. Of course, it could also be the case that aid
investments stimulate domestic investment efforts or foreign direct investments. Either way,
in order to obtain estimates for the return on aid investments we condition on other production
inputs. Consequently, it is not possible to assess such claims directly. In this respect the present

paper differs fundamentally in scope from the existing literature on aid effectiveness.

The paper proceeds as follows. Section 2 develops a framework suitable for estimating the
aggregate return to foreign aid investments and Section 3 presents our estimation strategy. Our
empirical results are given in Section 4 while Section 5 provides concluding remarks. Technical

details are given in the appendices.

2 Growth accounting with two types of physical capital

Assume output in a country is produced using a Cobb-Douglas technology

Y(r) =A(t)K(t)%H ()™, o +oy=1 (1)

3While we believe the present paper represents a first attempt at estimating the return on aid financed investments,
the fundamental approach is similar to the one adopted in the work aimed at estimating the return on R&D
investments or public investments, respectively. The pioneering paper in the former literature is Griliches (1979),
in the latter it is Aschauer (1989).



where A represents total factor productivity, H human capital, while K is a composite index of
physical capital.* Following the empirical growth literature (e.g., Bils and Klenow 2000, Hall
and Jones 1999) we model human capital by

H(t) = ¥ OL(r) (2)

where L is the (raw) labour force and u is years of schooling. The parameter y has the inter-

pretation of a Mincerian return to schooling.

For physical capital we aggregate two forms of capital by a constant elasticity of substitution
(CES) index
1
K(1) = (m(K* ()" + (1 —m) (K’ (1)) (3)

where K¢ is “domestically generated physical capital” (or “domestic capital” for short), and K/
is aid-financed capital equipment — or simply “aid capital”.’> Denote the marginal contribution

of each type of capital by

d n
oK (/K1) =) = () @
f n
K (/K1) = (1) = (1-m) (1)) ®)

In theory there is good reason to believe that the two types of investment efforts may have
different impacts on economic activity (1 # 1). For example, a large fraction of total aid flows
comes in the shape of investments in infrastructure. From this perspective, foreign aid in-
vestments may have an economic return above private (equipment) investments. On the other
hand, if the government and donors are less effective at identifying productive investment pro-
jects than the private agents, the impact of aid capital on output may be considerably smaller
than that of domestic capital. Moreover, one could easily imagine scenarios where aid capital
and domestic capital are either complements or substitutes in generating the aggregate total

stock of productive capital K.

Inserting equation (3) into the production function (1), differentiating the resulting equation
with respect to time and using the hat-notation for growth rates (e.g., ¥ (t) = ¥ /Y) yields

V(1) = A1) + ogy(t) R (1) + oy (1 — y(1) K/ (1) + oy H (1) (6)
Further, suppose capital is accumulated according to

Ki(t)=TI(t)—8'K'(r), i=d,f (7)

4The use of a Cobb-Douglas production technology is solely for expositional convenience. In Appendix A we
derive the growth accounting equation using a general neo-classical production technology.

>Needless to say, in practice it is difficult to dichotomize “domestically generated inputs”, and “aid financed
inputs” based on national accounts data. We return to this issue below. For now we will simply assume that this
distinction is feasible.



where I'(t),i = d, f represents the flow of investments based on domestic savings and foreign

aid, respectively. Equation (7) can be restated to yield

iy Y(t) I'(t)

KO = %o v

_6i7 l:daf

Substituting this expression into equation (6), and noting that from (2) H(t) = yiu(t) +n(t),
where 1t = du(t) /9t is the change over time in schooling and 7 is the growth rate of the labour
force, leaves us with
14(1)

Lo 0 auyits) o) + A0~ k(103 + (1~ 70)8) ®

7(6) = p*(1 -

Pl = o ges. P = (1 - ) gron

Accordingly, p’(t) is the marginal productivity of each type of capital and, as such, it has
the interpretation of gross aggregate returns on the two types of capital.® Hence, from an
accounting perspective, the contribution of e.g. aid capital to output growth is simply the aid-

investment to output ratio multiplied by the relevant economic return.

3 Econometric issues

Even if, as we assume, the growth accounting (8) holds for all countries nothing guarantees
equal returns to investments across countries and time. So fundamentally the econometric
objective is to identify the (population) average values of p?(¢) and p/(¢) across time and
countries. In this section we discuss some of the issues related to the estimation of these

average aggregate returns.

3.1 An observable growth accounting equation

First, observable measures for domestic investment and aid investment must be defined. As not
all aid is used for investment it is not possible to extract primary data from any database. Yet,
the sum of the two types of investment is known as it equals gross capital formation

1) =10)+F @) 9)

In order to identify the two investment components we assume that aid investments are linearly

related to the foreign aid inflows, F(t)

f
;(_(;)):ﬁ%+¢(t), 0<p<1 (10)

where ¢(¢) is a country and time specific term, which we model as a random component. The
important assumption in (10) is that the (unconditionally) expected marginal investment ratio

out of aid flows is constant while the average ratio may vary across countries and time.’

bCapitals’ share of total income in this economy is (0 (¢)K?(t) +p/ (t)K/) (1) /Y (¢) = ogy(t) + o (1 —¥(¢)) = .
"It is worth noticing that ¢ is not (only) related to the standard notion of fungibility of foreign aid. Donor prefer-
ences towards specific projects or programmes also play a prominent role in determining the size of ¢(¢).



Combining (10) and the adding-up constraint (9), domestically funded investments can be

1(r) _ 1(r)— BF(1)
IS (ORAL (1

and inserting equations (10) and (11) into (8) yields

o) =pit |1 o

found as the residual

—¢<r>} o) [ +¢<r>} T apyalt) + ()
+A@) — (8" + (1-7)8) (12)

Finally, using a convex combination of the returns to domestic investment and aid investment,
p(t) = (1—PB)p9(t) + Bp/ (t) we can rearrange (12) to an observable growth accounting equa-

tion

P =) | et 1
A0~ a8+ (1- 7)) + 00 (5 ()~ p0) (13)

In this equation there is a measurement error, ¢ () % (p€(t) — p%(t)), which is zero if the returns

+ oy yu(t) + oyn(t)

on the two types of investments are equal, but in general it is correlated both with the returns

and the regressors.

As should be clear, when estimating the parameters of (13) neither p/(¢) nor B are identified.
However, for given values of p?(t),p¢(t), and B the return on aid investments is

p’ (1) = p? (1) + = (p(1) —p? (1)) (14)

It is difficult to pinpoint an exact value for 3. A rough guide can be obtained by looking at the
allocation of Official Development Assistance (ODA) commitments across sectors. In Figure
1 we show the allocation of aid transfers form 1971 to 2010. As seen, about 70% of the aid
transfers are allocated to either “Production sectors”, “Economic infrastructure & services” or
“Social infrastructure & services”.® While not all aid to these sectors is investment we believe
that a marginal aid investment share of at least 0.5 and probably closer to 0.7 is a reasonable

assumption.

3.2 The regression model

Because the returns to investments in physical and human capital are expected to vary both
over time and across countries we specify the observable growth accounting equation (13) as
a random coefficients model and seek to estimate the mean of the coefficients. Thus, let the
returns and the growth rate of total factor productivity be random vectors with a constant mean
and covariance matrix. Then the growth accounting equation can be written as a structural re-
gression model such that for any randomly drawn country we may think of (13) as a conditional
expectation

E (it |[Xit, Wit Pit, Pir) = Xir Pir + Wit + Pie L Pi (15)

8In the computation of the shares we have omitted food aid, humanitarian aid and action related to debt.
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Figure 1: Sectoral composition of ODA transfers 1971-2010, five year averages

.9

I

1971-75 1976-80 1981-85 1986-90 1991-95 1996-00 2001-05 2006-:

_ Production Sectors _ Multisector/Cross Cutting
_ Economic Infrastucture & Services _ General Budget support
_ Social Infrastructure & Services

Note: The omitted sector is Unallocated Aid.
Source: OECD online database (http://www.oecd.org/dac/stats/).
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where yj;, is the growth rate of output in country i at time ¢, x;; =[{(Li(¢t) — Fi(z))/Yi(¢)},
(Fi(t)/Yi(t)), ui(t),ni(t)] is the vector of regressors and p}, = [p9(¢), p¢(t), oy, o] is the cor-
responding vector of returns and parameters while y;; captures the growth rate of total factor
productivity (TFP) and the depreciation rates, suitably scaled. Finally, ¢;; is the aid investment

measurement error and 1 = %[—1, 1,0,0].

Following the panel data literature we assume the random coefficients have an additive error-
component structure (see, e.g., Hsiao 2014, chapter 6). The covariances between the relevant
components of p;, Ui, and ¢;; are unrestricted, as these are obviously related, being the random
components of returns and TFP growth. Further, the coefficients are in all likelihood correl-
ated with the regressors. Hence, (15) describes a correlated random coefficient model. This
model has been studied by Heckman and Vytlacil (1998), Wooldridge (1997, 2003 and 2005)
and Murtazashvili and Wooldridge (2008). In the present analysis we mainly follow the IV-
approach set out in Wooldridge (2003, 2005) although we do not assume strict exogeneity of
the instruments. The explicit model formulation is given in Appendix B. In this section we

only describe the most salient model features.

The error component structure allows for the possibility that some countries consistently have
higher returns and TFP growth rates than others and that such countries invest more (or less) of



the aid inflow compared to other countries. Furthermore, a common variation across countries
captures world wide business cycle movements in the returns. Finally, a common time vary-
ing measurement error can reflect changes in donor policies regarding aid modalities, such as
changes from projects (investment in physical capital) to programmes (with higher fractions of

expenditures on government consumption such as road maintenance or teacher salaries).

In Appendix B we show how the random coefficient model (15) can be recast as a linear re-
gression model
Vit = Xitp +Cc+ Vit (16)

Where p is the (unconditional) mean return, c¢ is a constant, with no structural interpretation,
and vj, is a composite error term with E(v;;) = 0. In this model p can be consistently estimated
if we can find a set of instruments, z;, such that E(z;v;) = 0 (and for which the usual rank
condition hold). Subsequently, using (14), consistent estimates of the average of p/ can be

obtained for given values of 3.

Because of the additive error component structure various panel data transformations of the
regressors may be valid instruments. The usefulness of each transformation depends on the
specific assumptions about the covariance between the returns and the regressors. Below we

consider each variance component in turn.

First, suppose the association between the random components and the regressors is solely via
a common variation over time, for example through common business cycles. In this situation,
let z;; be the residuals from a regression of x;; on time dummies. As the regression on time
dummies eliminate time specific components from X, z; is a valid instrument. By the par-
tialling out interpretation of the projection on time dummies it follows that a standard pooled
ordinary least squares (OLS) regression of (16) augmented by time dummies is a consistent

estimator of the average returns given the assumption.

Second, assume the association between the random components and the regressors is only
via co-movements across countries, possibly due to differences in time invariant productivity
determinants, including institutions, culture and geography (see, e.g., Acemoglu 2009, chapter
4). This case is considered by Wooldridge (2005) who shows that the standard fixed effects
(FE) estimator is consistent. The point to note is that regression of x;; on country dummies (or
using first differences of the data) removes the source of association between the regressors and

the regression error.

Third, a contemporaneous association between the idiosyncratic random components and the
regressors may be present as high returns should induce investments. If this is the only asso-
ciation, a standard instrumental variable (IV) regression using the lagged regressors as instru-
ments (z; = Xj;—g, s > 0) is consistent, given the assumption that the idiosyncratic components

of the returns are uncorrelated over time.

Finally, if all covariance components are allowed to be non-zero each of the estimators given



above is inconsistent but we can combine the transformations to obtain valid instruments. Spe-
cifically, lagged differences of the regressors, conditional on time dummies, are valid instru-
ments. Needless to say, while this transformation produces valid instruments the instruments

may be weak. We address this issue in the empirical section.

4 Empirical results

We use data for 104 countries covering the 50 years 1961-2010. The aid data is from the
OECD online database.” We use net ODA from which we subtract technical assistance, food
aid, humanitarian aid and debt relief to remove aid that is clearly not invested in physical
capital. Education is measured by total years of schooling in the population above 25 years of
age (tyr25) from the updated Barro-Lee data set (Barro and Lee 2013).10

As there has been much controversy over the national accounts data we estimate the growth
accounting model using two different data sources. First, in Section 4.1 we use data on gross
domestic product (GDP), investment (gross capital formation), and the labour force from the
World Development Indicators (WDI) online database.!! Second, in section 4.2 we use data
from Penn World Tables (PWT) 8.1 (Feenstra, Inklaar and Timmer 2015).12

In both analyses the annual data is divided into 10, non-overlapping, five-year epochs of aver-
ages. The countries in the two samples are given in Appendix C. Because of data transform-
ations and the use of lags in instrumental variable regressions, our regressions start with the
period covering 1971-75 using the two periods in the 1960s to form the first differences and
instruments.

4.1 Results for WDI data

Using the World Development Indicators data base we divide the annual aid transfers and the
gross capital formation data, which are both in current US$, by recipient country GDP in cur-
rent US$ (NY.NKT.GDP.CD in WDI notation). Thus, the ratios are formed from current, na-
tional prices. Subsequently we subtract the aid-to-GDP ratio from the investment ratio to get
the first regressor, while using the aid-to-GDP ratio as the second regressor. In about 2.6% of
the sample (18 observations) the aid transfer is larger than total investment. For these obser-
vations we set domestic investment to zero and foreign investment equal to total investment.
Clearly, this is not true in any country, however, it appears to be the least arbitrary choice and
by this restriction all observations adhere to the adding-up constraint (9), also when 8 = 1.
Further, in 45% of the sample we have no data on labour force growth. For these observations

we use the growth rate of the population 15-64 years of age.

Table 2 reports the regression results. The dependent variable in the regressions is the aver-

http://www.oecd.org/dac/stats/. Assessed May 2015.
Ohttp://www.barrolee.com.

http://databank.worldbank.org. Assessed May 2015.
2http://http://www.rug.nl/research/ggdc/data/pwt/. Assessed May 2015
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age annual growth of GDP (constant 2005 US$; NY.NKT.GDP.KD), using log-changes as an
approximation of the annual growth rates. As shown in Section 3.1 the average returns and
other structural parameters can be consistently estimated from the parameter estimates in the
linear regression. The average return to domestic investment, p¢, is the coefficient upon invest-
ment less aid, while the average elasticity of output with respect to (raw) labour input, oy, is
the coefficient upon the growth rate of the labour force. The average return to education, Y,
is estimated as the ratio of the coefficient upon education to the coefficient upon labour force
growth. Finally, using equation (14), the return to aid investments can be derived for given

values of the expected marginal share of aid invested, 3.

The columns in Table 2 gives the estimated parameters based on different estimators. Re-
gression (1) is an ordinary least squares (OLS) regression with no additional controls while
Regression (2) includes time dummies. As described in section 3.2, if the association between
the regressors and the random components is only through the common variation over time, Re-
gression (2) is a consistent estimator. Regression (3) is a fixed effect (FE) regression with both
time and country fixed factors, such that it is consistent in the presence of correlated common

random variation over time and correlated time invariant random components.

Regressions (4)-(7) are instrumental variable regressions. Regression (4) is two stage least
squares (TSLS), (5) is limited information maximum likelihood with Fuller’s correction (Fuller),
(6) is the continuously updated generalized methods of moments (CUGMM) estimator by
Hansen et al. (1996) and, finally, regression (7) is Arellano and Bover’s (1995) generalized
methods of moments estimator with sequential moment restrictions (SeqGMM). We use two
lags of the differences of investments and aid flows, while the differences of the annual aver-
age changes in education and the average labour force growth rate are included using lags 0
and 1. Hence, the model has eight instruments for the four endogenous regressors. We use
internal instruments to avoid a seemingly futile search for external data that are correlated with
aid and investment ratios but not with the random components of the returns to these invest-
ments. Hence, in selecting instruments we balance the number of instruments against the loss
of observations over time. By using one lag of the first differences we have a regression sample
starting in 1971 for the I'V-regressions. The instrument exclusion restrictions are tested using
the Sargan-Hansen test. The p-values of these test statistics are reported in Table 2 (given as
"Over 1d" in the Table) and, as seen, we cannot reject the hypotheses of valid instruments in the

four regressions.

Validity of the instruments does not ensure unbiased estimators as the instruments may be
weak. In testing for weak instruments we follow Stock and Yogo (2005). Thus, weakness of
the instruments is defined in terms of the squared bias of the [V-estimator relative to the squared
bias of the least squares estimator. Using a 10% relative bias the 95%-critical value of the weak
instrument test is 9.79 for the TSLS estimator, while the critical value is 6.08 for a 20% relative
bias and 4.66 for a 30% relative error (see Table B in Appendix C). Hence, we cannot reject the

null of weak instruments for the now conventional choice of a 10% relative bias, but we reject
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the hypothesis for a 30% bias for the TSLS estimator.'® As illustrated in Stock et al. (2002),
robust alternatives to the TSLS estimator with weak instruments are the Fuller estimator and
the CUGMM estimator. Hence, we also report results for these estimators to illustrate that
weak instruments do not appear to be distorting the results and, as seen, the TSLS, Fuller and

CUGMM estimates are very close.!

While the Fuller estimator is (partially) robust to weak instruments, it is not efficient in the
presence of conditional heteroskedasticity in the errors. This is the reason why we also use
the CUGMM estimator and as the efficient counterpart to the TSLS estimator, we also use the
panel GMM estimator with sequential moment restrictions.!> To avoid too high finite sample
bias in the sequential moment GMM regression we restrict the model to include at most two
lags of the instruments in all periods.

Turning to the results, the estimated average return to domestic investment (p?) is remarkably
constant across estimators. The three least squares based regressions that ignore contemporan-
eous correlation between investments and returns (Regressions (1)-(3)) result in point estimates
of the return on domestic investment around 13% whereas the [V-based estimators have slightly
higher point estimates (15-16%). The estimates of the composite average return (p¢) show a
different pattern as we find a marked upward shift in the estimates once time-invariant, country
specific factors are controlled for. In Regressions (1) and (2) the average composite return is
about 16%, while the point estimates are 18-22% in the IV-regressions and even 27% in the
fixed effects regression.

The impact of education and labour force growth also vary considerably with the choice of
estimator. Although the standard rule of thumb from the national accounts statistics puts o
around 2/3, Bernanke and Giirkaynak (2001) illustrates a wide variation across countries and
that values as low as 0.5 and as high as 0.75 are quite common. In our regressions the estimates,
varying from 0.37 to 0.81, are not unreasonable given the sampling variation. Likewise, we find
the estimates of the returns to education to vary substantially by estimator. Still, estimates of
an average return to schooling of 12-17% per additional year of education in the I'V-regressions
(4)-(6) are well in accordance with other estimates.

Overall, we find the I'V-regressions to be well-specified in a statistical sense of not having
obvious flaws and also in an economic sense of having parameters that corresponds well to
findings elsewhere, using other methods and models. Therefore, we focus on these regressions
in our assessment of the return on aid investments.

13See e.g., Stock, Wright and Yogo (2002) for a discussion of weak instrument problems and solutions and Kleiber-
gen and Paap (2006) for the robust test statistic.

14The critical values for the weak instrument size-test are currently not known for the Fuller and CUGMM es-
timators in models with more than 2 endogenous regressors. Hence, we cannot report these critical values, but
analytical results show that they are smaller than the critical values for the TSLS estimator, and decreasing in
the number of instruments.

5The moment restrictions are given from the condition: E(vi|AX;—s) = 0 for s > 0, where AX; is the the first
difference of the regressors, conditional on common time factors, see Appendix B. For the annual average
change in education and the labour force growth rate we use s > 0.
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Table 2: Estimates of average growth accounting parameters 1971-2010

ey 2) 3) 4) ®) (6) (7)

OLS OLS FE TSLS Fullr ~CUGMM SeqGMM
pd 13.55 13.67 13.34 14.77 14.77 15.88 16.42
(2.73) (2.64) (3.44) (5.52) (5.50) (5.38) (5.81)
p° 15.26 17.08 26.73 19.12 19.11 18.35 22.30
(4.32) (4.13) (5.96) (9.24) 9.22) (9.00) (8.45)
Qy 0.62 0.64 0.83 0.47 0.47 0.37 0.81
(0.18) (0.17) (0.22) (0.24) (0.24) (0.23) 0.31)
1/ 3.77 5.99 1.33 12.30 12.29 17.33 11.61

(3.29) (3.43) (241)  (10.16)  (10.16)  (14.83) (5.75)
pf([i = 0.5) 16.97 20.50 40.11 23.47 23.44 20.82 28.19
(7.34) (7.15) (11.10)  (1533)  (1529)  (14.79)  (12.69)
pf(B = 0.7) 15.99 18.55 32.46 20.99 20.96 19.41 24.82
(5.55) (5.36) (8.08) (1174  (11.72)  (11.38)  (10.17)
pf(ﬁ =0.9) 15.45 17.46 28.22 19.61 19.59 18.62 22.96
(4.63) (4.44) (6.49) (9.87) (9.85) (9.59) (8.88)

Equal returns  0.62 0.33 0.02 0.53 0.53 0.71 0.25

Overid 0.85 0.85 0.86 0.37
Weak id 5.31 5.31 5.31
Countries 103 103 103 94 94 94 103

Observations 673 673 673 506 506 506 608

Note: Country level heteroskedasticity and autocorrelation robust standard errors in parentheses. The
instruments in regressions (4), (5), (6) and (7) are differences of investments and aid flows, lagged once and
twice, and differences of changes in education and labour force growth, contemporaneous and lagged once.
For the over identification tests the p-values of the test statistics are reported. For the weak identification
tests the Kleibergen-Paap F test is reported. See Baum et al. (2007) and Kleibergen and Paap (2006).
Source: Authors’ calculations.

In Table 2 we report estimates of the return for three values of f (0.5; 0.7; 0.9) and in Figure
2 we plot the estimated returns to aid investments for values of 8 from 0.5 to 1 based on the
parameter estimates in Regressions (2)-(7) in Table 2. The return to aid investments is estimated
using equation (14) and the standard errors are estimated using the Delta method. As the point
estimate of the composite return (p€) is larger than the point estimate of the return on domestic
capital (p9) in all regressions in Table 2 it follows that the return to aid investment is inversely
related to the marginal investment share such that the estimated aid return is largest when
B = 0.5. However, Figure 2 clearly illustrates that the estimated difference between the return
on domestic investment and the composite investment is so small that the precise marginal
investment share is of lesser importance compared to the sampling uncertainty and the variation
across countries and time (possibly except for the results of the fixed effects regression, where
we get a substantial difference between the returns). As such, regardless of the specific value
of B and specific choice of I'V-estimator we would not be able to reject a hypothesis that the

gross average return to aid investments is 20%.
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Figure 2: Estimates of the return to aid investments as a function of the marginal propensity to

invest out of aid flows with 90% point-wise confidence bands
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Many debates revolving around cross-country regressions have been about the importance and

treatment of outliers.!® We illustrate the importance of country selection by omitting individual

countries from the regression sample one-by-one. Figure 3 is a cross-plot of the point estimates

of the return to domestic investment against the point estimates of the composite return when

each of the 94 countries is omitted in a CUGMM regression. The country code in the plot

indicates the point estimates when the country is omitted. We therefore get the importance of

each country in the full sample estimate by the distance to the full sample result, indicated by

the intersection of the two lines in the plot. For example, if Gabon is not in the sample we

get point estimates just above 14% and 16% for the return on domestic aid and the composite

return, respectively. Hence, inclusion of Gabon in the sample leads to higher point estimates

than exclusion (all else equal). The highest pair is obtained by omitting Lesotho (21;25, not

shown in the plot). The full sample estimates appear robust to exclusion of the individual

countries and, for all countries, the estimated composite return exceeds the estimated return on

domestic investment and the difference between the two returns is quite constant, as also seen

from the Figure.

In sum, from the IV-regressions in Table 2, Figure 2 and the sample perturbations in Figure 3

we find it reasonable to assert that the average aggregate return on aid investment is in close to

16See, e.g., Dalgaard and Hansen (2001) for an illustration of the importance of outliers in aid-growth regressions.
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Figure 3: Estimates of the return to domestic investments and the composite return when coun-
tries are omitted from the sample one-by-one
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Note: The country marker indicates the estimated return when the country is omitted from
the sample. The horizontal and vertical lines show the full sample estimates. Leshoto
(21.4;24.8) is omitted from the plot.

Source: Authors’ calculations.

20%. This corresponds well to the median returns for World Bank projects reported in Table 1.

4.2 Results for PWT data

Several recent studies have shown how cross-country regression results may depend crucially
on data sources for the national accounts statistics.!” Therefore, we report and discuss regres-
sion results based on data from Penn World Tables (PWT) 8.1 in this section. Specifically, we
use the growth rate of GDP based on the constant price series rgdpna, as suggested in Feen-
stra, Inklaar and Timmer (2015) while we look at two different investment ratios. First we form
investment and aid ratios in international $. Thus, aid and investments are converted to interna-
tional $ using the PPP GDP deflator (p1_gdpo) and subsequently divided by the corresponding
GDP measure in international prices (cgdpo). These ratios should correspond to the invest-
ment and aid ratios computed using the WDI data. Second, aid and investment are deflated
by the PPP investment deflator (p1_i) and subsequently divided by GDP (cgdpo). The latter
measures are denoted real ratios.'® Hsieh and Klenow (2007) point out that the two different

17 A recent prominent example is Barron, Miguel and Satyanath (2014).
8The correlation between the WDI and PWT nominal investment ratios is 0.86 while it is 0.96 for the aid ratios.
By conversion to real ratios the correlations drop to 0.60 and 0.88 for the investment and aid ratio, respectively.
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Table 3: Growth accounting estimates using GDP and investment data from PWT 8.1

Nominal investment ratio

Real investment ratio

(D (2) (3) 4) (%) (6) (7 3)
FE Fuller CUGMM SeqGMM FE Fuller CUGMM SeqGMM
p? 15.05 14.33 13.52 18.75 9.27 12.91 8.50 11.26
(3.37) (5.57) 4.78) (4.84) (2.92) (8.16) (7.14) 4.87)
pe 31.90 20.45 15.59 19.90 24.45 21.51 17.83 19.13
(7.43) (10.85) (9.16) (9.44) (8.21) (14.99) (13.73) (10.82)
oy 0.87 1.06 0.68 0.80 0.94 1.12 0.50 0.89
(0.34) (0.49) 0.42) (0.31) (0.35) (0.52) 0.43) (0.32)
174 3.24 5.38 7.79 6.29 4.05 7.63 13.89 7.95
(2.86) (3.29) (5.78) (3.75) (2.67) (3.61) (11.28) (3.73)
p/ (B =0.5) 48.75 26.58 17.66 21.05 39.62 30.11 27.16 27.01
(13.08)  (20.00) (16.80) (16.16) (15.01) (25.87) (23.69) (19.12)
p/ (B =0.7) 39.12 23.08 16.47 20.40 30.95 25.19 21.83 22.51
(9.80) (14.65) (12.33) (12.24) (11.09) (19.50) (17.87)  (14.30)
p/ (B =0.9) 33.77 21.13 15.82 20.03 26.13 22.46 18.86 20.01
(8.03) (11.81) (9.96) (10.15) (8.95) (16.12)  (14.77) (11.70)
Equal returns ~ 0.01 0.54 0.80 0.87 0.03 0.47 0.39 0.37
Over id 0.52 0.54 0.60 0.65 0.67 0.26
Weak id 2.98 2.98 4.65 4.65
Countries 95 93 93 95 95 93 93 95
Observations 694 557 557 611 694 557 557 611

Note: Country level heteroskedasticity and autocorrelation robust standard errors in parentheses. The
instruments in regressions (2)-(4), and (6)-(8) are differences of investments and aid flows, lagged once and
twice, and differences of changes in education and labour force growth, contemporaneous and lagged once.
For the over identification tests the p-values of the test statistics are reported. For the weak identification

tests the Kleibergen-Paap F test is reported. See Baum et al. (2007) and Kleibergen and Paap (20006).
Source: Authors’ calculations.

investment ratios have substantially different cross-country patterns.

In Table 3 the first four regressions use nominal investment and aid ratios while the last four
regressions are based on real ratios. As for the WDI data, a few countries have periods in which
the aid flow exceed gross capital formation (21 observations). Again, we set domestic invest-
ment to zero and aid investment equal to total investment in these instances. For comparison
with the results for the WDI data we report results for the fixed effects, the Fuller, the CUGMM

and the sequential moment GMM estimator.

An important change in the results is that the instruments appear to be critically weak in the
regressions using nominal ratios, while the real investment ratios are marginally better.!® Still,
the differences in the estimates using WDI or PWT data and nominal investment and aid ratios

are very small relative to the estimated dispersion.

19The critical values for the weak instrument test are the same as for the WDI-based TSLS regressions, given in
Table B.
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Figure 4: Estimates of the return to domestic investments and the composite return when coun-
tries are omitted from the sample one-by-one: Using PWT 8.1 data and real investment ratios

30
BWA
25
s
o) KWT
c
= IRQ
% 20 mrT BHR 3B ZWE
E= THA
Q Priv
S ,
e
o
S RWA
JOR
MDV
10
I I I I I
6 8 10 12 14

Return on domestic investment (p°)

Note: The country marker indicates the estimated return when the country is omitted from
the sample. The horizontal and vertical lines show the full sample estimates.
Source: Authors’ calculations.

For the I'V-regressions using real investment ratios (regressions (6)-(8)) we get lower returns
compared to using nominal investment ratios. This is of interest because Caselli and Feyrer
(2007) illustrate how the difference in the two investment ratios has important implications for
the marginal return on reproducible capital across countries when these are calibrated using
(PWT) national accounts data. Generally, the marginal product of capital decreases for the
poorest countries when using real investment ratios instead of nominal investment ratios. Our
regressions show the same pattern (estimator by estimator), however, the return on aid invest-
ments is still substantial, and larger than the quite 8-9% return on reproducible capital reported
in Caselli and Feyrer (2007).

We have also estimated the model omitting countries one-by-one for the PWT data using the
real investment ratios and the result is given in Figure 4. For this data we find a larger dispersion
in the estimated returns, and several countries, such as in particular Botswana, Kuwait, Iraq and
Jordan generate low return estimates. Looking beyond the extremes, 90% of the estimates of
the return on domestic investments are between 7% and 11% while the corresponding bound is
15-20% for the composite return. Moreover, we again find that the composite return exceeds
the domestic return in all sub-samples with a median, and mean, difference of 9 percentage
points, such that the average return on aid investments is very likely to exceed the average
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return on domestic investments, regardless of the specific value of the marginal propensity to
invest out of the aid flows.

Overall, the regression results using national accounts data from both WDI and PWT 8.1 il-
lustrate that the size of the estimated average gross return on domestic and aid investments are

respectable and the latter return is probably close to 20%.

5 Conclusion

Over the last 50 years researchers have scrutinized the effectiveness of aid as a tool to increase
economic growth and reduce poverty in the third world. Even so, much is yet to be learned
on this issue. We believe the present paper contributes to this research agenda by providing an

estimate of the average gross real rate of return on aid financed investments in physical capital.

We identify the return on aid investments on the basis of a standard growth accounting frame-
work. The advantage of this line of attack is the comparative simplicity of the structural model.
Another advantage is the theoretical separation of production function parameters from pref-
erences parameters, which is not feasible in Barro-type growth regressions. This separation is
what allows us to identify the gross real rates of return.

The transparency of the economic model comes at the cost of added econometric complexity
as returns are likely to vary across countries and time. Moreover, the returns are in all likeli-
hood correlated with the unobserved growth rates in total factor productivity and, hence, the
investment ratios. A feasible, and fairly simple, solution to the econometric problem lies in
formulating the structural model as a correlated random coefficient model in which the average
returns can be identified and consistently estimated using instrumental variable estimators, as-
suming the random components of the returns are additively decomposable along cross-country

panel dimensions.

Based on two different sources for the national accounts data (World Development Indicators
and Penn World Tables 8.1), our principal finding is that the average aggregate gross rate of
return on aid investments is close to 20 per cent. Intriguingly, this is in accord with median
World Bank project level estimates. Moreover, aid investments are, on average, at least as
productive as domestically funded investments in physical capital. Thus, our results do not

seem to support theories of aid ineffectiveness that rely on inefficient aid investment allocation.

If aid investments are centred on projects for which international private capital flows cannot
generate equal returns across developed and developing countries and government borrowing
on the international commercial bank market is restricted, the result need not contradict the
finding of roughly equal (total) aggregate marginal productivity of investment in reproducible
physical capital across countries. The marginal productivity of aid investment may well be
high in countries with concurrent low marginal productivity of private capital, illustrating that
computing overall marginal returns on capital from national accounts data has very limited

information about the productivity of aid investments.
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Our approach fundamentally recognizes that the return on both domestic and aid financed in-
vestments are likely to vary considerably across countries and time. Exploring this heterogen-
eity is likely to be a revealing avenue for future research. For example, previous research have
suggested that factors like the policy environment, the institutional setting in general, or per-
haps geographic circumstances, matter for the aggregate marginal productivity of aid financed

investments. Our approach is capable of turning these propositions into testable hypotheses.
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A Growth decomposition with a more general production function

Instead of the Cobb-Douglas production function we may assume output is produced using a

more general neoclassical production technology
Y(t) =A()F (K(1),H(1)) (17)

where, again, A represents total factor productivity, H human capital, while K is the composite
index of physical capital. Now, instead of the CES-aggregate let

K(t) = G(K*(1). K/ (1)) (18)
in which aid capital is a non-essential production input
G(K%(t),0) = nK%(t), ®>0
We impose constant returns to scale in the three (rival) inputs taken together
AY (1) :A(t)F(G(le(t),JLKf(t))JLH(t))

The assumptions imply that in the event the stock of aid capital is zero, constant returns to
human input and (domestic) capital input prevail. As a result, regardless of whether aid is
present or not, the production technology is consistent with the national accounts identity which

states that total capital and labour compensation equals total value added.

We do not impose any conditions on the relative size of the partial derivatives, G| and G}, nor
on the cross-partial G7,. In general the latter could be either positive, negative or zero (perfect

substitutes).

Inserting (18) into the production function (17) and differentiating the resulting equation with

respect to time results in a more general expression than the one in Section 2

MAd wAf B ~
F) RO+ = K0+ (- al)H (19)

where | —o(t) =1 — (A(t)Fx)G/Y (t) = (A(¢)Fy)H (t)/Y (t) represents the share of labour in
value added.

Y(r)=A(r) +

Inserting the law of motion for capital into (19) then yields

d f R
7(1) = [A(1)FxG}] % 4 [A()FkGY] ;T(t’)) - a)A )
+A() = {a(t)[y(t)8(t) + (1 - y(1))87 (1))} (20)

where we have used that Y (t) = A(t)F(-) and defined y(t) = G;K“(t) /G.

In this setting the return parameters becomes

Y (1)

pd(t) aKd(t) :A(I)FKGIU pf(t)E




and this leaves the following more general expression for the growth rate of output

d f
()= p? ()2 1 pr (2 4 (1 ey

(7)
+A@0) —{a()[y(0)8 () + (1 —7(1)8' (1))} @D

This expression simplifies to equation (8) with the specific choice of production technology in

Section 2.

B The correlated random coefficient model with two-way error component structure

B.1 Model formulation

We assume the random coefficients in equation (15) have an additive error-component structure,

which we specify as

Pi =P +Os=p+Yi+ A+ (22)
Wi =u+06 =p+0of + 4/ +e (23)
0 =0+67 =9+v] +2 +ef (24)

p. U, and ¢ are the unconditional expectations, E(p; ) = p, E(i) = 4, E(¢;;) = ¢, and the error
components Y;, A;, &, vl.“ , lt” , 8# , vjq) , A,‘p ,and 81-? are mean zero (vector) random variables with

a standard panel data error-components covariance structure

E(Y,Y)) =0, E(vf'o!) =0, E(vfv?)=0 for i # j
E(AAL) =0, EAf A =0, EA?Ad) =0 fort # s
E(& ) =0, E(efel)) =0, E(efel)=0 fori j,and #s

¢

The covariances between the relevant components of pj;, Wi, and ¢;, say, Y;, vi“ ,and v, are

left unrestricted. For simplicity, we assume the covariance structure is constant
E(0;00) =E(Y;0!) + E(AAS) +E(&iel) = Srvdij+ Eaadis +Zee 88 (25)
for all i, j and ¢, s where J,, is Kronecker’s delta.
Turning to the regressors, we consider a fairly general linear error-component specification
Xip = fi+ 8 + it (26)

where the country and time specific components, r;;, are assumed to follow a general covariance

stationary process independent of the common effects, g;, and the time invariant effects f;.?

Given the specification of the coefficients and the regressors, the possible association between
the returns and the regressors can be specified

E(@;xjs) = E(Yif;) + E(Ags) +E(Eurjs) = Ty p0ij + LagOrs +Le, 0015 (27)

20 Assuming independence of the three components is stronger than needed. However, as we require more than
mean independence in the following the assumption is convenient.
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Each of the covariance-components, Xy s, XA, and, Xg, may be non-zero, in which case the

model is a correlated random coefficient model.

Inserting equations (22)-(24) in (15) and using the error form of the model it may be formulated

as
Vit = Xitp +C+ Vit (28)
¢ = U+ 0xe + Opo + P1p, (29)
vir = (X ®; — Oxe) + (Qi(fl@)it — G(p@)) + 9# + 91-? Ip+ 010, +e; 30)
where

0p0 = E(Qi(fl@)it) = 17{(Zxv +Zaz +Z§£)l]

and e;; is the expectation error derived from the structural model (15).

In this system E(v;,) = 0 (by construction) and, hence, p can be consistently estimated if there
exist a set of instruments, z;, such that E(v;|z;) = 0. In addition, equation (29) makes clear
that the intercept in the equation is of little interest, being a sum of mean and covariance com-

ponents.

B.2 Identification

Wooldridge (2003) consideres estimation of population average effects in the correlated random
coefficients model in a cross-section and shows that standard instrumental variables estimators
are consistent under fairly weak conditions. In the following we state these assumptions and
show how standard panel data transformations of the regressors yield valid instruments under

reasonable assumptions.

It follows from (28) and (30) that a vector of instrumental variables, z;, is valid if it satisfies

the following exogeneity conditions:>!
E (it |Xits Wit Pies Pis 2ie) = E(Vie [Xie, it Pi, Pir) - (A1)
E(uir|zi) = E(uir) = 1, E(pilzi) = E(pi) = p (A2)
E(©ixi|zi) = E(0iXyt) = Ly +Zpg +Ze, (A3)
E(6)|z;) =0 (A4)
E(©:16] |z1) = E(©16)) = Tyyp +Zas + e, (A5)

Assumption (A1) is the usual order condition. Assumption (A2) adds the condition that the in-
strumental variables are ignorable for the random coefficients, while assumption (A3) specifies
that the instruments are also ignorable for the covariance between the regressors and the ran-

dom coefficients. Assumption (A3) is stronger than needed, as the necessary condition is that

21 Assumptions (A1)-(A3) are given in Wooldridge (2003).
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the trace of the conditional covariance matrix shold not depend on (functions of) the instrument.
However, it is hard to imagine cases in which this distinction is important.?? Finally, it should
be noted that independence of the coefficients and the instruments is a sufficient condition for
(A2) and (A3).

Because of the measurement error in aid investments, two additional conditions are added. The
first of these, (A4), is the standard ignorability condition. The second, (AS), adds a conditional
independence assumptions for the covariance between the random return coefficients and the

measurement error.

Assumptions (A2), (A4) and (AS) can be gathered by considering the vector of random com-
ponents in the model, say, xi = [0/,0}, Gi(f)]’ . A sufficient condition, encompassing the
three conditions above, is second order independence of y;; with respect to the instruments:
E(xir|zi;) = 0 and Var();|z;) = Var(xi).

From (A1)-(AS5) it follows that the conditional expectation of the regression error given the
instruments is zero, E(v;|z;) = 0. E(9i¢|z,-t) =0and E(¢10;]|z;) = 0 by (A2), E(Qiqt)lplz,-t) =
0 by (A4), while E(x;;0;|z;;) = oxe and E(¢;10;|z;) = ope follows from (A3) and (AS).
Therefore z; is a valid instrument in equation (28) and given the existence of such an instrument

and the usual rank condition, we can consistently estimate the average returns, p.

B.3 Estimation

The moment conditions implied by the assumptions are E(z;v; ), which in the present setting
can be made explicit as five different components: (i) E(z}, 9# ) =0, (ii) E(z,,0;) = 0, (iii)
E(z}, Bl.‘f) =0, (iv) E(z},(x4®; — 0xe)) = 0, and (v) E(z},(¢;10; — 04pe)) = 0. In Section 3
we explore, informally, various data transformations generating instruments which support the
moment conditions under different assumptions about the covariance structure. Here we relate

these transformations to the parametric set-up given in this Appendix.

1. When the association between the random components and the regressors is soley through
a common variation across time, the covariance is related to g; and the error components
A, MM or A,¢. Further, we have the two products, g;A,; and ),,¢1At that may also be cor-
related with g;. But regressing x; on time dummies removes g; (in the limit) and leaves
the residuals z; = f; 4 r;;. These residuals are uncorrelated with v;; but clearly correlated

with x;;.

2. When the association between the random components and the regressors is only via
co-movements across countries we have a symmetric argument relative to above. The
specific covariance is between the regressor component f; and the error components Y,
¥, v?

=, v, or the products f;Y;, viq)lTl-. Regressing x;; on country dummies removes f;

and leaves the residuals z; = g; + rj; (in the limit). These residuals are uncorrelated

22Wooldridge (2003) specifies the independence condition for each of the diagonal elements in the conditional
covariance matrix. Needless to say, this intermediate assumption is also sufficient but not necessary.
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with any of the relevant error components, but correlated with x;;. Another common
transformation is to use first differences of the regressors as instruments whereby z; =
(gr —&gi—1) + (ry — r;—1 ) this instrument is clearly also correlated with the regressors, and

it is uncorrelated with the error term under the stated assumptions.

3. When the association is a contemporaneous association between the idiosyncratic ran-

dom components and the regressors the covariance is between r; and the error com-
ponents &;, 81-‘; or 8;5 or the composite variables r;;&; and €;1&;. The crucial assuption
is that the error components are uncorrelated over time such that r;_g, (s > 0) is not
correlated with any of the terms. This means that lagged observations of the regressors
Xjr—s = fi+ g—s + rir—s are valid instruments that are obviously correlated with the re-

gressors under the stated assumptions.

4. Finally, when all covariance components are allowed to be non-zero we can combine the
three transformations to obtain valid instruments. Specifically, let X;; be the residuals
from a regression of x;; on time dummies, then the lagged differences of the regressors,
conditional on time dummies are valid instruments z;; = AX;;_; = Ary_5, s > 0. In this
case, the relevance of the instrument hinges on an assumption of (sufficient) autocorrel-

ation in r;.

As seen the parameters of interest in (28), p, can be estimated using methods of moments
estimators such as TSLS or more general GMM estimators. In particular, the sequential mo-
ment GMM estimator suggested by Arellano and Bover (1995) in which the regressors are
predetermined and have constant correlation with the individual effects is an obvious choice of
estimator in the present setting (see also Arellano, 2003, Chapter 8). Other GMM estimators,
such as the continously updated GMM estimator by Hansen et al. (1996) using lags of the first
difference transformation of the variables are of course also valid.

25



C The sample of countries

Table A: The sample of countries

Country WDI PWT Country WDI PWT Country WDI PWT
Afghanistan 2 0 Guyana 8 0 Pakistan 8 8
Albania 5 5 Haiti 3 0 Panama 7 7
Algeria 8 0 Honduras 8 8 Papua New Guinea 7 0
Argentina 8 8 Hong Kong 6 6 Paraguay 4 4
Armenia 4 4 India 8 8 Peru 8 8
Bahrain 5 6 Indonesia 8 8  Philippines 8 8
Bangladesh 8 8 Iran, Islamic Rep. 8 8  Qatar 1 1
Barbados 8 8 TIraq 2 2 Rwanda 8 8
Belize 7 7 Israel 6 6  Saudi Arabia 8 8
Benin 8 8 Jamaica 0 8 Senegal 8 8
Bolivia 8 8 Jordan 7 7  Sierra Leone 7 7
Botswana 8 8 Kazakhstan 4 4  Singapore 5 5
Brazil 8 8 Kenya 8 8 Slovenia 2 3
Brunei 2 2 Korea, Rep. 6 6 South Africa 4 4
Burundi 8 8 Kuwait 1 5 SriLanka 8 8
Cambodia 4 4 Kyrgyz Republic 4 4 Sudan 7 7
Cameroon 8 8 LaoPDR 5 5 Swaziland 8 8
Central African Republic 8 8 Lesotho 8 8 Syrian Arab Republic 8 8
Chile 8 8 Liberia 3 3 Tajikistan 4 4
China 7 7 Libya 3 0 Tanzania 5 5
Colombia 8 8 Malawi 8 8 Thailand 8 8
Congo, Rep. 8 8 Malaysia 8 8 Togo 8 8
Costa Rica 8 8 Maldives 1 3 Tonga 6 0
Cote d’Ivoire 8 8 Mali 8 8 Trinidad and Tobago 8 8
Croatia 3 4 Malta 7 7  Tunisia 8 8
Cuba 8 0 Mauritania 8 8 Turkey 8 8
Cyprus 5 6  Mauritius 7 7 Uganda 6 8
Ecuador 8 8 Mexico 8 8  Ukraine 2 2
Egypt, Arab Rep. 8 8 Mongolia 6 6  Uruguay 8 8
El Salvador 8 8 Morocco 8 8 Venezuela, RB 8 8
Fiji 8 8 Mozambique 6 7  Vietnam 5 5
Gabon 8 8 Namibia 6 6  Yemen, Rep. 4 5
Gambia, The 8 8 Nepal 8 8 Zambia 6 6
Ghana 8 8 Nicaragua 8 0 Zimbabwe 8 8
Guatemala 8 8 Niger 8 8

Note: The WDI and PWT columns indicate the number of observations each country has in the OLS regres-
sions using the WDI and PWT data, respectively.
Source: Authors’ listing.

Table B: Critical values for the weak instrument test based on relative squared bias of TSLS
relative to OLS. The model has 4 endogenous regressors and 8 instruments.

Maximal relative bias 10% 20% 30%
95% critical value 9.79 6.08 4.66
90% critical value 9.02 5.49 4.15

Source: Authors’ calculations based on Gauss program written by M. Yogo.
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