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Abstract

Adaptive learning introduces persistence in the evolution of agents’ beliefs over time.

For applied purposes this is a convenient feature to help explain why economies present

sluggish adjustments towards equilibrium. The pace of learning is directly determined

by the gain parameter, which regulates how quickly new information is incorporated into

agents’ beliefs.

We document renewed empirical calibrations of plausible gain values for adaptive

learning applications to macroeconomic data. We cover a broad range of model speci-

fications of applied interest. Our analysis also includes innovative approaches to the en-

dogenous determination of time-varying gains in real-time, and a thorough discussion of

the different theoretical interpretations of the learning gain. We also evaluate the merits of

different approaches to the gain calibration according to their performance in forecasting

macroeconomic variables and in matching survey forecasts.

Our results indicate a great degree of heterogeneity in the gain calibrations according

to the variable forecasted and the lag length of the model specifications. Calibrations to

match survey forecasts are found to be lower than those derived according to the forecast-

ing performance, suggesting some degree of bounded rationality in the speed with which

agents update their beliefs.

Keywords: expectations, forecasting, bounded rationality, real-time, recursive estima-

tion.

JEL codes: D83, E03, E37.

1 Introduction

The practice of modeling expectations through the use of adaptive learning in macroeconomic
models has become increasingly popular in the recent applied literature1. By allowing persis-
∗An earlier version of this paper was presented at the conference on Expectations in Dynamic Macroeconomic

Models, held in Helsinki, 2014. We thank to the organizers of that conference for the opportunity, to the Bank
of Finland’s staff for the hospitality, and to the participants for the comments that helped us shape the current
presentation.
†Corresponding author. E-mail: galimberti@kof.ethz.ch.
1For some time the literature on adaptive learning developed with a focus on the theoretical debate about

the convergence of learning to rational expectations equilibria (see Evans and Honkapohja, 2001). The seminal
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tence in the evolution of agents’ beliefs over time, adaptive learning provides an alternative2

explanation for the common observation of inertia in the dynamics of macroeconomic vari-
ables. Importantly, the persistence introduced by learning is directly related to the calibration
of the learning algorithm assumed to represent the process through which agents update their
beliefs. The implementation of this recursive algorithm requires the pre-specification of a se-
quence of learning gain values, or of a mechanism through which these gains are determined
in real-time. This paper is devoted to investigate this issue empirically, particularly aiming to
provide a guide for applied researchers on plausible calibration values of the learning gain.

From a theoretical point of view, the gain determines both whether convergence to a rational
expectations (RE) equilibrium takes place and the dynamic properties of the transition towards
that equilibrium. In order to obtain positive convergence results, the analysis of learning places
strong restrictions on the sequence of gains. Examples of these restrictions include the require-
ment of a “sufficiently small” gain to guarantee weaker (in distribution) convergence results
(see Evans and Honkapohja, 2001, Ch.7). Furthermore, a phenomenon known as “escape dy-
namics,” recurrently pushing the economy away from its equilibrium, has been found to have
its frequency of occurrence associated to the value of the learning gain (Cho et al., 2002).

For applied purposes, the importance of the gain is related to its role in determining the sta-
tistical properties of the evolution of agents’ beliefs. While adaptive learning establishes a new
channel for the dynamic dissipation of structural (e.g., Huang et al., 2009; Eusepi and Preston,
2011) and expectational shocks (Milani, 2011) throughout the economy, the intensity of these
effects is directly determined by the value of the learning gain. On one hand, higher gains can
be associated with higher degrees of variability in agents beliefs (see, e.g., Carceles-Poveda
and Giannitsarou, 2007, pp. 2691-4), which would ultimately improve the explanatory power
of models with learning; on the other, it is under smaller gain values that learning becomes
more sluggish, hence increasing the persistence of deviations from the equilibrium path3.

In this context, our main contribution in this paper is the documentation of plausible gain
calibrations according to their quality in forecasting macroeconomic variables and in matching
survey forecasts. Moreover, we explore different elements of interest for applied research, such

contribution in the applied literature is Sargent (1999), with a study on the role of learning by the monetary
authority in the evolution of US inflation rates, followed by Marcet and Nicolini (2003), who showed how learning
can help explain the recurrence of hyperinflation episodes observed in several South-American countries during
the 1980’s. The literature that followed then unfolded into two main strands: policy-oriented studies of particular
episodes of macroeconomic turmoil (mainly the US Great Inflation period during the 1970’s; see, e.g., Bullard and
Eusepi, 2005; Orphanides and Williams, 2005; Primiceri, 2006; Sargent et al., 2006; Milani, 2008); and business
cycles modeling studies (Williams, 2003; Huang et al., 2009; Chevillon et al., 2010; Eusepi and Preston, 2011;
Slobodyan and Wouters, 2012; Milani, 2007, 2011, 2014; Ormeño and Molnár, 2015).

2Common extensions to add persistence in the standard framework of dynamic stochastic general equilibrium
(DSGE) models include consumption habits, price indexation and adjustment costs (Christiano et al., 2005), or
more directly through the introduction of persistent structural shocks (Smets and Wouters, 2007).

3This is consistent with a well known trade-off between speed and accuracy of recursive estimation from the
engineering literature: on one extreme, tracking can be slower than the system actual time variations, but with
less noisy estimates; on the other extreme, tracking can be made as rapid as the time-varying context, but with
estimates much more contaminated by noise (see Benveniste et al., 1990, Part I, Chapters 1 and 4).
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as: several model specifications; a proper account of real-time data restrictions; alternative
foundations for an endogenous determination of the gains; and different roles for the gains.
Although our results indicate that the gain calibrations are sensitive to all of these features,
one of our most important findings is that the gains should be allowed to differ for different
variables requiring forecasting.

1.1 Related literature

Theoretical foundations

There are different interpretations for the role played by the learning gains. Sargent and
Williams (2005); Evans et al. (2010) establish a Bayesian interpretation of learning. Other
than relating the learning algorithm to the Kalman filter, the Bayesian optimal estimator of
a random walk time-varying parameters model, the priors also carry implications about the
specific calibrations of the learning gains. Hence, in a Bayesian framework the gains can be
interpreted as representing agents’ prior beliefs about the evolution of the economy.

Another useful interpretation given to the learning gains is that of determining the memory
of the learning mechanism (see, e.g., Barucci, 1999; Honkapohja and Mitra, 2006). From the
estimation problem originating the learning algorithm, it is possible to infer how the gains
determine the weights assigned to each observation included in the estimation (the precise
relation will be presented below, in Eqs. 10-11). Namely, the higher the gain, the higher the
emphasis given to more recent observations; hence, higher gains imply a smaller memory of
past observations in the current estimates provided by the learning algorithm.

Finally, a broader distinction on the possible foundations of the learning gains is obtained
considering how these are assumed to be determined from the point of view of the learning
agents (see Galimberti, 2013). First, one can assume that the learning gain stands as a primi-
tive parameter of agents learning-to-forecast behavior. An immediate example is given by the
interpretation of the gain as a memory parameter, as discussed above.

The second option, in contrast, is to assume that the learning gain is determined as a choice
by the agents adopting a given learning algorithm to update their expectations. Approaches
following along these lines often require additional behavioral assumptions to discipline such a
choice. Examples include: the adaptively rational expectations approach of Brock and Hommes
(1997), where agents are assumed to select between a set of predictors according to a fit-
ness measure; and, the “expectation calculation” approach of Evans and Ramey (1998), where
agents are assumed to face a calculation decision pondering between the benefits and the costs
of extra cognitive efforts to form expectations.
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Previous calibration attempts

Three of the main alternatives for the specification of the learning gain are those of a time-
decreasing, a time-constant, and a time-varying (not restricted to be decreasing) sequence
of values, and their suitability depends on the time-varying nature of the environment. A
decreasing-gain was the seminal choice in the learning literature, so as to match the recur-
sive form of the well known Ordinary Least Squares (OLS) estimator from basic econometrics.
For the case of linear models with time-invariant parameters, this estimator is known to possess
some well desired properties, such as consistency and efficiency, though these properties do
not extend to a time-varying context. This latter fact implies the intriguing observation that a
decreasing-gain learning mechanism is appropriate only along the time-invariant path of a RE
equilibrium, where learning itself is indeed pointless (see Bray and Savin, 1986).

Extensive evidence (see, e.g., Stock and Watson, 2003; Cogley and Sargent, 2005) favoring
time-varying parameter models of the economy has, nevertheless, challenged this paradigm,
and the departure from the parameter constancy assumption has naturally led to the require-
ment of adjustments to the learning rules as well (see Margaritis, 1990; Bullard, 1992; Mc-
Gough, 2003). The constant gain specification has been in the spotlight of most applied re-
search since Sargent (1999), given its tracking capabilities and its suitability for time-varying
environments. More recently, alternative approaches of time-varying gains also have been pro-
posed to deal with relatively stable systems that occasionally undergo structural breaks (see
Marcet and Nicolini, 2003; Kostyshyna, 2012; Milani, 2014); one key issue in the introduction
of time-varying gains is to find an appropriate statistical foundation for the gain adjustment
mechanism.

Finally, different approaches have been proposed in the recent applied literature to obtain
empirical estimates of the learning gain. The main distinctive feature in these approaches
refers to the joint estimation of a constant gain with other model’s structural parameters; both
Bayesian (Milani, 2007, 2008) and classical (Chevillon et al., 2010) estimation approaches have
been successfully applied, though inference is strongly affected by weak identification issues.

More closely related to our approach (detailed below), are calibration procedures attempt-
ing to optimize the fit of learning rules in forecasting macroeconomic data and in matching
forecasts from surveys. One earlier application of this approach is provided by Orphanides and
Williams (2005) in a study of US monetary policy during the 1970s; Branch and Evans (2006)
also provide gain calibrations to US data on inflation and output growth, which have been
recently extended to other variables by Markiewicz and Pick (2014), and to other countries fo-
cusing on inflation by Molnár and Reppa (2010); Weber (2010) provides a similar application to
European data; and Ormeño and Molnár (2015) show the usefulness of information contained
in survey data for the estimation of structural models with adaptive learning.
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1.2 Approach and main results

In order to shed some light on the gain calibration issue we develop an empirical framework that
mimics a real-time learning-to-forecast process. We document renewed numerical calibrations
of the gains for empirical applications with US quarterly data on inflation, output growth, and
interest rates. One key feature in our analysis is our coverage of a broad range of model specifi-
cations to represent agents beliefs: we explore all possible combinations of the variables above
in vector autoregressive (VAR) forecasting models with up to four lags. This is motivated in
section §2 by the pervasive possibilities of misspecification introduced by the adaptive learning
approach, particularly with respect to agents perceived laws of motion (PLM). Regarding the
learning algorithm, our focus is on the least squares (LS) algorithm, which has received most
of the attention in the literature.

Using such framework, detailed in section §3, we conduct several gain calibration exercises
covering data over the period from 1981 to 2012; data from earlier periods are used to initialize
the learning algorithm and the calibrations. We segment the calibrations according to different
assumptions in the determination of the learning gains, particularly with respect to the measure
used for their selection and their variation over time. Regarding the selection measure, we
distinguish between two alternatives depending on the reference data: actual-based calibrations
are selected by maximizing the accuracy of the forecasts; survey-based calibration, instead, are
selected by maximizing the resemblance of the learning-based forecasts to those obtained from
survey data.

These calibrations are documented in section §4, where we find that the actual-based ap-
proach leads to higher gain calibrations than the survey-based. We also find evidence of a great
degree of heterogeneity in the gain calibrations, depending mainly on the variable forecasted
and the lag length of the forecasting model. As a guide for applied research we reported av-
eraged gain values along these dimensions. Inflation presented the highest gain calibrations,
followed by output growth and interest rates, with maximum averaged values on VAR(1) mod-
els of about 0.11, 0.02, and 0.005, respectively. These calibrations then tended to decrease as
the VAR lag order increased. Interestingly, the calibrations on the forecasting models of interest
rates were found to be very small, suggesting that the real-time tracking provided by learning
adds little predictive content to the estimates obtained in the pre-evaluation sample period.

In order to assess the different behavioral assumptions on the determination of the learn-
ing gains, in section §5 we conduct a comparative analysis on the forecasting performance of
the gain calibrations. Our results point to mixed evidence, providing support to the choice of
different gain calibrations, depending mainly on the variable forecasted and the model speci-
fication. But the effects of these different gain assumptions on the forecasting performance of
the learning models are found to be of limited statistical relevance, particularly relative to the
role played by the model specifications.
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Finally, in section §6 we evaluate the effects of further dimensions of applied interest over
the gain calibrations, such as: the use of revised instead of real-time data; alternative data
definitions for the variables requiring the formation of expectations; and calibrations represen-
tative of the evolution of policymakers beliefs. In section §7 we conclude this paper with some
remarks.

2 Adaptive Learning Context

Macroeconomic models imply relationships between aggregate variables such as inflation, out-
put growth and interest rates, and often involve also past and future expected values of these
same variables. In the latter case, one therefore has to specify how expectations are formed,
that is, one has to specify a forecasting model (or PLM) for agents. Perhaps one of the greatest
virtues of the RE paradigm is the containment of the set of such admissible models by the disci-
plinary assumption that expectations must be consistent with the implied actual outcomes. The
introduction of adaptive learning, in contrast, opens the way for a plethora of (mis)specification
possibilities, particularly in multivariate contexts. Which variables should enter agents PLMs?
How does the calibration of the learning mechanism depend on the statistical properties of these
variables?

Consider for example a reduced form model given by

yt = α + βE∗t−1 [yt] + δxt−1 + ut, (1)

where yt is an endogenous variable, xt is a zero mean exogenous variable, and ut is an unob-
servable white noise disturbance. With β < 0, this is a standard specification of Muth’s (1961)
partial equilibrium cobweb model of supply and demand, taking yt as the market clearing price
and xt as a supply shock. With β > 0, it represents instead a Lucas (1973) aggregate sup-
ply model. Multivariate extensions and alternative timing assumptions are possible to fit more
complex general equilibrium models. The minimum state variable (MSV) RE equilibrium as-
sociated to (1) can be obtained by assuming agents include a constant term and the lagged
exogenous variable in their PLM, i.e.,

ERE
t−1 [yt] = a+ bxt−1, (2)

where RE dictates that a = (1− β)−1 α and b = (1− β)−1 δ. Thus, the assumption of RE
establishes an unique trajectory of yt that satisfies (1) for given parameters and a sequence of
stochastic shocks ut.

Under adaptive learning, instead, one relaxes the rationality requirement and assumes that
agents act like econometricians. There are two important features in the shift from the RE
to the adaptive learning approach. First, under adaptive learning agents are not certain about
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their PLM’s parameter values, and hence follow a real-time process to obtain estimates relevant
for their expectations formation at the same time that such expectations are determining actual
outcomes. Second, bounded rationality features may restrict agents perceptions about the rel-
evant variables to be included in their PLMs. The first feature is commonly accomplished by
assuming agents update their PLM parameter estimates using a recursive LS algorithm of the
form

θ̂t = θ̂t−1 + γtR
−1
t xt

(
yt − x′tθ̂t−1

)
, (3)

Rt = Rt−1 + γt (xtx
′
t −Rt−1) , (4)

where γt is a learning gain parameter, Rt stands for an estimate of regressors matrix of sec-
ond moments, and xt and θ̂t collect the variables included in the PLM and their associated
parameter estimates, respectively; in our example model, under a PLM of the form of (2),
xt =

(
1 xt−1

)′
and θ̂t =

(
at bt

)′
. Substituting this into the reduced form model one

finds that the actual law of motion (ALM) of yt under adaptive learning,

yt = α + βat−1 + (βbt−1 + δ)xt−1 + ut, (5)

now depends on the evolution of the PLM parameter estimates, which are jointly determined
by the learning algorithm recursions for given initials, θ̂0 and R0, and a sequence of learning
gains, γt. For a sufficiently small constant gain, and provided stability conditions on the model
parameters and the exogenous variable are satisfied, it is well known that the PLM parame-
ter estimates will converge to a stationary distribution centered on the RE equilibrium values
(Evans and Honkapohja, 2001). Since the statistical properties of this distribution are directly
affected by the learning gain, it is important to have some guidance on plausible calibration
values for applied purposes.

The convergence of adaptive learning towards the RE equilibrium is nevertheless condi-
tional on the assumption of a correctly specified PLM. Consider for instance what would hap-
pen in our example if agents did not realize that yt depends on the lagged values of xt, assuming
instead a naive PLM containing only a constant term. Clearly, such a PLM automatically rules
out a RE solution when δ 6= 0. Under learning, however, one can still find support for this PLM
misspecification as a restricted perceptions (RP) equilibrium. Substituting the implied ALM,

yt = α + βat−1 + δxt−1 + ut, (6)

into the learning algorithm, (3), one finds that

at = at−1 + γt (α + βat−1 + δxt−1 + ut − at−1) (7)
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is a stochastic recursive algorithm governing the evolution of agents expectations. For suffi-
ciently small learning gains, the mean dynamics for at, represented by

ȧ = limt→∞E (α + (β − 1) at−1 + δxt−1 + ut) (8)

converges to a distribution centered on a = (1− β)−1 α, thus defining a RP equilibrium.
A dimension of particular interest for the calibration of adaptive learning algorithms there-

fore relates to the choice of variables to include in agents information set. Such choice is par-
ticularly important in applied works, where it is not necessarily superior to assume that agents
are aware of the correct specification for their PLM. For this reason, our calibration analy-
sis will focus on the performance of several PLMs that may be of common use for different
macroeconomic models.

3 Empirical Framework

3.1 Model and estimation

Consider an estimation context faced by a real-time agent wishing to obtain inferences about
the law of motion of a set of variables of interest, say yt = (y1,t, . . . , yn,t). From an economic
perspective, these inferences can be thought of as the middle step agents undertake in a process
of learning-to-forecast in order to form their expectations. To narrow down our focus, we
assume this agent believes that those variables are statistically related to their own lagged values
through a linear regression of the form

yt = x′tΘt + εt, (9)

where xt = (1,yt−1, . . . ,yt−p)
′ is a vector collecting a constant term plus the np lagged values

of the endogenous variables, Θt = (θ0,t,θ1,t, . . . ,θnp,t)
′ stands for a (np+ 1) × n matrix of

(possibly time-varying) coefficients associated to each regressor in xt, and εt denotes a vector
of uncorrelated white noise disturbances. For n > 1, (9) is commonly referred as an n-variables
vector autoregression of order p, or n-VAR(p) for short. Both coefficients and disturbances are
assumed not to be directly observable by the agent, hence a technique for the estimation of θt
is required to allow the construction of the inferences of interest.

As it turns out, the LS algorithm of (3)-(4) provides a recursive form of the equation-by-
equation4 estimator obtained by the minimization of the sum of weighted error squares,

θ̂t = arg min
t∑
i=1

β (t, i)
(
yi − x′iθ̂t

)2
, (10)

4For simplicity we abuse notation and let θ̂t stand for column j in Θt, i.e., the vector of coefficients associated
to the jth equation in the VAR system; similarly, yt stands for yj,t.
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where the weights given to each observation are determined by the sequence of gains according
to

β (t, i) =


γi
γt

t∏
k=i+1

(1− γk) for i < t,

1 for i = t.

(11)

Under a constant gain specification, β (t, i) = (1− γ̄)t−i, so that past observations are given
geometrically decaying weights, whereas a decreasing gain leads to the famous OLS estimator
of basic econometrics (see Berardi and Galimberti, 2013, for derivations). These properties
may provide an explanation for the prominence of the LS algorithm in the adaptive learning
literature as the choice to represent agents mechanism of adaptive learning; here we follow
such practice and focus our calibration analysis on the LS case5.

3.2 Data

We consider the inclusion of three key macroeconomic variables in agents learning-to-forecast
problem: inflation, output growth, and interest rate. Following our previous discussion, we
evaluate all possible combinations of these variables in the specification of the learning PLMs;
namely, one univariate AR(p) specification for each variable, three bivariate 2-VAR(p) spec-
ifications, and one trivariate 3-VAR(p) specification. For further robustness we also vary the
VAR lag orders from p = 1, . . . , 4, hence totaling 16 PLM specifications for each variable.

We use US quarterly data on real GNP/GDP and its price index to obtain measures of
output growth and inflation, respectively, and the 3-month Treasury Bill rate as a measure of
the interest rate. The sample covers the period from 1947q2 to 2013q4, and is organized in a
real-time data format with vintages from 1966q1 to 2014q1; i.e., a total of 193 snapshots of
what was known on the above variables by a market participant in real-time.

For the purpose of comparing the learning-based forecasts to those provided by survey
respondents, we use data from the Survey of Professional Forecasters (SPF); each quarter, this
survey asks professional economists to give their forecasts for several macroeconomic variables
and also over different forecasting horizons. Here we use the median of the individual forecasts
made for a total of five horizons, namely from t (nowcast) to t + 4. The SPF data is available
from 1968q4 onwards for inflation and output growth, but only from 1981q3 for the interest
rates. To close this gap we follow Milani (2011, p. 385) and derive expectations about 1-
period-ahead interest rates according to the expectations theory of the term structure6.

5A less frequently adopted alternative is provided by the stochastic gradient (SG) algorithm, which, in spite of
being computationally simpler than the LS, raises rather challenging issues in its calibration due to a sensitiveness
to the data scales. See Berardi and Galimberti (2014) for a comparison between these algorithms, and Galimberti
(2013) for details on the calibration of the SG algorithm.

6Further details about the data sources and adjustments are provided in Appendix A.1.
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3.3 Further implementation details

In order to implement the LS recursions one needs to first specify how the initial estimates
are obtained. Here we adopt a training sample-based method, where an initial portion of the
available data is set aside to the application of the algorithm departing from diffuse initials,
i.e., θ̂0 = 0np×1 and R0 = 0np×np. Berardi and Galimberti (2015) recently surveyed different
methods adopted in the literature and reported evidence in favor of the convergence properties
provided by the use of a training sample, in comparison with other more model-dependent ini-
tials such as equilibrium-related and estimation-based methods. Also in line with the previous
applied literature, we use 75 observations for the training sample, which corresponds to the
period from 1947q2 to 1965q4.

Estimation and forecasting are then carried out by vintage as follows: first, recursions for
each gain calibration are computed departing from the vintage/gain initials until exhaustion of
the vintage sample; then, the t, . . . , t + 4 forecasts for each vintage/gain are computed using
the last estimates of the model specification, where t stands for the vintage quarter. We repeat
these computations for each vintage of data from 1966q1 to 2012q4, which results in a total
of 188 forecasts for each combination of gain calibration, model specification, variable, and
forecasting horizon. It remains to be specified how the gain calibrations are determined.

4 Gain Calibrations

In order to approach empirically the gain calibration issue, we adopt two distinct measures of
gain selection. Under the first alternative, we assume gains are determined as a choice by agents
aiming to optimize their learning performance. A natural measure to select gain calibrations
under this assumption is the accuracy of their associated forecasts. We denote the gains selected
according to this criterion as actual-based calibrations. As for the second selection measure,
we take the learning gain as a primitive parameter of agents’ learning-to-forecast behavior.
An appropriate measure of fit under this alternative requires the observation of agents’ actual
expectations. For that purpose we use data of survey forecasts as a proxy, calling this gain
selection method a survey-based calibration.

Different assumptions are possible regarding the use of real-time data, and about the spec-
ification of the range of gain values of interest. We consider two computational approaches to
obtain these gain values. In the first, we begin by constructing a grid of admissible values, and
then proceed by imposing selection rules that represent our different assumptions on the evo-
lution of the gains. The second approach involves the use of an outer mechanism to adaptively
adjust the gain in response to changes in the recent performance of the algorithm.

10



4.1 Grid-based gains

We construct a grid of 100 gain values by setting an upper bound on admissible values so as to
ensure the algorithm’s stability. Hence, our estimation routine is applied to each model spec-
ification with 100 different constant gain values. When it comes to represent agents learning-
to-forecast behavior, nevertheless, an unique gain value is required for each time an iteration
on the learning algorithm is performed. Under our two selection criteria, i.e., actual-based and
survey-based, we pick the period specific gains by minimizing averages of forecast errors and
forecast comparison errors, defined as the difference between the forecasts associated to each
gain and the actual7 and survey observations, respectively. Moreover, since we have multiple
forecasting horizons available from the surveys, our gain selections are also based on the aver-
age errors over these horizons. Letting zt+h stand for the selection measure (either the actuals,
yt+h, or the surveys, st+h), the gain is obtained according to

γz = arg min
0<γ≤0.5

{
T−1S

∑
t∈S

H−1t
∑
h∈Ht

(zt+h − ŷt+h (γ))2
}
, (12)

where ŷt+h (γ) is the forecast of yt+h associated with the model estimates obtained with the
gain γ and using data in vintage t, h is the forecasting horizon (usually Ht = {0, . . . , 4} and
Ht = 5, except when particular horizons are missing in the survey data), and S is a selection
sample of length TS . The definition of this selection sample depends on whether the gains are
assumed to remain fixed throughout the sample, or are allowed to vary over time.

Fixed gains

Fixed gains are selected by minimizing the average forecast (comparison) errors over the full
sample of forecasts that we compute, i.e., 188 forecasts covering the period from 1966q1 to
2012q4. Figure 1 illustrates this selection for the case of univariate specifications on each vari-
able forecasted. The performance of the fixed gains are also compared to the traditional case
of a decreasing gain sequence, which, overall, is found to provide inferior accuracy and resem-
blance to the surveys than the best fixed gains. Selections based on an alternative evaluation
sample, from 1981q1 to 2012q4, are also presented; these suggest some potential misspecifica-
tion in the use of a fixed gain for inflation, since the optimal gain for this variable depends on
the selection sample.

Some “spikes” are observed in the forecasting performance curves of output growth and
interest rates. These are caused by the activation of a projection facility (PF), which is a mech-
anism assumed to be coupled to the learning algorithms such that whenever the estimates leave
a bounded region in the parameters space the device is activated in order to contain the escape.
Naturally, as the gain increases there is more instability and the estimates get closer to the PF

7Following the real-time spirit of learning, the actual-based forecast errors are computed in relation to the first
data measures available for each variable.

11



Figure 1: Forecasting performance curves.
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(c) Interest - MSFE.
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(d) Inflation - MSFCE.

Fixed gain values

M
S

F
C

E

0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
10

−1

10
0

10
1

(e) Growth - MSFCE.
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(f) Interest - MSFCE.
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Fixed gains (full−sample) Fixed gains (eval.sample) Decreasing gain (full−sample) Decreasing gain (eval.sample)

The forecasts are based on AR(1) univariate specifications for each variable. Performance is measured by the
sample average of the squared forecast (comparison) errors averaged over the forecasting horizons. The bullet
points indicate the fixed gains that minimize the performance criterion over the corresponding samples (full-
sample: 1966q1-2012q4; evaluation sample: 1981q1-2012q4). The major “spikes” in the forecasting performance
curves of output growth and interest rates are caused by activations of the projection facility at particular periods
(2006q1 for the growth spikes; 1992q1-q2 for the interest rates) for high gain values, as explained in the text.
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activation threshold8. Before reaching that threshold, nevertheless, the forecasts become more
“explosive”, which deteriorates the performance.

Clearly, under the actual-based calibration, the selection using the full-sample of forecasts
violates the restrictions of a “fair” out-of-sample forecasting exercise, since it uses information
not available for a real-time learner; e.g., an agent forecasting future inflation rates in real-time
from 1990q1 does not know how each of the available gain values will perform over 1990q1,
1990q2, and so on. Branch and Evans (2006) circumvent this issue by defining the calibration
within a pre-sample. In contrast, the use of the full-sample of forecast comparison errors under
the survey-based gain calibration does not present any conflict, as it would just imply that
agents hold immutable beliefs about the system they are forecasting. This alternative has also
found some applications in the previous literature (see, e.g., Orphanides and Williams, 2005;
Pfajfar and Santoro, 2010).

Recursive gains

Another possibility is to allow the selection of the gain to be recursive, through a minimization
of the average forecast (comparison) errors over a rolling window of forecasts. Here we adopt
a window length of 60 observations, the first of which covering the period from 1966q1 to
1980q49. Hence, the recursive gains are obtained through a period-by-period application of
(12) with St = {t− 1, . . . , t− 60}.

Figure 2 presents the evolution of these gain calibrations for the illustrative case of uni-
variate forecasting model specifications for each variable (the adaptive gains will be detailed
below). Clearly, the flexibility provided by the recursive optimization of the gain selection leads
to the emergence of interesting patterns; particularly, the gains for inflation and output growth
tended to increase over the 1990s, a period characterized by reduced volatility in these variables
compared to the preceding decades (during the 1970s and early 80s the US went through the
Great Inflation period). Also notice there are more differences between the actual-based and
the survey-based recursive calibrations than observed under the fixed gain assumption.

The sequence of gains selected using this recursive approach provides a more realistic ap-
proximation to the informational environment faced by an agent learning and forecasting in
real-time. Moreover, there is no reason to restrict the gains to be fixed throughout the whole
forecasting sample, particularly considering the evidence of misspecification for the case of
inflation reported above. Notice, however, that the gain is still kept fixed within each vintage of
data used in the calculation of past forecasting performance. E.g., the recursive gain selected
to estimate the forecasting model from 1990q1 vintage of data is obtained by minimizing the

8The projection facility is activated only if the (9)’s companion matrix eigenvalue with highest modulus gets
bigger than a critical threshold. Whereas a value of one is the standard requirement for stationarity (see Lütkepohl,
2005, pp. 13-18), we adopt a critical value of 2 so as to allow the algorithm some space to return to the stability
region on its own.

9Recall we take the first 75 observations (1947q2-1965q4) of our sample for the initialization of the algorithm.
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Figure 2: Evolution of time-varying gain calibrations.

(a) Inflation - actual-based.

1981q1 1987q1 1992q1 1997q1 2002q1 2007q1 2012q4
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

(b) Growth - actual-based.

1981q1 1987q1 1992q1 1997q1 2002q1 2007q1 2012q4
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

(c) Interest - actual-based.

1981q1 1987q1 1992q1 1997q1 2002q1 2007q1 2012q4
0.005

0.01

0.015

0.02

0.025

0.03

(d) Inflation - survey-based.
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(e) Growth - survey-based.
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(f) Interest - survey-based.
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Recursive Adaptive (end−of−vintage) (within vintage)

The gains are selected in real-time under AR(1) univariate specifications for each variable. The recursive gains
are selected on the basis of the forecasting performance (actual or survey-based) of fixed gains over a window of
past 60 observations. Adaptive gains are time-varying within each vintage, but with gain values calculated by an
outer algorithm instead of a selection based on a grid; the adaptation constants are 0.001, for inflation, 0.0001, for
growth, and 0.0005, for interest.
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average forecast (comparison) errors based on the end-of-vintage-sample forecasts of 60 differ-
ent vintages from 1975q1 to 1989q4. The next approach relaxes this assumption by allowing
within vintage time-variation of the gain.

4.2 Adaptive gains

An alternative approach to the selection of the learning gains in real-time is to turn the gain
calibration itself into an adaptive estimation problem. The idea is to complement the learning
algorithm with an outer mechanism to adjust the gain in response to the algorithm’s recent
performance. Such an automatic tuning of the recursive algorithms was first suggested in Ben-
veniste et al. (1990), and later analyzed by Kushner and Yang (1995) who presented evidence
favoring this approach. In economics, a recent application has been presented in Kostyshyna
(2012), evidencing some quantitative improvements to model hyperinflation episodes based on
a PLM including only a constant.

The derivation of the adaptive gain mechanism starts with the specification of an objective
function, which in our context is related to the loss functions we associate to the two alternative
interpretations given to the learning gains. Hence, the adaptive gain approach is also split in
two, with the actual-based gains determined by a mechanism responding to the algorithm’s
accuracy, while the survey-based gains are driven by the algorithm’s resemblance to the survey
forecasts. Assuming a squared loss function, the gain is selected by minimizing the expected
loss of forecast (comparison) errors

Jt =
1

2
E

[(
zt − x′tθ̂t−1

)2]
. (13)

If the true data generating process of zt were known beforehand, one could ideally pick each
algorithm’s gain so as to optimize the above criterion. In the lack of this information, as it is
the case in the learning-to-forecast situation, one alternative is to superimpose an outer adaptive
scheme for the purpose of automatic tuning the gain parameter.

The general idea is to use a recursive updating scheme that corrects the gain parameter in
the direction opposite to a stochastic approximation of the loss function gradient. Deriving this
gradient and plugging in its stochastic approximation we obtain the adaptive gains recursions10,

γt =
[
γt−1 + αx′tΨ̂t−1

(
zt − x′tθ̂t−1

)]γmax

γmin

, (14)

Ψ̂t =
(
I− γtR−1t xtx

′
t

)
Ψ̂t−1 . . .

+
(
I− γtR−1t Ŝt

)
R−1t xt

(
yt − x′tθ̂t−1

)
, (15)

Ŝt = (1− γt) Ŝt−1 + xtx
′
t −Rt−1, (16)

10See appendix A.2 for these derivations. It is important to note that we assume that the derivative of yt with
respect to the gain is null, which neglects the effect of the gain, through the update of expectations, over the
determination of yt. Relaxing this assumption goes beyond the scope of this paper.

15



where α is an adaptation constant, Ψ̂t stands for an estimate of ∂θ̂t/∂γ, Ŝt stands for an es-
timate of ∂Rt/∂γ, and [•]γmax

γmin
is a truncation operator setting γt to γmin if it falls below this

value, or to γmax if it rises above this value. The remaining components follow from the previ-
ous definition of the LS algorithm.

An intuition for this gain adaptation mechanism follows directly from its interpretation as
a numerical optimization method, browsing along the error-performance curve in search for an
optimal gain. Here Ψ̂t keeps track of the algorithm’s past estimation performance, accumulat-
ing its past gradients discounted according to forgetting factors implied by the evolution of the
gains. This synthetic measure of past performance is taken as a reference in the gain update
equation, (14): when the latest gradient points towards the same (a different) direction as of
Ψ̂t, the adaptive mechanism interprets this as evidence of systematic (contradictory) mistakes;
hence the gain is increased (decreased) to intensify (lessen) the algorithm’s response to last
period error.

Nevertheless, the above interpretation becomes less compelling under the survey-based
gains, where zt ≡ st. In this case the gain adaptation mechanism has to bear with two distinct
estimation objectives: the algorithm’s accuracy performance, and its resemblance to the sur-
veys. Following the above interpretation, that means the adaptation mechanism has to browse
along two error-performance curves at the same time. Whereas the latest gradient estimate is
drawn from the resemblance to surveys objective, the past gradients synthesized in Ψ̂t refer to
the algorithm’s accuracy performance. Hence, the gain is increased to intensify the algorithm’s
response to last period error if its recent performance indicates systematic mistakes on both
dimensions, and vice versa.

Computation of the adaptive gains still requires specification of the adaptation constant, α.
According to the analysis of Kushner and Yang (1995), stability requires this parameter to be
small, so as to satisfy 0 < α ≤ γmin, together with an appropriate upper bound to the gains.
For our purposes we take the extreme gain values in the grids defined above as the bounds
for the adaptive gains. Most importantly, Kushner and Yang (1995) also present simulation
evidence indicating that the algorithm’s performance is not as sensitive to the calibration of
α as it is to the learning gain. Therefore, our calibration of these adaptation constants trades
off performance optimization in favor of a calibration presenting a sequence of gains not too
jumpy, but neither constant11.

The resulting sequences of adaptive gains are presented in Figure 2. Comparison with the
previous approach shows that the adaptive gains tend to move in tandem with the recursive
gains, though we also observe some extra time variation within each vintage in the adaptive
gains approach.

11We also found that as the number of estimated parameters increased, the adaptive gains turned more unstable
for a fixed adaptation constant. To deal with that we set α = α/ (np+ 1), where np + 1 is the number of
parameters in the model specification.
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Table 1: Averaged gain calibrations.

Calibration Actual-based calibrations Survey-based calibrations

- Lag order Inflation Growth Interest Inflation Growth Interest

(a) Fixed gains:
- VAR(1) 10.8 1.8 0.5 1.6 1.4 0.5
- VAR(2) 2.4 1.3 0.5 0.9 1.1 0.5
- VAR(3) 2.3 0.9 0.5 0.8 0.9 0.5
- VAR(4) 3.0 1.3 0.5 1.4 1.1 0.5
- Overall 4.6 1.3 0.5 1.2 1.1 0.5
(b) Recursive gains:
- VAR(1) 12.8 1.7 0.8 4.0 2.5 0.7
- VAR(2) 5.0 1.3 1.2 2.0 1.7 1.0
- VAR(3) 3.1 1.4 1.6 1.0 1.7 1.0
- VAR(4) 2.9 1.5 1.0 1.3 1.7 0.8
- Overall 6.0 1.5 1.1 2.1 1.9 0.9
(c) Adaptive gains:
- VAR(1) 7.6 1.2 1.4 4.4 2.3 0.8
- VAR(2) 3.7 1.3 0.8 3.8 1.7 1.3
- VAR(3) 5.1 1.1 1.7 5.1 1.3 0.8
- VAR(4) 3.4 1.1 0.9 4.8 1.4 1.8
- Overall 4.9 1.2 1.2 4.5 1.7 1.1

The presented gain values are scaled by 100, e.g., 10.8 is equivalent to γ = 0.108.
Averages are based on fixed and averaged time-varying gains selected under different
model specifications (univariate, bivariate, and trivariate).

4.3 Summary and related literature

Other than the variables forecasted and the selection measures, we obtain gain calibrations over
two additional dimensions related to the model specification: the explanatory variables and the
number of lags included. Averaged gain calibrations over the first of these dimensions are
reported in Table 1, showing non-negligible heterogeneity depending on all remaining dimen-
sions. We draw several interesting observations from these results:

1. The gains selected to forecast inflation are overall higher than those used on output
growth and the interest rate.

2. The gains tend to decrease as the number of lags included in the forecasting model spec-
ification increases.

3. Overall, the actual-based gains are higher than the survey-based ones.

4. The averaged time-varying gains also tend to be higher than the averaged fixed gains.

Most of these findings are consistent with the gain values adopted in the previous literature, as
summarized in Figure 3. There are two main approaches to the determination of the learning
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Figure 3: Gain values in the literature.
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All gains are based on US data, but for diverse samples and model specifications. The intervals reported for
estimated gains refer to 90% credible (Bayesian estimates) and confidence (GMM estimates) intervals, except
for Milani (2007, 2008, 2011), who reports 95% credible intervals, and Ormeño and Molnár (2015), who report
median and standard deviations of the estimates (intervals are +-2 st.devs. around medians). Most studies adopt
a common gain for the different forward variables requiring expectations; those that estimate/calibrate different
gains for each variable are indicated.

gains in applied works: first, the gain can be jointly estimated with other parameters within a
structural model; second, the gain can be calibrated according to the forecasting performance.
Both instances allow the use of actual observations or survey forecasts as a reference, the latter
often yielding lower gain values. Moreover, the use of different gains for each variable has
been increasingly popular12.

Given all this heterogeneity, an important question is which of these calibrations should be
favored in applied research. We now turn to this issue.

5 Forecasting Performance

We compare the performance of the different gain calibration assumptions under two evaluation
criteria defined according to the measure used for the gain selection. Namely, we evaluate the
performance of the actual-based calibrations in terms of their forecasting accuracy, measured
by mean squared forecast errors (MSFE), whereas for the survey-based calibrations we focus

12Calibrations for other countries also present a great diversity of gain values (all on inflation): for European
economies, Weber (2010) documents actual-based gains between [0.067, 0.3], experts-survey-based gains between
[0.013, 0.178], and households-survey-based gains between [0.001, 0.093]; Molnár and Reppa (2010) find survey-
based gains between [0, 0.08], for developed economies, and between [0.04, 0.26] for Eastern European and Latin
American economies.
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on the forecasts resemblance to the surveys, measured by the mean squared forecast compari-
son errors (MSFCE). The motivation for these criteria naturally arise from the purpose of each
calibration. In the first we take the point of view of an economic agent, who has to build fore-
casts of variables relevant for economic decisions; what matters for this agent is the accuracy of
such forecasts. In the second criterion we assume the point of view of the researcher, whose in-
terest, in contrast, is in uncovering which mechanism better represents the learning-to-forecast
behavior of the economic agents being modeled.

There is some overlap between these evaluation criteria and the measures we use for the
gain selections, particularly for the case of the fixed gains. To circumvent this issue we at-
tempt to reduce the informational advantage provided to the fixed gain calibration, relative to
the backward-looking time-varying calibrations, by restricting our evaluation sample. Namely,
our evaluation covers the period from 1981q1 to 2012q4, which also aligns with the forecasts
obtained under the recursive calibration after the initial window of 60 observations (it also cor-
responds to the samples presented in Figure 1). Hence, because the calibrations are based on
the gains performance in a past sample, they are not necessarily the optimal gains in the evalua-
tion sample. Under this design, our evaluation can uncover evidence of model misspecification
and time-varying features in the underlying data generating process.

5.1 Overview

Figure 4 compares the forecasting performance of the gain calibrations over the several di-
mensions we are considering. Starting with the evidence in forecasting inflation, panel (a)
shows that the univariate model often outperforms the other specifications including additional
variables; the optimal lag order also depends on the model specification. Finally, the fixed
gain values reported in the middle panel confirm our earlier observation that the selections are
mainly determined by the lag orders and the selection measure.

The results on output growth, panel (b) in Figure 4, reveal a slightly different pattern re-
garding the optimal lag order, overall favoring the use of only one lag. The univariate model
specification is again favored, particularly in terms of resemblance to the surveys; in terms of
forecasting accuracy, the trivariate model specification with only one lag is the best, but the
performance of this model deteriorates substantially as the lag order increases.

Perhaps more surprising are the results on forecasting the interest rate, presented in panel
(c) of Figure 4, where learning seems to be less relevant: the selected gain calibrations equal
the smallest value available in our grid, suggesting little advantages in the use of recursively
estimated models to forecast this variable that is more directly affected by central bank policies.

5.2 Comparative exercises

Our results above provide clear evidence that the relative performance of the gain calibrations
is sensitive to dimensions involving the PLM model specification. In order to obtain a more
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Figure 4: Forecasting performance of gain calibrations.
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Fixed actual−based Fixed survey−based Recursive Adaptive

The fixed gains are based on the full-sample, 1966q1-2012q4, whereas the recursive gains are selected over a
moving window of past 60 observations. The adaptive gains are based on an outer algorithm with adaptation
constants adjusted according to the variable and model specification (see footnote 11). The reported performance
measures are then calculated over the evaluation sample, 1981q1-2012q4.
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general picture, we now go beyond those dimensions and synthesize our comparisons in the
form of hit rate measures. The hit rate stands for the frequency by which the forecasts associ-
ated to a given calibration is found to outperform those associated to a competitor with respect
to one of our evaluation criteria. Here we conduct paired comparisons between 80 sequences of
forecasts associated to each gain calibration, covering combinations of 4 model specifications
per variable, 4 lag orders per specification, and 5 forecasting horizons per combination of the
former two dimensions. The results are presented in Table 2.

The evidence is quite mixed, depending on the variable forecasted and the evaluation cri-
terion for most of the comparisons. Whereas the actual-based fixed gains tend to outperform
the recursive ones in forecasting inflation and output growth, the comparison is leveled against
the adaptive gains. To forecast interest rates, the recursive gains seem to be the best choice.
In terms of resemblance to the surveys, there is little support in favor of the adaptive gains.
The comparison between the survey-based fixed gains and the recursive ones is balanced on
inflation and output growth, but dominated by the former in forecasting interest rates.

To further substantiate our comparative analysis, we also make use of tests common to the
literature on forecast evaluation. Namely, we adopt both the Diebold and Mariano (1995) (DM)
test for equal (unconditional) predictive ability, and its more recently developed conditional
counterpart test of Giacomini and White (2006) (GW)13. Other than for robustness purposes,
our choice for these two tests can also be well justified: while the first stands as a classical test,
whose properties have been long studied in the literature, the second clearly represents a more
appropriate test for our purposes of comparison of different estimation methods14.

The results on these statistical tests are again synthesized in hit rate measures, and are
presented in Table 2. For most cases the tests for equal predictive ability suggest there is little
difference between the forecasts associated to the alternative gain calibrations; the frequency of
statistically significant rejections of the null of equal predictive ability observed with the GW
tests, for example, average out to about only 5.6% of the comparisons over all variables and
evaluation criteria.

5.3 Discussion

The results presented in this section provided mixed evidence to support the choice of a gain
calibration. There was a great degree of heterogeneity on the forecasting performance of the
gain calibrations, particularly with respect to the variable forecasted and the model specifica-
tion. Importantly, most of the comparisons were not statistically conclusive, meaning that the
predictive ability of the different gain calibrations was hard to distinguish.

13We summarize the calculations involved in each of these tests in Appendix A.3.
14Although the GW test is not suitable for the comparison of recursively estimated model-based forecasts, our

focus on constant gain specifications attach geometrically decaying weights to past observations, hence approxi-
mating a rolling window estimation scheme.
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Table 2: Hit rates on comparisons between gain calibrations.

(a) Actual-based calibrations - MSFE criterion.

Statistic
Inflation Growth Interest

A wins B wins A wins B wins A wins B wins

- Fixed (A) x Recursive (B):
Hit-rates 85.0% 15.0% 70.0% 30.0% 38.8% 61.2%
DM 10% signif. (15.0%) (3.8%) (2.5%) (1.3%) (0.0%) (13.8%)
GW 10% signif. [2.5%] [1.3%] [1.3%] [1.3%] [0.0%] [8.8%]
- Fixed (A) x Adaptive (B):
Hit-rates 58.8% 41.2% 42.5% 57.5% 71.2% 28.8%
DM 10% signif. (10.0%) (6.3%) (5.0%) (3.8%) (5.0%) (1.3%)
GW 10% signif. [7.5%] [7.5%] [0.0%] [3.8%] [3.8%] [2.5%]
- Recursive (A) x Adaptive (B):
Hit-rates 26.2% 73.8% 26.2% 73.8% 81.2% 18.8%
DM 10% signif. (1.3%) (10.0%) (2.5%) (3.8%) (10.0%) (0.0%)
GW 10% signif. [2.5%] [8.8%] [2.5%] [13.8%] [2.5%] [0.0%]

(b) Survey-based calibrations - MSFCE criterion.

Statistic
Inflation Growth Interest

A wins B wins A wins B wins A wins B wins

- Fixed (A) x Recursive (B):
Hit-rates 56.2% 43.8% 48.8% 51.2% 68.6% 31.4%
DM 10% signif. (25.0%) (13.8%) (0.0%) (6.3%) (0.0%) (4.3%)
GW 10% signif. [6.3%] [10.0%] [5.0%] [2.5%] [0.0%] [0.0%]
- Fixed (A) x Adaptive (B):
Hit-rates 78.8% 21.2% 65.0% 35.0% 67.5% 32.5%
DM 10% signif. (36.3%) (11.3%) (20.0%) (3.8%) (33.8%) (6.3%)
GW 10% signif. [18.8%] [6.3%] [10.0%] [1.3%] [1.3%] [3.8%]
- Recursive (A) x Adaptive (B):
Hit-rates 78.8% 21.2% 75.0% 25.0% 62.5% 37.5%
DM 10% signif. (33.8%) (10.0%) (42.5%) (1.3%) (25.0%) (7.5%)
GW 10% signif. [17.5%] [2.5%] [32.5%] [12.5%] [1.3%] [1.3%]

The hit rates sum up the paired comparisons of forecasting performance between the gain cali-
brations over the model specifications (4 per variable), the (V)AR lag orders (4 per specification),
and the forecasting horizons (5 per spec./lag combination). The DM and GW hit rates refer to
the frequency with which the hypothesis of equal predictive ability between the forecasts being
compared was rejected at a 10% level of significance.
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Figure 5: Evolution of nowcasts variability between models and calibrations.
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(b) Growth - actual-based.
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(c) Interest - actual-based.
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(d) Inflation - survey-based.
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(e) Growth - survey-based.
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(f) Interest - survey-based.
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The uncertainty bands are ±2 standard deviations around each period’s nowcast averaged over the model specifi-
cations and the gain calibrations. The uncertainty due only to the gain calibrations are obtained by averaging the
standard deviations between the calibrations over the model specifications. The actual observations refer to the
first measures observed in real-time.

One implication of these results is that changes in the learning gains, within the reasonable
limits we have established, have little effects over the forecasting performance of recursively
estimated models involving macroeconomic variables. In contrast, our analysis highlights a
greater impact of the model specification on such forecasting performance, both regarding the
choice of variables and of number of lags to include in the forecasting models.

To corroborate this idea, in Figure 5 we draw uncertainty bands around the averaged fore-
casts obtained with the different calibrations and model specifications (see the Figure’s footnote
for details about their construction). Clearly, the variability of forecasts over gain calibrations
is in general smaller than that observed across model specifications. The fact that the gain
uncertainty bands are thin, compared for instance to the variability in the forecasting targets,
helps explain the lack of power presented by the statistical tests in distinguishing between the
predictive ability associated to the gain calibrations.

These results should not, nevertheless, diminish the relevance of properly designed gain
calibration mechanisms. Particularly, the stability of the learning recursions is highly sensitive
to the gains, hence the importance of setting appropriate limits to their values. Besides, we have
found cases favoring the use of the time-varying calibrations that we have proposed in this paper
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Figure 6: Comparison of nowcasting performance over sub-samples.
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(c) Interest.
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The nowcasts are based on univariate specifications for each variable. Actual-based (survey-based) calibrations
are compared in terms of logs of MSF(C)E ratios between fixed and adaptive gains: positive values indicate
the adaptive gains outperformed the fixed gain, and vice versa. Statistical rejections of the hypothesis of equal
predictive ability using both the DM and GW tests are indicated by one, two, or three stars, for three corresponding
significance levels: 1%, 5%, and 10%.

instead of the standard approach of a fixed gain. In fact, Figure 6 presents some evidence that
the relevance of time-varying gains also depends on the overall state of the economy. We split
our evaluation sample in three sub-samples so as to cover three distinct periods in the evolution
of the US economy: the final years of the Great Inflation, the Great Moderation period, and the
recent financial crisis, respectively.

The results in Figure 6 provide some interesting observations. First, for inflation, the differ-
ence between the fixed and the adaptive gains performances gets more pronounced in the period
surrounding the recent financial crisis; whereas the adaptive gains provided the best response
to the instabilities of this period in terms of forecasting accuracy, the fixed gains provided bet-
ter approximations to the survey forecasts. For growth, the results are rather favorable to the
use of a fixed gain over the three sub-samples, and both in terms of forecasting accuracy and
resemblance to the surveys. Finally, for interest the adaptive gains have an advantage on both
criteria over the last two sub-samples. Altogether, we interpret these results as evidence of the
relevance of the gain calibrations for the performance of learning during transitional periods.

6 Further Calibration Dimensions

6.1 Using revised data

Although the availability and use of real-time data has been increasingly widespread in the
applied literature, the traditional approach to the calibration or estimation of macroeconomic
models involves the use of only one vintage of data. Whereas we believe the focus on revised
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Figure 7: Averaged gain values using revised data relative to real-time calibrations.
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The plotted values represent ratios between the averaged gain calibrations obtained using revised data and
those obtained in real-time. Values below 1 indicate cases where the calibrations for revised data are, on
average, smaller than the real-time ones, and vice versa. The fixed gains are averaged over the model
specifications and the lag orders, whereas the time-varying specifications are also averaged over the time
dimension.

data restricts the analysis of learning, by violating the informational restrictions faced by agents
when forming their expectations in real-time, it is important to assess its effects over the gain
calibrations we have hitherto obtained using real-time data.

Figure 7 compares the averaged gain values obtained using revised data, from the 2014q1
vintage, to those obtained in real-time15. The effects of using revised data are similar across
the gain calibrations, depending mainly on the variable forecasted; inflation appears to be the
most affected variable, with revised calibrations about 25% smaller than those obtained in real-
time; the survey-based adaptive gains also showed some sensitivity to the timing of the data,
particularly on growth, where the average gain was more than 50% higher than that obtained in
real-time.

It is important to mention that the use of survey forecasts jointly with revised data to cali-
brate the gains represents a critical violation to the timing of information implied by a realistic
learning process. Namely, the forecasts based on learning models estimated with revised data
incorporate information that was not available at the time the survey panelists submit their fore-
casts. Thus, we recommend that the survey-based calibration should be avoided in applications
involving revised data.

6.2 Alternative variables definitions

Most macroeconomic models are based on relationships for the determination of the conceptual
measures of aggregate economic activity that we have explored so far. For applied purposes,

15The averaged gain values calibrated to revised data are presented in Appendix A.4.
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Table 3: Fixed gain calibrations for alternative variables.

Actual-based calibrations Survey-based calibrations

Lag order CPI Unemployment 10-year CPI Unemployment 10-year
inflation rate T-bond inflation rate T-bond

- AR(1) 3.0 0.5 0.5 4.0 0.5 0.5
- AR(2) 2.5 1.0 0.5 4.0 1.5 0.5
- AR(3) 1.5 1.0 0.5 0.5 1.0 0.5
- AR(4) 3.0 1.0 0.5 2.5 1.0 0.5
Average 2.5 0.875 0.5 2.75 1.0 0.5

The presented gain values are based on univariate specifications for each variable, and are scaled by
100.

nevertheless, there is no unanimous definition of how these concepts should be measured, hence
the importance of evaluating how alternative data definitions may affect the calibrations of the
learning gains.

In Table 3 we report fixed gain calibrations obtained with alternative data measures that are
also commonly employed in the literature, namely, CPI inflation, the unemployment rate, and
the 10-year Treasury Bond rate. These are based on univariate specifications of the forecasting
model for each variable, hence they are not directly comparable to the averages presented in
Table 1, but see the middle panels of Figure 4. Overall, we observe that only the calibrations
for inflation are affected by the use of the CPI instead of the GNP/GDP price index; whereas
the actual-based gains for this variable decrease, the survey-based gains increase, attenuating
the differences between these two calibration approaches.

6.3 Matching policymakers beliefs

Finally, another dimension of interest for researchers applying adaptive learning to policy is-
sues relates to calibrations aimed to represent policymakers beliefs (see, e.g., Carboni and
Ellison, 2009). For that purpose we re-evaluate our survey-based fixed gain calibrations us-
ing Greenbook forecasts. The Greenbooks are reports produced by the research staff of the
Federal Reserve Board of Governors before each meeting of the Federal Open Market Com-
mittee. They contain projections and assumptions about the future evolution of many economic
variables, including those we have analyzed here.

Figure 8 presents the resulting fixed gain calibrations matching the Greenbook forecasts.
For comparative purposes, we also present our earlier survey-based calibrations using the SPF.
Interestingly, there are only small deviations from the calibrations obtained to represent the
professional forecasters. Except for inflation, the Greenbook-based gains tend to be slightly
higher than those based on the SPF; this result suggests that the policymakers adjust their
beliefs more quickly than the professionals to new observations on output-related and interest-
related variables, but more slowly on inflation.
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Figure 8: Policymakers fixed gain calibrations.
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The presented gain values are based on univariate specifications for each variable and are selected over
different sample periods, depending on the availability of the corresponding survey data.

7 Concluding Remarks

In this paper we have studied empirically the issue of how to calibrate adaptive learning mech-
anisms to mimic a real-time process of expectations formation in macroeconomic models. We
have produced and documented renewed numerical calibrations of the learning gains for appli-
cations with US data on inflation, output growth, unemployment and interest rates. We have
considered both actuals and survey forecasts data on these variables as reference for our cali-
brations. We have also explored other dimensions of applied interest, including several combi-
nations of the above variables in the model specifications, and different assumptions regarding
the determination of the learning gains.

We have found evidence of a great degree of heterogeneity in the gain calibrations, de-
pending mainly on the variable forecasted and the model specification. The measure used as
reference for the selection of the gains also mattered: survey-based calibrations were found to
yield lower gain values than those based on actuals. In terms of forecasting performance, the
effects of different assumptions regarding the time-variation of the learning gains were found to
be of limited statistical relevance. In contrast, the model specification is found to play a greater
role in the determination the learning models predictive ability.

Our main conclusion from these results is that an appropriate approach for the determination
of the learning gains should be defined in accordance with each model’s assumptions: whereas
actual-based calibrations should be favored in models aiming to represent rationally optimiz-
ing agents, the survey-based calibration should be preferred on bounded rationality grounds;
similarly, models allowing for abrupt structural breaks in the evolution of the economic system
should consider the possibility of time-varying gains. We hope to have provided some guidance
on the design of such mechanisms too.
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A Appendix

A.1 Details on data

Our data on the US real GNP/GDP and its price index, unemployment, and CPI come from the
Philadelphia Fed Real-Time Data Research Center. We obtain output growth and inflation rates
from the data on levels computing their associated annual growth rates by compounding simple
quarterly growth factors. For CPI we obtain annualized quarter-over-quarter inflation rates
based on the quarterly-average price index level, using always the data from the first vintage
month of each quarter, so as to make this variable consistent with the SPF forecasts. We obtain
the quarterly averaged 3-month Treasury Bill rates and the 10-year Treasury Bond rates from
the FRED database of the St. Louis Fed. The SPF data is also provided by the Philadelphia
Fed. The following adjustments are necessary:

Short vintage time series history: some vintages lack earlier observations due to delays in BEA
revisions (see Philadelphia’s Fed documentations). This was the case for the vin-
tages of 1992q1-1992q4 (missing data from 1947-1958), 1996q1-1997q1 (missing
data from 1947-1959q2), and 1999q4-2000q1 (missing data from 1947-1958). We
circumvent this problem (to turn the dataset vintages-balanced) by reproducing
observations from the last available vintage while rescaling in accordance to the
ratio between the first observation available in the missing observation vintage and
the value observed for the same period in the vintage being used as source for the
missing observations.

Missing observation for 1995q4 in vintage 1996q1: as a result of the US federal government
shutdown in late 1995, the observation for 1995q4 was missing in the 1996q1 vin-
tage. Fortunately, this is the only point in this dataset that this happens. We fulfill
this gap by using the observation available in the March 1996 monthly vintage for
the same series. Incidentally, the SPF 1996q1 median backcast for 1995q4 is iden-
tical to the value later observed in March 1996, thence, our simplifying procedure
is not favoring any method.

Caveat on SPF’s forecasts for Real GDP: forecasts for real GDP were not asked in the surveys
prior to 1981q3. To extend this series of forecast back to 1968q4, real GDP prior
to 1981q3 is computed by using the formula (nominal GDP / GDP prices) * 100.

T-bill expectations data before 1981: the SPF only started asking for the Treasury Bill fore-
casts from 1981q3, whereas the GDP-related forecasts are available since 1968q4.
To extend the sample of interest rate expectations, we exploit data on different ma-
turities of the Treasury bill to obtain estimates of expected future interest rates as
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implied by the expectations theory of the term structure, according to which

i6mt =

(
i3mt + Eti

3m
t+1

2

)
+$, (17)

where $ is a constant term premium obtained as the average of the term premium
implied by (17) over the period 1981q3-2013q4, replacing Eti3mt+1 by the first hori-
zon of T-bill SPF forecasts. The same equation is then solved for Eti3mt+1 over the
sample for which the SPF data for the T-bill is missing (see also Milani, 2011, p.
385).

The Greenbook forecasts were also obtained from the Philadelphia Fed. Since there are usually
more than one Greenbook report per quarter, we chose to use those published after the first
month of each quarter (only the first in case there are more), so as to align these forecasts with
those we have from the SPF. Besides we use only up to 5 forecast horizons, including a first
nowcast. The available samples of forecasts depend on the variable, and may include some
missing horizons: for real GDP/GNP growth, its implicit price changes, and unemployment
rates, the sample goes from 1967q1 to 2009q4; for CPI inflation it is 1979q4-2009q4; for the
3-month Treasury Bill it is 1981q1-2008q3; and for the 10-year Treasury Bond it is 2000q1-
2008q3.

A.2 Derivation of adaptive gain algorithm

To derive the LS with adaptive gains, we start by defining the gain adaptation recursion, as
given by

γt = γt−1 − α∇̂t, (18)

where α represents a small adaptation constant, and ∇̂t stands for an estimate of the gradient
∇t = ∂Jt

∂γ
. The key step then is to find the relevant gradient and plug its stochastic approxima-

tion in the above recursions.
Taking the first derivative of Jt with respect to γ we obtain the gradient

∇t =
∂Jt
∂γ

= −E

[
x′t
∂θ̂t−1
∂γ

(
zt − x′tθ̂t−1

)]
, (19)

which is stochastically approximated as

∇̂t = −x′tΨ̂t−1

(
zt − x′tθ̂t−1

)
, (20)
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where Ψ̂t stands for a recursive estimate of ∂θ̂t/∂γ. Differentiating (3) and (4) we obtain

∂θ̂t
∂γ

=
∂θ̂t−1
∂γ

+ R−1t xt

(
yt − x′tθ̂t−1

)
. . .

−γtR−1t
∂Rt

∂γ
R−1t xt

(
yt − x′tθ̂t−1

)
− γtR−1t xtx

′
t

∂θ̂t−1
∂γ

, (21)

∂Rt

∂γ
=
∂Rt−1

∂γ
+ xtx

′
t −Rt−1 − γt

∂Rt−1

∂γ
. (22)

Letting Ŝt stand for the recursive estimate of ∂Rt/∂γ, and substituting (20), (21), and (22) into
(18) we obtain the adaptive gain recursions presented in the main text. A similar derivation
is also possible for the case of the SG algorithm (see footnote (5)), which can be found in
Galimberti (2013).

A.3 Review of statistical tests for equal predictive ability

We want to determine whether two series of forecasts are statistically different from each other.
Let f1,t,h and f2,t,h stand for these forecasts, where h (going from 0 to 4 in our case) denotes
the horizon at which these forecasts were made, and yt stand for the series of targets of these
forecasts. Let the losses associated to each of these forecasts be given by L (f1,t,h, yt) and
L (f2,t,h, yt). Letting dt,h = L (f1,t,h, yt) − L (f2,t,h, yt) denote the series of loss differentials
between the two forecasts at horizon h, the Diebold and Mariano (1995) test evaluates whether
their average loss differences,

dh =
1

T

T∑
i=1

di,h, (23)

is significantly different from zero. Under the null hypothesis of equal predictive ability the
DM statistic,

DMh =
dh√
σ̂2
d/T

, (24)

has a t-distribution with T − 1 degrees of freedom, where σ̂2
d is an estimate of the long-run

variance of dt,h. For the estimation of σ̂2
d we adopt the heteroskedasticity and autocorrelation

consistent (HAC) estimator proposed by Newey and West (1987).
The Giacomini and White (2006) test, in contrast, evaluates the null hypothesis of equal

conditional predictive ability. The main caveat on this test relates to the specification of a test
function, qt,h containing q instruments, which attempts to control for the informational condi-
tioning required by the null hypothesis. To test the conditional moment restrictionE [qt,hdt,h] =

0, a Wald-type test statistic is proposed having the form of

GWh = T

(
T−1

T∑
i=1

qi,hdi,h

)′
Ω̂
−1
h

(
T−1

T∑
i=1

qi,hdi,h

)
, (25)
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Table 4: Averaged gain calibrations using revised data.

Calibration Actual-based calibrations Survey-based calibrations

- Lag order Inflation Growth Interest Inflation Growth Interest

(a) Fixed gains:
- VAR(1) 6.0 1.9 0.5 1.3 1.4 0.5
- VAR(2) 2.3 1.4 0.5 0.8 1.3 0.5
- VAR(3) 2.1 1.0 0.5 0.6 1.1 0.5
- VAR(4) 2.4 1.0 0.5 0.8 1.1 0.5
- Overall 3.2 1.3 0.5 0.8 1.2 0.5
(b) Recursive gains:
- VAR(1) 6.4 1.9 0.8 2.5 1.9 0.6
- VAR(2) 3.2 1.3 1.1 1.1 1.7 1.1
- VAR(3) 2.7 1.1 1.5 0.8 1.7 1.0
- VAR(4) 2.4 1.1 1.0 0.9 1.6 0.8
- Overall 3.7 1.4 1.1 1.3 1.7 0.9
(c) Adaptive gains:
- VAR(1) 5.6 1.4 1.5 4.3 3.5 0.9
- VAR(2) 4.0 1.4 0.8 3.4 2.8 1.4
- VAR(3) 3.2 1.2 1.9 5.4 2.3 0.7
- VAR(4) 2.2 1.2 0.9 5.2 2.0 1.9
- Overall 3.7 1.3 1.3 4.6 2.7 1.2

The presented gain values are scaled by 100, e.g., 6.0 is equivalent to γ = 0.06.
Averages are based on fixed and averaged time-varying gains selected under different
model specifications (univariate, bivariate, and trivariate).

where Ω̂h is a q × q consistent estimate of the covariance matrix of qt,hdt,h. Under the null
hypothesis of equal conditional predictive ability GWh has a χ2

q distribution.
Apart from the first horizon, Ω̂h is again estimated using the HAC estimator of Newey

and West (1987), with h determining the truncated kernel bandwidth. For the case of the first
horizon, Giacomini and White (2006) simplify the computation of (25) to be given by TR2,
where R2 is the uncentered squared multiple correlation coefficient obtained by regressing a
constant unity on qt,hdt,h. Finally, regarding the specification of qt,h, in the lack of better
alternatives, the recommendation is for the use of h-lagged loss differentials. Thus, in our
calculations we set qt,h = dt−h,h.

A.4 Supplementary results
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