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Summary

Interaction effects capture the impact of one explanatory variable on the marginal effect of
another explanatory variable. To explore interaction effects, so-called interaction terms are
typically included in estimation specifications. While in linear models the effect of a marginal
change in the interaction term is equal to the interaction effect, this equality generally does not
hold in non-linear specifications (Ai/Norton 2003). This paper provides for a general deriva-
tion of interaction effects in both linear and non-linear models and calculates the formulae of
the interaction effects resulting from Heckman’s sample selection model as well as the Two-
Part Model, two regression models commonly applied to data with a large fraction of either
missing or zero values in the dependent variable. Drawing on a survey of automobile use from
Germany, we argue that while it is important to test for the significance of interaction effects,
their size conveys limited substantive content. More meaningful, and also more easy to grasp,
are the conditional marginal effects pertaining to two variables that are assumed to interact.

1 Introduction

To explore whether the effect of an explanatory variable x1 on the expected value E½y� of
the dependent variable y depends on the size of another explanatory variable x2, it is
indispensable to estimate the interaction effect, which is formally given by the second

derivative
q2E½y�
qx2qx1

. To this end, linear estimation specifications typically include so-called

* We are very grateful for invaluable comments and suggestions by Christoph M. Schmidt, as well as
three anonymous referees, and the editor, Peter Winker. This work has been supported by the Col-
laborative Research Center ‘‘Statistical Modelling of Nonlinear Dynamic Processes” (SFB 823) of
the German Research Foundation (DFG), within the framework of Project A3, ‘‘Dynamic Tech-
nology Modelling”.
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interaction terms, consisting of the product z :¼ x1x2 of two explanatory variables. In

linear contexts, the marginal effect
qE½y�

qðx1x2Þ of the interaction term x1x2 equals the inter-

action effect
q2E½y�
qx2qx1

. This equality, however, generally does not extend to non-linear spe-

cifications, as is demonstrated by Ai and Norton (2003) for the example of probit and
logit models. Furthermore, Norton et al. (2004) emphasize that in non-linear models,
interaction effects are generally conditional on all explanatory variables, rather than
being constant, as in the linear case.

The present paper builds on the work of these authors in two respects. First, we calculate
the formulae of the interaction effects resulting fromHeckman’s sample selection model,
as well as the Two-Part Model, two commonly employed approaches to accommodate
missing or zero values in the dependent variable.1 Second, using an empirical example
that applies both model types to travel survey data collected from a sample of motorists
in Germany, we illustrate several subtleties inherent to the substantive interpretation of
interaction effects gleaned from non-linear models. Most notably, we argue that while
testing the statistical significance of an interaction effect is important, the economic
content of its size is limited. In this regard, our discussion is perfectly in line with a recent
article by Greene (2010), who points out that, apart from statistical significance, one
should care about economic and policy significance.

The following section provides for a general derivation of interaction effects for both
linear and non-linear models. Section 3 presents a concise comparison of the Two-
Part and Heckmanmodel. Sections 4 and 5 derive the specific formulae of the interaction
effects of the Heckman and the Two-Part model, followed by the presentation of an
example in Section 6. The last section summarizes and concludes.

2 Interaction effects

To provide a general derivation of interaction effects in both linear and non-linear mod-
els, we closely follow Ai and Norton (2003) and Norton et al. (2004).

2.1 Linear models

We begin by drawing on the following linear specification of the expected value of de-
pendent variable y:

E :¼ E½yjx1; x2;w� ¼ b1x1 þ b2x2 þ b12x1x2 þwTb; ð1Þ
where the parameters b1; b2; b12, as well as the vector b are unknown and vector w ex-
cludes x1 and x2. Likewise, b1; b2, and b12 are excluded from vector b.
Assuming that x1 and x2 are continuous variables, the marginal effect of x1 on the ex-
pected value E is dependent on x2 if b12 6¼ 0:

qE
qx1

¼ b1 þ b12x2: ð2Þ

1 Note that no canned programm is available for calculating the interaction effects resulting from the
Two-Part Model, whereas the most recent version of Stata can calculate interaction terms for the
Heckman model. Yet, Stata code does not handle cases when a variable appears in multiple inter-
action terms. To fill this void, our Stata Do-files that allow for replicating our empirical example are
available upon request, as well as via the journal homepage.
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The impact of a marginal change in x2 on the marginal effect of x1, in other words
the interaction effect, is then obtained from taking the derivative of (2) with respect
to x2:

q2E
qx2qx1

¼ b12: ð3Þ

In linear specifications, therefore, the interaction effect
q2E

qx2qx1
equals the marginal effect

qE
qðx1x2Þ of the interaction term x1x2. For non-linear models, however, this equality gen-

erally does not hold, as is demonstrated in the subsequent section.

2.2 Non-linear models

Instead of expectation (1), we now depart from

E :¼ E½yjx1; x2;w� ¼ Fðb1x1 þ b2x2 þ b12x1x2 þwTbÞ ¼ FðuÞ; ð4Þ

where FðuÞ is a non-linear function of its argument u :¼ b1x1 þ b2x2 þ b12x1x2 þwTb. In
the Probit model, for example, FðuÞ equals the cumulative standard normal distribution
UðuÞ. We now derive general formulae for the interaction effects resulting from non-lin-
ear models if (i) x1 and x2 are both continuous variables, (ii) both are dummy variables,
and (iii) x1 is continuous, while x2 is a dummy variable.

(i) If FðuÞ is a twice differentiable function, with the first and second derivatives being
denoted by F0ðuÞ and F00ðuÞ, respectively, the marginal effect with respect to x1 reads:

qE
qx1

¼ qFðuÞ
qx1

¼ F0ðuÞ qu
qx1

¼ F0ðuÞðb1 þ b12x2Þ; ð5Þ

while the interaction effect of two continuous variables x1 and x2 is symmetric and
given by

q2E
qx2qx1

¼ q
qx2

qE
qx1

� 	
¼ F0ðuÞb12 þ ðb1 þ b12x2Þðb2 þ b12x1ÞF00ðuÞ: ð6Þ

As, in general, ðb1 þ b12x2Þðb2 þ b12x1ÞF00ðuÞ 6¼ 0, the interaction effect
q2E

qx2qx1
generally

differs from the marginal effect
qE

qðx1x2Þ of the interaction term z ¼ x1x2:

qE
qðx1x2Þ ¼

qE
qz

¼ F0ðuÞ qu
qz

¼ F0ðuÞb12: ð7Þ

(ii) If x1 and x2 are dummy variables, the discrete interaction effect, which in analogy

to
q2E

qx2qx1
shall be designated by

D2E

Dx2Dx1
, is given by the discrete change in E due to a

unitary change in both x1 and x2, Dx1 ¼ 1;Dx2 ¼ 1:
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D2E

Dx2Dx1
: ¼ D

Dx2

DE

Dx1

� 	
¼ D

Dx2
E½yjx1 ¼ 1; x2;w� � E½yjx1 ¼ 0; x2;w�ð Þ

¼ fE½yjx1 ¼ 1; x2 ¼ 1;w� � E½yjx1 ¼ 0; x2 ¼ 1;w�g ð8Þ
� fE½yjx1 ¼ 1; x2 ¼ 0;w� � E½yjx1 ¼ 0;x2 ¼ 0;w�g:

Note that the discrete interaction effects are symmetric:
D2E

Dx2Dx1
=

D2E

Dx1Dx2
, as can be seen

from (8) by rearranging the terms in the middle of the double difference. Using the non-
linear representation of expected value (4), the general expression (8) translates into:

D2E

Dx2Dx1
¼ Fðb1 þ b2 þ b12 þwTbÞ � Fðb2 þwTbÞ � Fðb1 þwTbÞ þ FðwTbÞ: ð9Þ

(iii) If x1 is a continuous variable and x2 is a dummy variable, the mixed interaction effect

D

Dx2

qE
qx1

� 	
can be computed on the basis of the marginal effect (5) as follows:

D
Dx2

qE
qx1

� 	
: ¼ D

Dx2

qFðuÞ
qx1

� 	
¼ qFðuÞ

qx1






x2¼1

�qFðuÞ
qx1






x2¼0

¼ F0ðb1x1 þ b2 þ b12x1 þwTbÞðb1 þ b12Þ � F0ðb1x1 þwTbÞb1: ð10Þ
The symmetry observed for the cases when both variables are either continuous or dum-

mies also holds true for the mixed interaction effects:
q
qx1

DE

Dx2

� 	
¼ D

Dx2

qE
qx1

� 	
.2

All in all, it bears noting that for linear functions such as FðuÞ ¼ u, for which F0ðuÞ ¼ 1,
all three kinds of interaction effects collapse to b12. Furthermore, we shall re-emphasize
the point raised by Ai and Norton (2003: 124) that, in contrast to linear specifications,
the interaction effect gleaned from non-linear models is generally non-vanishing even if
no interaction term is included, that is, if b12 ¼ 0.

Finally, for the special case of the Probit model, the interaction effects are given by (6),
(9), and (10) if FðuÞ is replaced by the cumulative standard normal distribution UðuÞ,
F0ðuÞ is replaced by the density function of the standard normal distribution,
fðuÞ :¼ expf�u2=2g= ffiffiffiffiffiffi

2p
p

, and F00ðuÞ is replaced by f0ðuÞ ¼ �ufðuÞ. Similarly, formulae
(6), (9), and (10) can be applied to the Logit model if FðuÞ is replaced by
KðuÞ :¼ 1=ð1þ expf�ugÞ, F0ðuÞ is replaced by K0ðuÞ ¼ KðuÞð1� KðuÞÞ, and F00ðuÞ is sub-
stituted by K00ðuÞ ¼ fKðuÞð1� KðuÞÞg0 ¼ KðuÞð1� KðuÞÞð1� 2KðuÞÞ.

3 Two-Part and Heckit models

To accommodate the feature of a large proportion of missing or zero values in dependent
variables, two-stage estimation procedures such as Heckman’s (1979) sample selection
model or the Two-Part Model (2PM) are frequently employed. Confusion reigns, how-
ever, about the proper use of these models. Above all, this confusion originates from

2 Yet, note that
D
Dx2

qE
qx1

� 	
6¼ q

qx2

DE
Dx1

� 	
.
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frequently incorrect interpretations of the zero values of the outcome variable. These
zeros may indicate (1) censoring,3 where the dependent variable can, in principle,
take on negative values, but instead only zeros and positive values are observed, (2)
true zeros, as is the case for, say, automobile and health expenditures, or (3) missing
data, as in the analysis of hours worked or wages in labor economics.

For a clear distinction, it is helpful to employ the nomenclature of actual versus potential
outcomes (Dow/Norton 2003). In this terminology, the actual outcome designates a fully
observed variable, with zero values for, say, health expenditures representing true zeros
and indicating that actually no money for health care is expended. If instead zero values
indicate observations for which values of the dependent variable, such as wages, are
missing, the term potential outcome is used for this variable. It is a latent variable
that is merely partially observed, in this instance when wages are positive. In the context
of our empirical example presented in Section 6, the potential outcome addresses the
distance an individual would potentially drive with a car irrespective of actual car
use, while the actual outcome is the observed distance driven over a certain time period.

Although Heckman’s sample selection model, which is frequently called the Heckit mod-
el, can be used to estimate actual outcomes, this interpretation requires several extra
calculations beyond what is commonly provided by statistical software packages
(Dow/Norton 2003: 6). As an alternative, Duan et al. (1984) proposed the 2PM, arguing
that it often has lower mean squared error than the Heckit estimator when analyzing
actual outcomes. In a similar vein, it is argued by Dow and Norton (2003: 6) that for
this purpose, the Heckit estimator incorporates features that make it often perform worse
than the 2PM estimator, because the Heckit model was designed to address selection
bias in the analysis of potential rather than actual outcomes. On the other hand, the
2PM would suffer from selection bias if observations with zeros in the dependent
variable differ systematically from those with observed values (Dow/Norton 2003: 6).

Before applying the Heckit model and the 2PM two-stage estimation procedures, we
briefly summarize the corresponding model structures. The Heckit model orders obser-
vations of the dependent variable y into two regimes, where the first stage defines a di-
chotomous variable R, indicating the regime into which the observation falls:

R ¼ 1; if R� ¼ x1
Tsþ e1 > 0 and R ¼ 0; if R� � 0; ð11Þ

where R� is a latent variable, vector x1 includes its determinants, s is a vector of asso-
ciated parameters, and e1 is an error term assumed to have a standard normal distribu-
tion. R ¼ 1 indicates that y > 0, whereas otherwise R ¼ 0 if values of y are missing. For
the 2PM, the actual outcomes y can also be ordered into two regimes, with R ¼ 1 denot-
ing positive outcomes, y > 0, whereas R ¼ 0 is equivalent to y ¼ 0.

Both model types include a Probit estimation of the probability of having positive out-
comes (regime R ¼ 1) as the first stage of the two-stage estimation procedure (selection
equation):

Pðy > 0jx1Þ ¼ Uðx1TsÞ: ð12Þ

3 In the case of exogenous censoring, which is outside the scope of this article, the so-called Tobit
model is the standard estimation procedure.
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The second stage of both model types involves estimating the parameters b of interest via
an OLS regression conditional on R ¼ 1, i. e. y > 0 (conditional equation):

E½yjR ¼ 1;x2� ¼ E½yjy > 0; x2� ¼ x2
Tb þ Eðe2jy > 0; x2Þ; ð13Þ

where x2 includes the determinants of the dependent variable y, and e2 is another error
term.

The prediction of the dependent variable y consists of two parts, with the first part
resulting from the first stage, Pðy > 0Þ ¼ Uðx1TsÞ, and the second part being the condi-
tional expectation E½yjy > 0� from the second stage, (13):

E½y� ¼ Pðy > 0Þ 	 E½yjy > 0� þ Pðy ¼ 0Þ 	 E½yjy ¼ 0� ¼ Pðy > 0Þ 	 E½yjy > 0�:
In the 2PM, where it is assumed that Eðe2jy > 0;x2Þ ¼ 0 and, hence, E½yjy > 0; x2� ¼
x2

Tb, the unconditional expectation E½y� is given by:

E½y� ¼ Uðx1TsÞ 	 x2Tb: ð14Þ
By contrast, the second stage OLS regression of the Heckit model includes the inverse

Mills ratio, kðx1TsÞÞ :¼ uðx1TsÞ
Uðx1TsÞ, as an additional regressor to control for sample selec-

tivity:4

E½yjy > 0� ¼ x2
Tb þ bk 	 kðx1TsÞ; ð15Þ

where bk is called the sample-selection parameter and the inverse Mills ratio is pro-
portional to Eðe2jy > 0; x2Þ 6¼ 0 when e2 is assumed to be normally distributed with con-
stant variance: Varðe2Þ ¼ r2.

Finally, it bears noting that it is advisable to include so-called exclusion restrictions when
estimating the Heckit model, implying that the sets of regressors x1 and x2 of both stages
differ at least in one variable. This ensures that the model is well-identified, thereby
avoiding multi-collinearity problems due to the inclusion of the inverse Mills ratio in
equation (15). In contrast, such exclusion restrictions are unnecessary in the 2PM, so
that in practice both sets of regressors can, but need not, be identical: x1 ¼ x2.

4 Interaction effects in Heckit models

The second stage of the Heckit model relies upon the conditional expectation

E ¼ E½yjx1; x2;w1;w2; y > 0� ¼ u2 þ bk 	 kðu1Þ; ð16Þ
where u1 :¼ s1x1 þ s2x2 þ s12x1x2 þw1

Ts, u2 :¼ b1x1 þ b2x2 þ b12x1x2 þw2
Tb, and

kðu1Þ :¼ uðu1Þ
Uðu1Þ denotes the inverse Mills ratio, bk is the respective coefficient, and w1

and w2 both exclude x1 and x2. Likewise, the parameters s1; s2 and s12 are not included
in vector s, nor are b1, b2, and b12 part of vector b. Finally, note that in both u1 and u2 we

4 While the Heckit model consists of the two-stage estimation procedure described above, modern
computer software has made the full information maximum likelihood (FIML) variant, referred to
as the Heckman model, the most often used.

On Interaction Effects: The Case of Heckit and Two-Part Models . 27



include the same interaction term x1x2, while, of course, the interaction terms occurring
in u1 and u2 could also be different.

Before deriving the formulae for the interaction effects, it should be recognized that

k0ðu1Þ ¼ �u1uðu1ÞUðu1Þ � u2ðu1Þ
U2ðu1Þ

¼ �½kðu1Þ�2 � u1 	 kðu1Þ

and

k}ðu1Þ ¼ �2kðu1Þ 	 k0ðu1Þ � kðu1Þ � u1 	 k0ðu1Þ ¼ �½2kðu1Þ þ u1� 	 k0ðu1Þ � kðu1Þ:
(i) To calculate the interaction effect of two continuous variables, we first need to
calculate the marginal effect:

qE
qx1

¼ ðb1 þ b12x2Þ þ bk 	 k0ðu1Þ 	 ðs1 þ s12x2Þ: ð17Þ

Apparently, marginal effects resulting from non-linear models generally depend on all

other variables. Note that the correct calculation of the marginal effect
qE
qx1

necessitates

that the derivatives s12x2 and b12x2 of the interaction terms must be taken into account.

Note also that, as is pointed out by Ai and Norton (2003: 123), it would be incorrect
to calculate the interaction effect by taking the marginal effect of the interaction
term z ¼ x1x2:

qE
qz

¼ b12 þ bk 	 k0ðu1Þ 	 s12: ð18Þ

The correct interaction effect can instead be obtained by taking the derivative of (17)
with respect to x2:

q2E
qx2qx1

¼ b12 þ bk 	 fk00ðu1Þ 	 ðs2 þ s12x1Þ 	 ðs1 þ s12x2Þ þ k0ðu1Þ 	 s12g: ð19Þ

Note that the derivatives given by (18) and (19) are generally different and would only be
identical if k00ðu1Þ 	 ðs2 þ s12x1Þ 	 ðs1 þ s12x2Þ ¼ 0.

(ii) On the basis of the marginal effect (17), the mixed interaction effect
D

Dx2

qE
qx1

� 	
is

given by:

D
Dx2

qE
qx1

� 	
¼ qE

qx1






x2¼1

� qE
qx1






x2¼0

ð20Þ

¼ ðb1 þ b12Þ þ bk 	 k0ðs1x1 þ s2 þ s12x1 þw1
TsÞ 	 ðs1 þ s12Þ

� b1 � bk 	 k0ðs1x1 þw1
TsÞ 	 s1

¼ b12 þ bk 	 fk0ðs1x1 þ s2 þ s12x1 þw1
TsÞ 	 ðs1 þ s12Þ

� k0ðs1x1 þw1
TsÞ 	 s1g:
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(iii) Using expectation (16), the discrete interaction effect reads as follows:

D2E

Dx2Dx1
¼ f½E½yjx1 ¼ 1;x2 ¼ 1;w1;w2� � E½yjx1 ¼ 0; x2 ¼ 1;w1;w2�g

� f½E½yjx1 ¼ 1; x2 ¼ 0;w1;w2� � E½yjx1 ¼ 0;x2 ¼ 0;w1;w2�g
¼ b12 þ bkfkðs1 þ s2 þ s12 þw1

TsÞ � kðs2 þw1
TsÞ ð21Þ

� kðs1 þw1
TsÞ þ kðw1

TsÞg:

Note that in all three cases the interaction effect collapses to the coefficient b12 of
the interaction term if bk ¼ 0, that is, when the inverse Mills ratio is neglected and
the Heckit model degenerates to the classical linear regression model.

5 Interaction effects in Two-Part Models

In this section, we derive the formulae for the interaction effects resulting from Two-Part
Models (2PM) for the special case that variable x1 interacts with two, rather than only
one other variable, as in the previous section. To this end, we use a more detailed version
of the unconditional expectation (14),

E :¼ E½yjx1; x2; x3;w1;w2� ¼ Uðu1Þu2;

where now u1 :¼ s1x1 þ s2x2 þ s3x3 þ s12x1x2 þ s13x1x3 þw1
Ts, u2 :¼ b1x1 þ b2x2þ

b3x3 þ b12x1x2 þ b13x1x3 þw2
Tb, and w1 and w2 neither include x1, nor x2 and x3.

Likewise, the parameters s1; s2; s3; s12, and s13 are not included in vector s, nor are
b1; b2; b3; b12, and b13 part of vector b. We derive formulae for the interaction effects
if (i) x1 and x2 are both continuous variables, (ii) x1 is continuous, while x2 is a dummy
variable, and (iii) both are dummy variables.

(i) To calculate the interaction effect
q2E

qx2qx1
, we once again need to calculate the mar-

ginal effect:

qE
qx1

¼ ðs1 þ s12x2 þ s13x3Þ 	 uðu1Þ 	 u2 þUðu1Þ 	 ðb1 þ b12x2 þ b13x3Þ: ð22Þ

By taking the derivative with respect to x2 and employing u0ðu1Þ ¼ �u1uðu1Þ, we get
the interaction effect of two continuous variables x1 and x2:

q2E
qx2qx1

¼ s12 	 uðu1Þ 	 u2 � ðs1 þ s12x2 þ s13x3Þ 	 ðs2 þ s12x1Þ 	 uðu1Þ 	 u1 	 u2

þðs1 þ s12x2 þ s13x3Þ 	 uðu1Þ 	 ðb2 þ b12x1Þ ð23Þ
þ ðs2 þ s12x1Þ 	 uðu1Þ 	 ðb1 þ b12x2 þ b13x3Þ þUðu1Þ 	 b12:

(ii) The mixed interaction effect
D

Dx2

qE
qx1

� 	
follows immediately from the marginal effect

(22):
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D

Dx2

qE
qx1

� 	
¼ qE

qx1






x2¼1

� qE
qx1






x2¼0

¼ ðs1 þ s12 þ s13x3Þ 	 uðs1x1 þ s2 þ s3x3 þ s12x1 þ s13x1x3 þw1
TsÞ

	 fb1x1 þ b2 þ b3x3 þ b12x1 þ b13x1x3 þw2
Tbg

þUðs1x1 þ s2 þ s3x3 þ s12x1 þ s13x1x3 þw1
TsÞðb1 þ b12 þ b13x3Þ

� ðs1 þ s13x3Þ 	 uðs1x1 þ s3x3 þ s13x1x3 þw1
TsÞ ð24Þ

	 fb1x1 þ b3x3 þ b13x1x3 þw2
Tbg

�Uðs1x1 þ s3x3 þ s13x1x3 þw1
TsÞ 	 ðb1 þ b13x3Þ:

(iii) Applying formula (8) to E½yjx1; x2; x3;w1;w2�, the discrete interaction effect
D2E

Dx2Dx1is obtained as follows:

D2E

Dx2Dx1
¼ f½E½yjx1 ¼ 1;x2 ¼ 1;w1;w2� � E½yjx1 ¼ 0; x2 ¼ 1;w1;w2�g

� f½E½yjx1 ¼ 1; x2 ¼ 0;w1;w2� � E½yjx1 ¼ 0; x2 ¼ 0;w1;w2�g
¼ Uðs1 þ s2 þ s3x3 þ s12 þ s13x3 þw1

TsÞ
	 fb1 þ b2 þ b3x3 þ b12 þ b13x3 þw2

Tbg ð25Þ
�Uðs2 þ s3x3 þw1

TsÞ 	 fb2 þ b3x3 þw2
Tbg

�Uðs1 þ ðs3 þ s13Þx3 þw1
TsÞ 	 fb1 þ ðb3 þ b13Þx3 þw2

Tbg
þUðs3x3 þw1

TsÞ 	 fb3x3 þw2
Tbg:

6 Empirical example

To illustrate the estimation of the interaction effects gleaned from both a Heckit model
and a Two-Part Model (2PM), we employ household data drawn from the German
Mobility Panel (MOP 2012) using the following specifications for the 2PM:

E½s� ¼ Uðx1TsÞ 	 fx2Tbg ð26Þ
and for the Heckit model:

E½s� ¼ x2
Tb þ bk 	

fðx1TsÞ
Uðx1TsÞ ; ð27Þ

where the dependent variable s is the daily distance driven for non-work travel and the
sets of explanatory variables x1 and x2 include the individual and household attributes
that are hypothesized to influence the extent of this travel.

Note again that in the 2PM, the variable sets x1 and x2 can be identical, while for the
Heckit model they ideally differ in at least one variable (exclusion restriction), as other-
wise the Heckit model would solely be identified through its non-linearity. In our em-
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pirical example, we include three variables that serve to satisfy the exclusion restriction:
a dummy indicating whether the household has access to a private parking space, a con-
tinuous measure of walking minutes to the nearest public transit stop, and a dummy
indicating whether this stop is serviced by rail transit (as opposed to bus). Because
each of these variables is intended to capture the fixed cost of forgoing automobile travel,
they are included in the (1. stage) Probit model of automobile use, but excluded from the
(2. stage) estimations of distance traveled. Variable definitions and descriptive statistics
are presented in Table A1 in Appendix A. A detailed data description can be found in
Frondel et al. (2008) or Frondel and Vance (2009, 2010).

The key attributes of interest in our example are the individual’s age, the number (#) of
children, and the dummy variable enoughcars indicating whether the individual lives in a
household in which the number of cars is at least equal to the number of licensed drivers.
These variables are of particular interest because of major demographic and socioeco-
nomic changes underway in Germany, whose implications for transportation are poten-
tially profound. By 2050, for example, Germany’s population is projected to shrink by
roughly 16% (Stabua 2006), a trend that will be paralleled by an increasingly older age
structure of the German population. At the same time, the prevalence of automobiles in
Germany has been steadily rising; between 2002 and 2007 the number of privately
owned automobiles increased by 5%, from 39.6 to 41.6 million (KBA 2012). To explore
how the role of demographics and car availability are mediated by gender in dictating
access to and use of the car, the dummy variable enoughcars is interacted with the female
dummy variable.

Table 1 reports the results from a Heckit model for two model specifications, one in
which several interaction terms are included and another in which these are omitted en-
tirely. To focus on the salient results, we refrain here from reporting the estimation results
of the (1. stage) Probit model and instead present both the coefficient estimates of the
(2. stage) OLS regression, as well as the marginal and interaction effects of the expla-
natory variables on distance driven resulting from the Heckit model. The presented es-
timates are based on the calculation of the mean of the individual marginal effects for
each observation in the data. Moreover, given that the marginal and interaction effects
are comprised of multiple parameters that make analytical computation of the variance
impossible, bootstrapping was used to calculate the standard errors.5

Turning first to the model that includes the interaction terms, the OLS estimates and
associated marginal effects of the Heckit model are seen to differ markedly, both
with respect to their magnitude and statistical significance. For some of the variables,
such as employed and enoughcars, statistically significant estimates of the marginal ef-
fects correspond to insignificant OLS coefficient estimates, while for # children the con-
verse is true. Apparently, testing the hypothesis that a marginal effect equals zero is not
equivalent to the hypothesis that the variable in question is not a statistically significant
determinant of the outcome. This is due to the fact that marginal effects are a non-linear
function of all the coefficients of the model. Given this distinction, it bears noting that
Greene (2010: 292, 2007: E18-23) argues that significance tests should be based on the
coefficients, rather than on the marginal effects.

5 An alternative method for calculating the standard error, which employs a Taylor expansion, is the
Delta method; see Vance (2009) for a comparison of the Delta method with bootstrapping.
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In a similar vein, it appears to be particularly important to distinguish between inter-
action terms and interaction effects: For example, while the estimate of the coefficient
of the interaction term female � enoughcars does not statistically differ from zero, the
associated interaction effect is significantly positive. Although no interaction terms are
included in the specification presented on the right-hand panel, at least in one case, for
the interaction of age and # children, the corresponding interaction effect, which is cal-
culated using formula (19) and setting s12 ¼ b12 ¼ 0, is still significantly different from
zero. This serves to highlight the fact that the marginal effect of a variable x1 depends on
variable x2, even when no interaction term x1x2 is included in the model.

Moreover, we now illustrate that having first assessed whether the coefficient is statis-
tically significant, the statistical significance of interaction effects also warrants testing.
For example, with enoughcars=1 designating that there are at least as many cars as li-
censed drivers in a household, the interaction effect of 1.276 of the dummy variables
female and enoughcars indicates a statistically significant difference of the conditional
marginal effects of a sufficient versus an insufficient number of cars among male and
female persons, and hence signals gender competition for cars. More generally, the inter-
action effect shows how the partial effect of a variable x1, such as the binary variable
enoughcars, varies with a change in another variable x2, for instance a regime switch in
the gender variable female. Despite this straightforward qualitative interpretation,
though, the size of an interaction effect is hard to grasp.

A key reason is that the interaction effect may be split up in either of two ways with equal
justification. The first way involves calculating the impact of sufficient cars among
females and males. For females, this is given by:

DE

Denoughcars
jfemale¼1 ¼ E½yjenoughcars ¼ 1; female ¼ 1;w1;w2�

�E½yjenoughcars ¼ 0; female ¼ 1;w1;w2� ¼ 2:059��;

and for males by:

DE

Denoughcars
jfemale¼0 ¼ E½yjenoughcars ¼ 1; female ¼ 0;w1;w2�

�E½yjenoughcars ¼ 0; female ¼ 0;w1;w2� ¼ 0:783;

where asterisks indicate that the first conditionalmarginal effect is statistically significant at
the 1% level. The difference of this pair of conditional marginal effects, which equals the
interaction effect of 1.276 reported for the variables female and enoughcars on the left-

hand panel of Table 1, differs from zero, as the interaction effect
D2E

DenoughDfemale
is

non-vanishing and statistically different from zero according to Table 1.

On the other hand, given that in this instance we are dealing with a double difference,
the same interaction effect of 1.276 also results from the difference of the following two
marginal effects: first, the statistically significant marginal effect

DE

Dfemale
jenoughcars¼1 ¼ ½E½yjfemale ¼ 1; enoughcars ¼ 1;w1;w2�

�E½yjfemale ¼ 0; enoughcars ¼ 1;w1;w2� ¼ �1:065��;
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which indicates that among households with a sufficient number of cars, there are sig-
nificant differences between female and male car use for non-work purposes. Moreover,
in households with less cars than licensed drivers, females drive 2.34 non-work kilo-
meters less per day than males, confirming a large body of literature on gender differ-
ences in mobility behavior (e. g. White 1986; Lee/McDonald 2003; McDonald 2005):

DE

Dfemale
jenoughcars¼0 ¼ ½E½yjfemale ¼ 1; enoughcars ¼ 0;w1;w2�

�E½yjfemale ¼ 0; enoughcars ¼ 0;w1;w2� ¼ �2:340��:

In short, we have exemplified that useful quantitative interpretations can be gleaned
from breaking the interaction effect into its constituent parts and testing the statistical
significance of each conditional marginal effect.

When comparing the empirical results obtained from theHeckit model in Table 1 and the
Two Part Model (2PM) in Table 2, it cannot be emphasized enough that both models
address distinct research questions. The marginal effects of the Heckit model, for in-
stance, which are derived from conditional expectation (27) that incorporates the inverse
Mills ratio, are to be interpreted as the explanatory variables’ impact on potential out-
comes (Dow/Norton 2003). Hence, because their interpretation is fundamentally diffe-
rent, we should not expect similar results for the Heckit model and the 2PM. Indeed, in
several cases, e. g. for the variables employed, commute distance, and #children, the
Heckit model outcomes lead to qualitatively different conclusions than those pertaining
to the effects on actual outcomes from 2PM (see Table 2), a result that to some extent is
also due to the inclusion of different interaction terms in both model specifications.6

In sum, our empirical example demonstrates how both models, the Heckit model and the
2PM, are able to capture the conceptually subtle issue emerging from the fact that, in
daily travel behavior, some motorists choose not to use their car, and whose recorded
driving therefore equals zero. If ignored, the presence of these null values in the data
is shown to potentially result in spurious conclusions with respect to both the magnitude
and the significance of the estimates on car mileage (Frondel/Vance 2009).

6 Deviating from the formulae provided in Section 5, the interaction effect of the female dummy
and the variable for the number of children is calculated as follows, where x1 = female and
x3 = # children:

D
Dx1

qE
qx3

� 	
¼ qE

qx3






x1¼1

� qE
qx3






x1¼0

¼ ðs3 þ s13Þ 	 uðs1 þ s2x2 þ s3x3 þ s12x2 þ s13x3 þw1
TsÞ	

	 fb1 þ b2x2 þ b3x3 þ b12x2 þ b13x3 þw2
Tbg

þUðs1 þ s2x2 þ s3x3 þ s12x2 þ s13x3 þw1
TsÞ 	 ðb1 þ b13Þ ð28Þ

� s3 	 uðs2x2 þ s3x3 þw1
TsÞ 	 fb2x2 þ b3x3 þw2

Tbg
�Uðs2x2 þ s3x3 þw1

TsÞ 	 b3:
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7 Summary and conclusion

By providing a general derivation of interaction effects in both linear and non-linear
models and the specific formulae of the interaction effects gleaned from the Heckit model
and the Two-Part Model (2PM), this paper has analyzed the significance of these effects.
Drawing on a survey of automobile use from Germany, we have illustrated that a non-
vanishing interaction effect of two variables indicates differing marginal effects of one
variable conditional on alternative values of the other variable, as one would expect for
two interacting variables. The concrete size of an interaction effect, however, hardly con-
veys any economic information. More easy to grasp are the conditional marginal effects
pertaining to two variables that are assumed to interact.

In linear specifications, so-called interaction terms, consisting of the product x1x2 of
two explanatory variables, are typically included to capture the interaction effect,
that is, the impact of an explanatory variable x1 on the marginal effect of another ex-

planatory variable x2. While in linear contexts the marginal effect
qE½y�

qðx1x2Þ of the inter-

action term x1x2 is equal to the interaction effect, which is formally given by the second

derivative
q2E

qx2qx1
, in non-linear models the marginal effect

qE
qðx1x2Þ of the interaction

term generally differs from the interaction effect. This difference, along with the fact

that interaction effects are generally non-vanishing even when no interaction terms
are included in any non-linear specification, raises the question as to whether interaction
terms are irrelevant in non-linear contexts.

It might be argued that it is not necessary to include any interaction term in nonlinear
specifications, such as the 2PM, as in this case the marginal effect of an explanatory
variable x1 generally depends on all other variables. This line of reasoning would be
incorrect, however, since this dependence always prevails, irrespective of whether a
particular effect of another variable x2 is taken into account by including the interaction
term x1x2.

This can be seen from general expression (5), describing the marginal effect of variable
x1:

qE
qx1

¼ F0ðuÞðb1 þ b12x2Þ:

The derivative F0ðuÞ captures the impact of a marginal change in u ¼ b1x1 þ b2x2þ
b12x1x2 þwTb induced by the variation of any of the included variables, whereas a spe-
cial effect of varying x2 is only to be observed if an interaction term x1x2 is included and
the respective coefficient b12 is non-vanishing. In sum, the inclusion of interaction terms
such as female � age is indispensable if one wants to meaningfully test, for example, the
hypothesis of whether there are gender-specific differences in the impact of age on dis-
tance driven.
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