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Mapping Innovation in the Global Photovoltaic Indudry:
A Bibliometric Approach to Cluster Identification and
Analysis

Pieter E. Stek and Marina van Geenhuizen

Faculty of Technology, Policy and Management, Délftversity of Technology,
Jaffalaan 5, 2628 BX Delft, The Netherlands. Enmat:.stek@tudelft.nl

Abstract

The innovation output of the photovoltaics sect@as hapidly expanded during the past decade-and-a
half as investment have increased in an attemipttease solar energy in the energy mix. Using a
quantitative model based on bibliometric data, shisly identifies clusters and explores the inflgen

of global knowledge networks on innovation perfonece Up t0129 clusters are identified around the
world, of which less than 50 can be considered @smelusters. By extracting innovation input and
output indicators from the bibliometric data (patgrants and scientific publications) and various
forms of co-authorship or assignee-inventor reteiops, a model of cluster innovation performaisce i
constructed that incorporates input, output andWedge network indicators. The estimation resuits o
this model suggest that both agglomeration effectsrelational proximity influence innovation
performance, and that this occurs in a non-lineay. Wurthermore, certain kinds of knowledge
relations appear to reduce innovation performaritiéevthe presence of headquarters within a cluster
appears to be beneficial. Although second-degreeank effects are also explored in this study, thei
effect on innovation performance is not clear. Antver of practical conclusions can also be drawn
based on the results.

1 Introduction

This paper presents a quantitative assessmeng afitbence of global knowledge networks on the
innovation of industry clusters in the photovoltagector. Photovoltaics is a knowledge intensivk an
globally distributed sector that incorporates nplétitechnological domains, including electronicd an
materials science, like nanotechnology. The phdtaisector has also received large inflows of
public and private research investment during redeoades as part of a global push towards green
growth. Photovoltaics by means of using solar enarg expected to contribute to the reduction of
greenhouse gas emissions and the diversificatiemefgy supply (Breyer, Birkner, Meiss,
Goldschmidt, & Riede, 2013).

It is therefore not surprising that the innovatperformance of the sector has been the subject of
significant attention, both in the academic comrhuand among policy makers. Academic research
has generally focused on the photovoltaic sectonmor a small number of countries in the conbéxt
industrial policy, international technology transéad international competition (de la Tour, Gladha
& Meniere, 2011; Grau, Huo, & Neuhoff, 2012; Kimkdm, 2015; Klitkou & Godoe, 2013; Lo, Wang,
& Huang, 2013; Vidican, McElvaney, Samulewicz, &8aleh, 2012; Wu, 2014; Zheng & Kammen,
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2014). There are also numerous studies of speatifatovoltaic industry clusters which address simila
aspects (Dewald & Fromhold-Eisebith, 2015; KlitkdCoenen, 2013; Luo, Lovely, & Popp, 2013;
West, 2014). And there is a small number of glabadlies (Breyer et al., 2013; Leydesdorff &
Alkemade, 2014) which explore the size, growth gedgraphic distribution of innovation output in
the photovoltaic sector.

This study focuses on the role of global knowledg®vorks in the photovoltaics sector. Global
knowledge networks are networks of personal antitutional relationships that enable the transfer
and transformation of knowledge on a global sdakamples include the global research collaboration
network (De Prato & Nepelski, 2014) and the glamddemic network (Barnett, Park, Jiang, Tang, &
Aguillo, 2014). Other salient examples include thess-border knowledge transfers that take place
within multinational corporations (MNCs) which araabled by MNCs private network of branch
laboratories located in industry clusters worldwi@astellani, Jimenez, & Zanfei, 2013).

While it is clear that international research atg are rapidly growing, especially in terms lo¢ir
global distribution and the increasing importantglobal knowledge networks (Audretsch, Lehmann,
& Wright, 2014; Locke & Wellhausen, 2014), there atso indications that internationalization may
weaken or limit the development of internal knovgedetworks (Kwon, Park, So, & Leydesdorff,
2012; Van Geenhuizen & Nijkamp, 2012; Ye, Yu, & degdorff, 2013), and lower the innovation
performance of some knowledge intensive industk@svever it is unclear what the effects of a shift
from local towards global knowledge networks istloa innovation performance of industry clusters,
including in the photovoltaics sector.

To address this knowledge gap a quantitative misdailoposed to assess the influence of multiple
(local and global) knowledge networks on the inmraperformance of industry clusters. This multi-
scalar approach is based on recent re-evaluatitreahfluence of spatial proximity and of the
influence of relational proximity in innovation, @n a multidimensional understanding of knowledge
networks as consisting of different types of relaships. In this study four types of knowledge
network are investigated: personal collaboratiomvoeks, institutional collaboration networks
(Dodgson, 1992), Triple Helix (university-governmémdustry relations) networks (Etzkowitz &
Leydesdorff, 2000) and MNC branch networks. Togethese networks provide a broad and
differentiated perspective on relational proximity.

The study makes various contributions to the urtdedsng of innovation. It makes a theoretical
contribution by exploring how relational proximigglobal networks) influences spatially concentrated
knowledge creation in industry clusters, includihg possibility of knowledge flows mainly in one
direction, which might raise the innovation perfamoe of the receiving industry cluster at the egpen
of the sending cluster. This latter option is cdesed to be a possibility for the Triple Helix adtNC
branch networks, which are conceptualized as didecetworks.

The study makes a methodological contribution bggienly bibliographic data to develop a model of
innovation performance, combining spatial analysts&entometric network analysis and the knowledge
production function. This approach involves thentifecation of industry clusters (independent of
administrative boundaries), the extraction of @ugtnovation input and output indicators and the
construction of multiple inter-cluster knowledgdwerks from which network indicators are extracted.
These innovation input, output and network indicare then used to estimate a quantitative mddel o
innovation performance. Because only bibliograpglata are used, the method has the potential to be
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applied in many other knowledge- intensive sectespgcially when innovation data in terms of
production for the market are not available. Angl $study also provides practical results that cdm he
regional policy makers and cluster managers opérttie external relations policy of their clusters t
enhance innovation performance.

The study is centered on the following researctstioes:

1. What is the pattern of global development of thetphwoltaic sector in terms of growth in
innovation output, geographic distribution and pnevalence of knowledge networks during
the past decade?

2. What is the influence of global knowledge netwqfxsrsonal collaboration, institutional
collaboration, Triple Helix, MNC branch) on the owation performance of industry clusters in
the photovoltaic sector?

These research questions are first discussed dra#iig of the current literature (section 2), which
forms the basis for the research model and hypesh@ection 3). This is followed by a descriptién o
the data and methodology (section 4) which precddesesults and analysis (section 5). The final
section (6) of the paper contains a discussioncandlusion.

2 Literature review

This review touches on the significant theoretaradl empirical advances that have recently been made
in relation to global knowledge networks and inrtayaperformance. The section begins by

discussing the idea of spatial and relational pratyi and theory on agglomeration economies and
regional innovation. This is followed by three merapirically-focused sections on the differentiatio

in knowledge relations, the mapping and analysisnofvledge networks and incorporating network
indicators into cluster models.

Spatial and relational proximity

Regional approaches to international researchaatien have been dominated for years by a rather
one-dimensional approach in which spatial proxireityhances knowledge spillovers (Acs, Audretsch,
& Feldman, 1994; Audretsch & Feldman, 1996). In¢barse of the past decades, an increased
attention has been developed for other types ofimity (Boschma, 2005; Breschi & Lissoni, 2001)
and these include among others networks of codparat knowledge production (relational

proximity) (Asheim & Isaksen, 2002; Bathelt, Malerh, & Maskell, 2004). Relational proximity may
be defined as the capability of regions or clustansl their organizations and firms) to learn tigtou
cooperation with other regions or clusters (Cam&g@iapello, 2002). Relational proximity is seen as
being facilitated by socio/cultural similarity theables the absorption of knowledge spillovermfro
other regional contexts, through a common set hfegaand beliefs (Fazio & Lavecchia, 2013). In
addition, an approach which puts an emphasis oargigs between different proximities, like between
spatial and relational proximity has also been tged (Ponds, Van Oort, & Frenken, 2007; Ponds,
van Oort, & Frenken, 2010).

Agglomeration economies

The influence of spatial proximity on innovationrfeemance under the label of agglomeration
economies, has been studied theoretically and eralyrfor decades (Capello, 2009). The first seurc
of these localized advantages originates from bgpagially close in larger cities or clusters, utihg
lower transport and transmission costs, proxinatfital markets (for firms) or test/launching matske
(for innovations), a larger chance for meetingvad tigents eventually leading to serendipity, and
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easier exchange of creative ideas (Morgan, 200¥8.sEcond source of advantages draws on
productivity increases due to cost reductions ¢seéfect) and localized accumulation of production
skills (labor market). A third source of agglonteya advantages originates from synergy and reters
the rise of a set of common values and beliefs lwindact act as the economic rationale for the
reduction of transaction costs (Williamson, 1984 )so-far the advantages deal with knowledge, the
appropriate concept is localized knowledge spiltsyand invention and innovative activity at
universities, research institutes and companiegtigs or clusters are regarded as benefiting fiteem
(Acs et al., 1994; Anselin, Varga, & Acs, 1997; Aeidch & Feldman, 1996; Autant-Bernard, 2001;
Jaffe, 1989). However, various doubt have beeredamt the condition of spatial proximity in
productive inter-organizational learning, summatizethe assumption that spatial proximity is neith
a necessary nor a sufficient condition for crealagning and innovation. Rather, it merely faatis
(Boschma, 2005; D’Este, Guy, & lammarino, 2012;|8swn, 2010).

Relational economies

The idea that ‘advantages of spatial proximitybalork on a distance and in a similar manner
compared to the ones that are localized, has ech@rgke literature since the early 2000s and leanb
increasingly elaborated ever since (Ertur & Kodbl D). Thus, Breschi and Lissone (2003) argue that
collaborative networks are channels for knowledgkavers that are not limited to local environmgnt
instead, they can span long physical distances gidag Nosvelli, & Uberti, 2007; Maggioni &

Uberti, 2009; Ponds et al., 2007). According t@ time of thinking, the study of regional inventiand
innovation has shifted from a focus on close teriad relationships towards an emphasis on
technological collaboration that increasingly oscbetween cities or clusters as widely spread
network-based systems through which knowledge leites, is transformed and enriched (Cohendet &
Amin, 2006). And in the past years, it has beengasingly recognized that relational proximity
between the organizations involved (whether localobal) is key in productive collaborative leargi
(e.g. Bathelt et al., 2004; Cook, 2007).

Often such a situation has been viewed as meralyiy®in enhancing innovation. Particularly in
high-tech sectors, research collaboration throughaj networks has been regarded as crucial for
corporate innovative performance, like in the bibteology industry (Cooke, 2007; Gertler & Levitte,
2005). What however might occur, if local firms ateongly collaborating with Multinational
Corporations (MNCs) from elsewhere or if they astablished or acquired by such companies, is that
these local firms develop knowledge strategies ui@ing on their role in the production organization
of the (parent) MNC. Particularly, the role of puathg knowledge for the MNC means that MNCs
learn from their foreign subsidiaries, which is rehreverse’ knowledge transfer in some studies
(Ambos, Ambos, & Schlegelmilch, 2006; Awate, Lars&Mudambi, 2014; Castellani et al., 2013;
Dunning, 2000; Frost & Zhou, 2005; Frost, 2001)deinthese conditions, foreign MNCs extract
knowledge from the cluster and if this is baseexwclusivity, the cluster might weaken instead afvgr
due to global research interaction.

Firms within a cluster can leverage their relatiops with partners inside and outside of the cluste
smaller clusters which lack the local networkingamtages of agglomeration economies, it is likely
that knowledge relations with partners outsidehefc¢luster play a more prominent role (Todtling &
Trippl, 2005). At the same time, the strong reladiloproximity of a cluster to other clusters may be
strengthening the agglomeration effect, as largstets tend to be important nodes in national and
global knowledge networks (Bathelt et al., 2004),éxample in biotechnology (Huallachain & Lee,
2014). However, as the example of knowledge reiatiwithin MNCs shows, the type of knowledge
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and the type of knowledge relationship influencetuater's innovation performance.

Differentiation in knowledge and knowledge relason

In addition to considering the spatial dimensiatél relationship inside the cluster and relatigpsh
between organizations in different clusters), theeesignificant differences in type of knowledgel a
knowledge relations. Most prominent is perhapsdlassic’ distinction between tacit and codified
knowledge (Polanyi, 1958) and its empirical appglaa(e.g. Gertler, 2003; Simmie, 2003), both of
which play an important role in the innovation pFes. Because codified knowledge is easier to
communicate, it is understandable that formal neseeollaboration between clusters has been
identified as a factor that enhances regional iatiom performance (Huallachain & Lee, 2014), but
this is not evident from formal within-cluster ra@seh collaboration (Fritsch, 2004). Within-cluster
collaboration may involve primarily tacit exchanggknowledge, which are not captured by formal
research collaboration indicators such as co-ireceptaitents.

In fact research collaboration, which has oftembmeasured through co-authorship only accounts for
a small share of the total knowledge transfer tidlegs place between institutions, including between
university and industry (Bekkers & Bodas Freitsd3)&, Bukvova, 2010). In addition to this, research
collaboration is sensitive to ‘power realities'tween the research partners (Hervas-Oliver & Albors
Garrigos, 2013; Van Geenhuizen & Nijkamp, 2012}hvai stronger partner often exerting more
influence over how the relationship is conducted laow potential benefits are appropriated. Even
within MNCs, larger labs in more prominent clustensd to have significant autonomy over how and
what kind of research they conduct (Mudambi & Naxa2004).

Patterns of knowledge relations may also vary déipgnon the industry sector (lammarino &
McCann, 2006; Jensen, Johnson, Lorenz, & Lund28lQ7), the knowledge resource base and the
social capital of the region (Masciarelli, Laursé&Prencipe, 2010; Todtling & Trippl, 2005). Finall
the type of actors involved in the collaborationc¢ts as universities, government or industry, aret us
groups (Etzkowitz & Leydesdorff, 2000; Ranga & Eiwktz, 2011).

In the context of the spatial and relational pragydiscussed earlier, and in the context of the
knowledge networks discussed below, this suggkatsatplurality of relations and networks co-exist
which may influence innovation performance in diffiet ways.

Mapping and analysis of knowledge networks

The diffusion of computing power and the interraetg easier access to databases of scientific
documents, have made it possible to map the geligrdjstribution and network relations of sciemtifi
output on a worldwide basis (Leydesdorff & Alkemadel4; Leydesdorff & Persson, 2010). In
addition to mapping at the micro-level (i.e. indival addresses or institutions), relational knogéed
networks such as co-invention networks have aleo Ineapped and analyzed at higher geographic
agglomeration levels, such as at the level of udraas (Huallachain & Lee, 2014) or countries (De
Prato & Nepelski, 2014). These studies revealrlatork indicators such as degree centrality
(Wasserman & Faust, 1994) correlate closely tesibe of the cluster or of a country's innovation
output.

Weblinks between university websites have also lbsed as an indicator of relational knowledge

networks (Barnett et al., 2014), and network intticesuch as degree centrality show a statistically
significant correlation to the size and academpuitation of the institution. Interestingly, phydica
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distance is not identified as a statistically sigant factor in any of the studies mentioned iis th
paragraph, thus reaffirming the importance of retetl proximity in knowledge networks. However
there appears to be a hierarchy in knowledge né&syarith national sub-networks in which a few
dominant national institutions maintain most intdronal relations (Ortega & Aguillo, 2009).

Triple Helix relations between university, indusényd government actors (Etzkowitz & Leydesdorff,
2000) have also been analyzed in a number of stugieviding an evolutionary and comparative
perspective on (national) innovation systems. @émothe finding that international collaboratias,
measured by co-authorship of scientific papergjsea weaken domestic Triple Helix relations (Kwon
et al., 2012; Leydesdorff & Sun, 2009; Ye et al13), although the effect of this collaborationftsbn
innovation growth and performance is unclear.

Incorporating network indicators into a cluster nebd

Given the predictive potential shown by networki@adbrs, incorporating them into a model that
predicts innovation performance is a logical neégpsSeveral models for understanding innovation
systems have been proposed at the national scddgi@E, 1997; Freeman, 1995; Lundvall, 1992;
Nelson, 1993), regional scale (Cooke, 2001; Pot&38; Todtling & Trippl, 2005) and at the sectoral
scale (Malerba & Orsenigo, 1997; Porter, 1998).0Allhese models incorporate the three core Triple
Helix actor groups of university, industry and gowaent (Etzkowitz & Leydesdorff, 2000), in

addition to many other actor groups such as knagdedtensive business services that can be viewed
as intermediaries (Hertog, 2000; Schlierf & Meyar13).

In addition to intermediaries, there is a growiigrature exploring the influence of factors sush a
entrepreneurship (Autio, Kenney, Mustar, SiegelV8ght, 2014) and the contribution of universities
to entrepreneurship (Van Looy et al., 2011; Perkmetral., 2013) on cluster innovation performance,
to name but a few recent studies. However, to @eletwork and other indicators in the model and to
then estimate it, quantitative innovation perfore@models tend to be reduced to a knowledge
production function in which the influence of a slmanumber of factors is studied. This approach ha
led to insights such as: the institutional andgofactors that influence national innovation
performance (de Rassenfosse & van PottelsbergleeRigterie, 2009; Furman, Porter, & Stern, 2013),
the geographic distribution of university-induskryowledge spillovers within a country (Ponds et al.
2010) and the low importance of formal researclabolration within clusters to explain cluster
innovation performance (Fritsch, 2004). So althotighknowledge production function typically
represents a simplification, it can be considered well-accepted methodology.

When certain factors influence innovation at défarspatial levels (e.g. national vs. local), then
estimation of the knowledge production functiongonilarly expressed models) benefits from
multilevel regression analysis, which allows theBects to be incorporated into the model (Fis&er
Getis, 2010; Fotheringham, Brunsdon, & CharltorQ2Raspe & van Oort, 2009; Raspe & van Oort,
2011).

3 Research model and hypotheses
In this section the research model is presentéovield by the formulation of a number of hypotheses.

Research Model

The model used in this study is described in figurkanovation outputs are the dependent variable,
while innovation inputs are the independent vagapland network characteristics are regarded as
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moderating variables. The respective innovationratd/ork indicators are described in more detail in
section 3.

Innovation Innovation
inputs outputs

Network
characteristics

Figure 1: Research model

The model is mathematically expressed as a knowledgduction function (Jones, 1995; Romer,
1990). The basic form of the knowledge productiamction is given in equation 1.

P=0dL" 1)

HereP; is the innovation output in cluster; is the innovation input in clusters is the innovation
propensity and the research productivity. Innovation propensstymderstood to be determined by the
national science and technology policy environnfdatRassenfosse & van Pottelsberghe de la
Potterie, 2009) as well as the specific technoklgdcd competitive features of the sector (Arur&lel
Kabla, 1998; Kleinknecht, Montfort & Brouwer, 200®)hich have an influence of the production of
intellectual property, specifically patents. Pateased indicators are used to measure innovatitpubu
in this study. Because this study considers ordingle sector, innovation propensity is assumed to
vary only by country.

If researchers innovate equally well, then thexughbe no differences in research productivity
between clusters. However the literature citedengrevious section suggests that researcheral soci
network and various institutional factors do infige research productivity. Equation 1 can be
transformed as equation 2. Herés an error term for each cluster

logP,=logd+AlogL,+g (2)

Equation 2 can be re-written as equation 3 by takito account the following. Innovation propensity
varies by countryn. Innovation outpuP; can be decomposed into the number of claims ienpat
grants CLM) and the number of patent citatio®JT). Innovation input; can be decomposed into the
number of scientific publication citation&CT) and the number of active research®&&g. Network
indicators NET) act as moderating variables and various diffenemtvork indicators are to be testgd.
represent the model parameters that are to beatstim

log(CLM,*PCT,)=8,+3,NET*(log(RES*ACT,)) 3)
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Hypotheses

The hypotheses presented here are based on i&fsthiésliterature review (section 2). The first
hypothesis presented here aims to evaluate eviddrameagglomeration economy in the photovoltaic
sector:

H1  Cluster size correlates positively to cluster watmn performance

The other hypotheses consider relational econobyiesidressing the correlation between cluster
centrality and innovation performance. If relatibeeonomies are conceived as derived from networks,
then clusters can be seen as vertices, and th®nslaips maintained by researchers within those
clusters with researchers from other clusters asigtworks’ edges. There are various measures of
centrality in networks, the simplest of which igd=e centrality: the number of direct connections a
cluster (vertex) has with other clusters (Wasser&&aust, 1994). Other measures include between-
ness centrality, which is the number of shortetiphetween all vertices in a network that pass
through a particular vertex; closeness centraditych is an inverse measure of the total number of
shortest paths between a vertex and all othercesrtn the network; and eigenvector centrality,olvhi

is a measure of how closely connected a vertexasiter well-connected vertices (Wasserman &
Faust, 1994).

Therefore two pairs of hypotheses about networkrabty are formulated, the first pair, H2a andi;12
test the influence of direct network links on inaten performance. These direct links are typictily
focus of the literature on inter-organizationakfeag (Dodgson, 1992, 1993).

H2a Network degree centrality correlates positivelghaster innovation performance
H2b Network degree centrality does not correlate tistelr innovation performance

The second pair of hypotheses, H3a and H3b, caisside fact that the existence of links between two
clusters can affect the establishment or existehtieks between another pair of clusters. Thisften

the case if the network has a hierarchical strectomeaning that some vertices are significantlyebet
connected than others. A hierarchical network stimechas been found in international co-invention
networks (De Prato & Nepelski, 2014) and the acacd&mablink network (Barnett et al., 2014).

H3a Network betweenness, closeness or eigenvectoratigntorrelate positively to cluster
innovation performance

H3b Network betweenness, closeness or eigenvectoratigntio not correlate to cluster innovation
performance

The hypotheses concerning network centrality aieniionally ambiguous with respect to the different
types of networks. In this study we consider tHeWwing network types:

Inter-personal innovation networks based on pateshvention

Inter-organizational innovation networks based atept co-assignment

Research networks based on scientific paper chhasifin

Triple Helix networks of university, industry andygernment relations based on patent co-
assignment and scientific paper co-affiliation €dted network with knowledge flowing from
university/government to industry)

R\ s
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5. Branch networks between inventors and firms heatiengal outside the cluster (directed
network with knowledge flowing from inventors todugjuarters outside the cluster)

In addition to these networks, the possibility aighted and non-weighted networks is considered. Fo
weighted networks the “thickness” of the relatiapshare also explored (i.e. how frequently do
knowledge interactions occur?), whereas in non-emjnetworks only the number of cluster
connections are considered. In effect, the fouotiypses about the relational economy are 40 sub-
hypotheses if one considers the various networksyfs with other innovation indicators (Hagedoorn
& Cloodt, 2003), we except a high degree of cotr@fabetween the various knowledge networks and
their respective indicators.

4 Data, methodology and indicators

This study considers the 2000-2009 period, whigchesmost recent decade for which detailed
bibliometric data is available (see below). In thegtion the data, methodology, indicator develagme
and the model estimation strategy are described.

Data

This study is based exclusively on bibliographiarses (patents and scientific publications) which
enable the observation of changes over longer peneds, while offering global coverage at a local
scale by using the address information containetderbibliographic sources. These bibliographic
sources form a “paper trail” of innovation activ{flaffe, Trajtenberg, & Henderson, 1993), the data
from which can be used to estimate the knowledgdymtion function. On the one hand the use of
bibliometric data as an innovation indicator hasadvantages, including variations in patenting
propensity between sectors (Kleinknecht et al. 2200n the other hand bibliometric indicators sash
patent counts and citation counts in high-technpiadustries tend to show close statistical overlap
with other innovation indicators such as R&D inpatsl new product announcements, which are also
used to measure innovation performance (Hagedoddfo&dt, 2003). A summary of the data sources
used in this study is provided in table 1.

Features Patent grants Scientific publications
Home addre: Available None
Institutional addre Available Available
Inboundcitations dat Available Available
Publication la up to 5 years, sometimes m None
Most active institutior Industry University
Data source (for this study) United States(,)%acteent & Tradem: Scopus® by Elsevier
Selection criterion Y02E/50(C00_pera.tiv “photovoltaic cell

Patent Classification) (keyword search of abstracts)
Documents selected (this stu 5,52¢ 5,27(

Table 1: Patent grants and scientific publication data usede study
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For this study, bibliometric data is obtained frpatent grants from the United States Patent &
Trademark Office (USPTO) and scientific publicas@are downloaded from ti&opus®database,
which is maintained by Elsevier, an academic ptblisThe USPTO data was accessed through its
websité on 17 July 2015 using automated means. Elsevieahapplication programming interface
(API) for automated access to §sopuglatabase. All data processing, as well as all inestenation

is carried out using R (R Core Team, 2015), usuegtr(Wickham, 2015) to download to bulk data and
communicate with th&copusAPIl and RMySQL (Ooms, James, DebRoy, Wickham, &ndg 2015)

to communicate with and populate a MySQL databas@tiographic data. All R scripts in this study
are available for downlo&d

An overview of the number of patent grants andrdifie publications during the 1975-2014 period is
given in figure 2. This clearly shows the rapidrgase in innovation output during the 2000-2009
period, which is being studied. Note that the “@dexlin patent grants is due to their publicationd-
lag: many patent applications filed after 2009sdik pending. Next, one of the challenges of this
research is the delineation of both the sectohftelogical) and cluster domains.

Documents by Type (1975-2014)

Documents

ear

Document types: Scientific publications Patent grants

Figure 2: Documents in data set, by type

Sector Identification

For the delineation of the sector (technology) dioma rely on the new YO2E cooperative patent
classification (CPC) from the USPTO and the Eurogeatent Office (EPO) which contains renewable
energy technologies, including a subcategory fat@oltaics (YO2E/50). For scientific publications

Available at: http://patft.uspto.gov/netahtml/PTO/search—adv.htm
Available at: http://stek.in/papers/tha2015bj.zip
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we are not aware of such a classification, ane&koan a keyword search of journal paper abstracts
which contain the phrases “photovoltaic cell”. ibn of the word “cell” is important to distinghis
from papers about astronomy, which are not direeligted to the knowledge base of the industry.

Cluster identification

“Clusters are geographic concentrations of indestrelated by knowledge, skills, inputs, demand,
and/or other linkages” (Delgado, Porter, & Stef®l4£). Given the bibliometric data in this study and
focus on innovation performance, which is just oluster activity, a cluster identification stratetipat
focuses on innovation output concentration is used.

Patents and scientific publications contain (pBréddresses of the affiliated institutions (inchgl
assignees) and addresses of inventors. These sdsliezn be assigned coordinates using commercial
mapping applications, such as the Bing Maps APIclwvis used for the initial screening, and the
website findlatitutdeandlongitude.com for the seteareening in case of irregularities. This appnoac
is not original and has been used previously, aljhovith a smaller dataset (Leydesdorff & Alkemade,
2014; Leydesdorff & Persson, 2010). As these mapapplications and the bibliographic data are not
perfect, some semi-manual corrections need to leenidese include removing or re-searching
addresses that only yield country coordinates (anbeptable for small countries and territorieshsuc
as Singapore, Bermuda, Hong Kong or Luxembourg),dealing with clearly erroneous and
frequently occurring classifications, such as “Yo&ama, Japan”, where the Yokohama in Aomori
prefecture (a town with less than 5,000 inhabifaistérequently identified instead of Yokohama in
Kanagawa prefecture (a city with 3.7 million inhabits). In total 97% of addresses are identifiedgis
the Bing Maps API. But in actual use the accuradyigher because more documents carry addresses
of large cities, which have a higher chance of perrectly identified than, say, a small village.

The conversion of addresses into coordinates altbe/¢ocations of document authors to be plotted on
a map. Based on a plot of these document-authostecs are identified by using the standard “heat
map” algorithm, formally known as kernel densityimation (Parzen, 1962; Rosenblatt, 1956). In this
study a quartic (biweight) kernel shape is usedaanell size of approximately 36 knOne concern of
any clustering methodology is robustness and thexefie identify two sets of clusters. The first aet
“cities” and are identified by making a heat maphva radius of 50 km and a density threshold of 7.5
document authors per cell. This yields 129 clustédrich produced both scientific publications and
patent grants during the study period. These 128&els hold 93% of all document-authors. The
second set of clusters are “regions” and are ifledtusing the same process, but with a radiu€6f 1
km and density threshold of 15. Using this meth®dl@sters are identified which hold 92% of all
document-authors. We consider both the “city” arejfonal” cluster sets, to allow for comparisons.

Indicator development

Finally, we discuss the indicators, which are sumized in table 2. The innovation indicators are
largely based on previous studies. Patent cla@h§(and patent citation®CT), along with the
number of countries in which a patent has beenegpdr (‘family size') have been used as indicator
of patent quality and are therefore preferableramsedge output indicators than simple patent count
(Lanjouw & Schankerman, 2004). The number of redeas RES has been used as a knowledge
input indicator in various studies, while acadepaper citation countACT) are widely used in
various university rankinggso measure the quality and impact of scientifitpot:

Examples include: QS University Rankings (UK), Times Higher Education University Rankings (UK),
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Indicator

RES

ACT

PCT

CLM

NETe

NETo

NETge

NE T

NETzr

Description and measuremer “City clusters” (n = 129

Unique researchers listed
patent applications

Scientific publication citatior

Patent citations derived fro

USPTO full patent grant web

application

Patent claims derived fro
patent grant documents

Interpersonal innovatio
network derived from the
bidirectional co-invention
network as extracted from
patent grants

Interorganizationl innovation

network derived from the
bidirectional co-assignment
network as extracted from
patent grants

Researh networkderived from
the bidirectional co-affiliation

network as extracted from
scientific publications

Triple Helix networkderived
from the directional
university/government>

industry network as extracted

from patent grants

minimum =
median = 8

mean = 50.54
maximum = 1,119

minimum = (
median = 191
mean = 1,086
maximum = 25,892

minimum = (
median = 49
mean = 923
maximum = 29,364

minimum = .
median = 240
mean = 1,564
maximum = 33,904

vertices = 7
edges = 294 (w) 147 (n)
density = 0.10 (w) 0.05 (n)

vertices = 1
edges = 20 (w) 15 (n)
density = 0.12 (w) 0.09 (n)

vertices =7
edges = 108 (w) 82(n)
density = 0.04 (w) 0.03 (n)

vertices = 1
edges =13 (w) 11 (n)
density = 0.05 (w) 0.04 (n)

The branch network is deriv¢ vertices = 8
from the directional inventor» edges = 536 (w) 197 (n)
assignee network as extracteddensity = 0.07 (w) 0.03 (n)

from patent grants

\

“Regional cluster? (n = 69

1

20
96.74
1,854

0

422
1921
26,938

0

130
1,756
57,830

3

680
3'045
37,612

vertices = 4
edges = 261 (w) 106 (n)
density = 0.24 (w) 0.10 (n)

vertices = 2
edges =22 (w) 17 (n)
density = 0.12 (w) 0.09 (n)

vertices = 4
edges = 88 (w) 66 (n)
density = 0.09 (w) 0.07 (n)

vertices =1
edges = 16 (w) 13 (n)
density = 0.06 (w) 0.05 (n)

vertices =5
edges =484 (w) 152 (n)
density = 0.18 (w) 0.06 (n)

Table 2: Model indicators and statistical summaries, w igived network, n = non-weighted network

CWTS Leiden Ranking (Netherlands) and the Academic Ranking of World Universities (China).
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Further, network indicators are derived for thefietworks that are analyzed in this study (inter-
personal, inter-organizational, research, TripléxdEnd branches), in both weighted and non-weighte
form. Degree, closeness, betweenness and eigenvedtiality are calculated; for directed networks
in-degree, out-degree, in-closeness and out-clgsasentralities are also considered (Wasserman &
Faust, 1994). All network indicators are calculatsthg the igraph package in R (Csardi & Nepusz,
2006).

A pairwise correlation analysis is conducted betwaéindicators which is provided in table 7 ireth
appendix. The main findings based on this cormaesinalysis and the statistical summary in table 2,
are as follows:

1. Weighted and non-weighted network indicators tendave a strong positive correlation, so the
use of separate indicators is not necessary (irethaining paper non-weighted network
indicators are used).

2. The inter-organizationaNET,p) and Triple Helix NETry) networks are too small, and so
cannot be used for any generalizations. They a&metbre excluded from further analysis.

3. 42 city clusters and 32 regional clusters are glattie three remaining large networkéTp,
NETre andNETgg) and also have a complete nonzero set of innavatijput and output
indicators. The correlation between the above theserorks' centrality indicators also varies.
There is especially significant variation in coat&n between closeness centrality and degree
centrality (including in/out-degree and in/out-&agss centralities). Other centrality indicators
such as betweenness and eigenvector centralityodmel positively correlated to degree
centrality.

Model estimation strategy

The model estimation is attempted using a multilezgression analysis (also known as mixed effect
modeling). As with other parts of the methodoldgys process is carried out in R, with the aidhsf t
Ime4 package (Bates, Machler, Bolker & Walker, 20B&cause multilevel regression analysis is
being used, a step-wise estimation is conduct&hinh new models are compared using analysis of
variance (ANOVA). Models that show a statisticalgnificant reduction in variance are subsequently
adopted as the core model. The two levels congidarthis multilevel regression analysis are the
country level and the cluster level.

5 Results and analysis
The results of the model estimation, accompaniedrnajysis, are presented here in two parts, the
model estimation results and the evaluation ohymotheses.

Model estimation results

The model estimation follows a step-wise selectimtess, which is described in more detail in table
8. The first estimation round is used to assesshen¢he model will benefit from a multi-level
regression approach instead of simple regressialysis. The results of the first round suggest that
there the model improvement of a multi-level regi@s model are negligible, both for the city and
regional cluster sets. This outcome is signifigarntself because it suggests that national faadoraot
have a strong influence on the innovation perforceanf photovoltaic clusters. However the analysis
nevertheless continues with multi-level regressiecause of the sound theoretical reasons for
including national factors in the model.
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In the next estimation round 10 knowledge netwadkidators are tested, along with the agglomeration
effect, where the number of researchers in thaelRES serves as the indicator. The knowledge
network indicators selected are degree and closarggdrality for the three largest networks (inter-
personal, branch and research). This selectioragerbased on the earlier pair-wise correlation
analysis (see table 7 in the appendix). Based e@stttistical significance of the second-round
indicators, combinations of indicators are testethée third round. Using ANOVA analysis a “winning”
model is then chosen.

For the city cluster set, the ANOVA analysis of thid round reveals three “winning” models (MC3.1,
MC3.5 and MC3.7). The same situation occurs forrdggonal cluster set, also with three “winning”
models (MR3.3, MR3.5 and MR3.7). Of these models3ViGnd MR3.7 incorporate all three
knowledge networks and both degree centrality doskoess centrality indicators, while the others
include only one (inter-personal network) or twes@archer and branch) knowledge networks.

To further explore this outcome, a fourth estinratiound is undertaken by which the “winning”
models of the third round are compared to a madelhich only direct network effects are included
(degree centrality), a model in which only secogdatwork effects are included (closeness cenyjalit
and a model where the degree centrality and cleserentrality are inverses compared to the third-
round models. The fourth round ANOVA analysis isdnclusive for the city cluster set, with the model
incorporating only direct network effects (MC4.2@comparing favorably. For the regional cluster
set the ANOVA vyields a clear “winner”, which is mredldMR4.2, which like MC4.2 only incorporates
direct network effects. To better understand tekigy@ation outcome, the four “best models” for tlig c
and the regional cluster sets respectively arespted in table 3. If among these a “general modad
to be chosen it should be MC4.2/MR4.2, which h&eeltest fit for both the city and the regional
cluster sets.

MC3.17 MC3.5" MC3.77 MC4.2»
Indicator« Coefficient: Indicators Coefficient: Indicators Coefficient: Indicator: Coefficient:
intercep 6.97 intercep 8.3¢ intercep 7.21 intercep 9.3(
RES 0.127 RES 0.123 RES 0.128 RES 0.126
IP-DEG -0.529 IP-DEG -0.683 IP-DEG -0.975 IP-DEG -0.870
BR-ICLS 3,267 BR-IDEG 0.596
RE-CLS -1,958 RE-CLS -972 RE-DEG -1.430
MR3.3 MR3.5 MR3.7 MR4.2"
Indicators Coefficient: Indicators Coefficient: Indicators Coefficient: Indicator: Coefficient:
intercep 9.9¢ intercep 15.2 intercep 16.C intercep 8.2¢
RES 0.0841 RES 0.0858 RES 0.0825RES 0.0607
IP-CLS -681 IP-CLS -881 IP-DEG 0.487
BR-ICLS 278 BR-IDEG 0.236
RE-DEG -2.31 RE-DEG -2.10 RE-DEG -1.84 RE-DEG -1.97

Acronyms: degree centrality (DEG), closeness cbipt&LS), in-degree centrality (IDEG).
N marks model(s) of best fit.
Table 3: Selected estimation results
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Although similar in many ways, the models alsoatiih terms of the factors included and, in some
cases, the signs and value of the estimated ceeffec Models MC3.1, MC3.5 and MC3.7 incorporate
the degree centrality of the inter-personal netvaorét the closeness centrality of the research mktwo
But for MR 3.3, MR3.5 and MR3.7 the opposite ietrthe closeness centrality of the inter-personal
network and the degree centrality of the reseaetWwark are incorporated. Since degree centrality
accounts for direct (first-order) network effectalaloseness centrality for indirect (second-order)
network effects, this change depending on the métaeale is notable. However it should not be over-
interpreted given that simpler models that onlyude direct network effects (MC4.2 and MR4.2) also
have a strong fit.

The signs and values of the coefficients are brosidhilar across the MC- and MR3-series models in
table 3. This provides a degree of validation ahéoinfluence of the different network indicators
innovation performance. However for MR4.2 the afthe inter-personal degree centrality (IP-DEG)
coefficient changes. Focusing on the interpretatiotie estimated coefficients, it is clear thatrwh
in-degree centrality (BR-IDEG) has a positive effec cluster innovation performance. Thus the
hosting of headquarters raises cluster innovat@fopmance, which is not surprising given the
existing literature. Although the absence of braogtidegree centrality in the model suggests that
there is no evidence to suggest that the brantieesselves also support cluster innovation
performance.

Furthermore, the presence of negative coefficitmtgter-personal network centrality and research
network centrality indicators may seem surprisiegduse there is significant theoretical evidence to
support the benefits of relational proximity. Hoveewboth factors can perhaps be better understood
when considering the fact that there is a congigtesitive relationship between cluster scale €nmmis
of the number of researchers) and innovation perdoice, and when viewing the structures of the
respective networks. It is also important to nbg smaller clusters tend to have a higher degree
centrality relative to their size. The correlatiogtween sizeRES and inter-personal network degree
centralityper researchers -0.428 and for research network degree cetyiadir researchethe
correlation is -0.368 in the city cluster set.

Starting with the network structure, the inter-pa@ knowledge network (see figure 3) at the “city
scale” (50 km radius) has several “main” clusteith \greater network centrality, which are surrowhde
by smaller “satellite” clusters with low networkraeality, which are typically only connected to the
main cluster. The smaller satellite clusters mgyede on the main clusters for innovation inputs, or
may be “suppliers” of innovation inputs to the meluaster, and therefore the negative sign of the
network indicators can be interpreted as a respnsmall scale, i.e. “in small clusters therefaxger
researchers, innovation performance is lower, aimviedge networking with other clusters plays a
more important role”. However on the “regional €400 km radius, see figure 3 again), the satelli
clusters appear to have been absorbed by the maters, and in this case the presence of a strong
inter-personal knowledge network (see MR4l@¢sappear to supports innovation performance, and
thus supports the relational proximity thesis.
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Figure 3: Inter-personal knowledge network for city clust@eft) and regional clusters (right)

The network structure of the city cluster set haéeresting core-periphery structure with nationa
sub-networks, which is also observed in the unitsergeblinks network identified by Barnett et al.
(2014). In terms of structure, the city clusteralsb has commonalities with the global scientific
collaboration network (Leydesdorff, Wagner, & AdarB813), in which there is also a core-periphery
structure. However the regional cluster set lackh s core-periphery division, its network is irgte
more distributed with most clusters connected toentivan one other clusters. This suggests that the
regional cluster scale of 100 km fails to captuzagheral clusters and that, provided sufficiertada
available, a smaller spatial scale adds valueda@tialysis, also within countries.

Referring once more to the agglomeration effeas, worthwhile to note that all estimated modelgeha
logarithmic qualities, which appears to accountdoimportant part of their improvement of fit
compared to the baseline knowledge production fangtvithout agglomeration and network
indicators), see figure 4.

Basic model plot (city clusters) MC4.2 plot MR4.2 plot
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Figure 4: Model plots of basic model (left), MC4.2 (centand MR4.2 (right)
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The logarithmic pattern suggests that, althoughtelusize raises innovation performance, its effect
start to diminish as a cluster grows beyond a tesiae. The reasons for such an “excess
agglomeration penalty” are not immediately cleanfrthe dataset, but it is not an uncommon situation
in urban economics witnessing increasing land praoed wages, as dimensions of limited accesyibilit
and congestion (Richardson, 1995; Tabuchi, 1998 1& Wallet, 2014).

Evaluation of hypotheses

The results described above provide sufficient gdoto evaluate the hypotheses formulated in section
3. Although not all knowledge networks were evaddaithe inter-organizational and branch networks
were too small), all hypotheses find some degremipport in the results, as summarized in table 4.

Hypothesis  Content Evaluation

H1 Agglomeration effect Accept

H2a & H2b Degree centrality (first-degree effect) Accept H2a, reject H2b

H3a & H3b Closeness centrality (second-degree effed&gcept H3a with caution for research and
branch networks, accept H3b

Table 4: Evaluation of hypotheses

While the agglomeration effect is clearly suppotgdhe results (H1 accepted), the logarithmic
relationship between innovation inputs and inn@ratutputs suggests that for very large clustegs th
increasing benefits of agglomeration may not alwsgeut-weighed by rising costs. There is clear
evidence of direct (first-degree) network effeatsoas all knowledge networks, supporting the conhcep
of relational proximity (H2a is accepted, H2b régel). The results also show some evidence that
second-degree network effects may play a roles #eei case with closeness centrality in research,
inter-personal and branch networks in some of thdeis (H3a accepted with caution), but it is not
included in all models, and a second-degree netefiekct-only model has not been accepted based on
ANOVA (H3b also accepted)n the next section the significance of these figdiare further

discussed.

6 Discussion and conclusion

The purpose of this paper is to present a quangtassessment of the influence of global knowledge
networks on the innovation performance of industugters in the photovoltaics sector. This study ha
provided a number of insights which will be higthnigd here, including: which factors are and are not
significant to cluster innovation performance awoavithis relates to the existing theory. This is
followed by a discussion of the practical implicais of the results for cluster managers, the limons

of the study and the conclusion.

The results suggest that the spatial scale ofsieriuthe network type and the network structure al
influence innovation performance in subtly differarays. If clusters are identified on a smalledlsca
then the agglomeration effect appears to be stroagd the influence of inter-personal and resesrch
networks tends to be negative. However, on a lagale the agglomeration effect is weaker and the
influence of relational proximity (network indica) is mixed.

The mixed or negative outcomes of network indicatoe difficult to understand unless one considers

the possibility of a power imbalance (or a “berseifihbalance”) between the partners. In the casieeof
inbound branch network, having high network in-@éegcentrality is clearly beneficial to a cluster. A
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high in-degree centrality signifies the presenched#dquarters within the cluster. The benefits of
headquarters are many, including having accessdwliedge in other clusters through “knowledge
pipelines” (Bathelt et al., 2004; Castellani ef 2013; Gertler, 2003). The cluster may also bénefi
from closer interaction with top decision-makersijefn can improve innovation performance by better
allocating resources to the most promising areass#arch, an effect that has previously been noted
large cities (Sassen, 2002).

Having noted previously the negative correlatiotwaen cluster size and network degree centrality
per researcherit is likely that participants in a research piadjfrom a smaller cluster are frequently
invited to participate in research, but are not pathe core group of researchers driving an iration
process. If they were part of the core group, itilkdonake more sense for them to relocate to the mai
cluster. Therefore, while they contribute to a aesk project that is mainly taking place in a core
cluster, the overall benefits, tangible and inthafegiof such research, accrue unequally to themmeno
cluster. At a larger scale this “small cluster effeseems to dissipate as smaller clusters areresitbit
detected or incorporated into a larger cluster.dddor the regional cluster set, inter-personalvoek
degree centrality contributes positively to clusterovation performance, as is evident from model
MR4.2. This positive contribution fits within thedader theoretical framework of relational proxiynit

In addition to the above it is noteworthy that deeintry-level tend not to influence cluster innowat
performance even though the data set includesectust advanced economies such as the United
States and a major emerging economy, China. Thehmae@rcept (which is how the country-level is
incorporated into the models) are all very clostheomean. For example, in the MR4.2 model, the
mean is 8.29, with China scoring 8.39 and the Wdn8&tes 8.82. So while China may have fewer
clusters than the United States, the innovatiofopaance of these clusters is at a similar level.
Admittedly this conclusion is partly influenced the data sources, which are international. Poorer
quality research and researchers from China maplgifail to appear in the data set. Yet the lack of
variation between countries in the model suggéstisdiuster factors such as network centrality
influence a cluster's development more strongly the national innovation system.

The study provides a number of practical insightscfuster managers. First is the trend of clear
benefits of having headquarters (i.e. commerciatrod) located inside clusters. While this does not
confirm the presence of a “reverse knowledge flinofn branches to headquarters, the benefits of
hosting a headquarters are clearly shown, whileethee no significant benefits of hosting the
branches. Furthermore, there is close correlatatwden the network indicators of weighted and non-
weighted knowledge networks. This suggests thatessful research collaborations (which result in
the granting of a patent or scientific publicatiéend to occur repeatedly with partners from thaesa
cluster. So although there are certainly benefitsithaving many weak links (Granovetter, 1973),
clusters tend to sustain only a limited numberedglinter-cluster relationships, with small cluster
sustaining relationships with just one or two ottlesters.

And finally, the results suggest that there isrargy and positive agglomeration effect. This sutges
that a city or region's economic policy should bmewhat focused, instead of making small
investments in many different sectors. But ther lisnit to the agglomeration effect, beyond around
500 researchers (in the bibliometric sense, anch@odssarily equivalent to “real-life” researchgetisg
agglomeration effect dissipates. Naturally the &disyurely from the perspective of innovation
performance; the economic performance and growthusters often does not depend on innovation
performance alone.
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Although this study shows that a bibliometric modkindustry clusters and knowledge networks is
feasible, and holds great promise for use in athaties in which bibliometrics is one or the only
consistent source of data, the study also showkntiitations of this methodology. First of all some
knowledge networks, such as the inter-organizakiand Triple Helix networks, only appear in very
large clusters and so there is a limitation ingtugly of smaller clusters. Second, this study Im#g o
addressed the photovoltaics cluster which weretifiiesh at two different geographic scales. Although
a simple and transparent method for cluster ideatibn, the use of bibliometrics means that onig o
dimension of the sector and one dimension of intiorgarticularly the close relation to invention
activity, are measured (Carlino and Kerr, 2014is therefore likely that the method is “blind” to
clusters which may have significance in terms adpiction or production-related R&D but not in
terms of more general R&D that is eventually pui#s as patents or peer-reviewed scientific
publications. Since only photovoltaics was explocitferent sectors may display significantly
different agglomeration and network effects.

In conclusion, this study has shown that the intiomeoutput of the photovoltaics sector has been
growing rapidly during the past decades and thatqioltaics research is concentrated in less tifan 5
clusters that are distributed around the world, thiadl these clusters are connected through multiple
non-identical knowledge networks. A quantitativedaloof innovation performance based on
bibliometric data (patent grants and scientific |pr#tions) suggests that both agglomeration and
relational proximity affect cluster innovation panfnance. Relational proximity is found in different
types of knowledge networks (inter-personal, regedsranch), and incorporating multiple knowledge
networks into the model allows for the developmard more precise model.
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Appendix

Cluste

101-US
102-US
116-US
117-US
128-US
131-US
135-JP
141-US
155-KR
159-US
160-JP
165-JP
168-JP
169-US
170-JP
174-US
175-US
182-IL
187-CN
193-US
196-US
21-DE
210-TW
220-SG
226-AU
24-NL
29-GB
35-DE
38-NL
39-DE
46-DE
51-FR
55-DE
56-DE
59-US
60-CH
64-CH
70-CA
72-CA
73-FR
98-US
90-IT

“City cluster” (50 km) innovation indicators

Country (1SC-3166

US
usS
usS
us
us
usS
JP
us
KR
usS
JP
JP
JP
us
JP
(U
us
IL
CN
(U
(U
DE
T™W
SG
AU
NL
GB
DE
NL
DE
DE
FR
DE
DE
us
CH
CH
CA
CA
FR
us
IT

RES

14z
249
502
121
91
15
20
691
357
39
1,119
9
773
7
32
425
52
43
30
23
24
35
297
13
19
2

5
20
89
68
50
87
80
5
40
7
15
7

7
63
25
4

ACT

1,10¢
2,536
8,278
2,396
500
79
108
5,729
2,098
464
2,939
621
2,220
792
506
17,886
519
997
1,221
201
195
453
1,329
952
905

8
148
181
3,872
41
431
763
600
191
11,030
54
25,892
335
224
993
1,007
228

PCT

6,77¢

CLM

4,74¢

5,021 10,016
7,407 22,278

1,170
1,259
55
513

3,229
1,893
626
197

7,929 33,904

622
2,820

12,434
2,978

29,364 22,303

194
28,297
41
305
9,708
677
81
28
97
521
325
466
17
473
53
31
15
882
413
108
907
1,283
2
434
97
31
156
94
201
421
11

47
15,244
135
1,149
11,807
520
2,228
2,002
943
459
870
8,900
255
680
21
317
819
2,813
1,627
1,181
1,365
1,141
125
515
130
524
97
231
1,682
780
162
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“Regional cluster” (100 km) innovation indicators

Cluste

14-FR
15-DE
16-DE
17-USs
22-DE
24-US
27-CA
34-IT
35-US
38-US
41-US
43-US
47-US
48-JP
51-US
54-KR
58-US
60-JP
62-JP
63-US
64-JP
66-US
67-US
7-DE
70-1L
74-CN
78-US
8-GB
80-US
87-TW
9-DE
94-SG
95-AU

Country (1SC-3166

FR
DE
DE
usS
DE
us
CA
IT
usS
us
usS
usS
us
JP
usS
KR
us
JP
JP
us
JP
usS
us
DE
IL
CN
us
GB
usS
T™W
DE
SG
AU

RES

93
114
342

41

87

45

21

4

26
195

73
121
934

20
716
363

46

15

1,854

10

42
428

53

71

44

32

23

85

26
299

21

13

19

Table 5: Cluster innovation indicators

ACT PCT CLM
765 94z 1,48(
600 1,441 2,054

7,943 2,720 10,013
11,030 438 516
26,938 382 2,574

591 854 948
335 230 627
274 11 162
1,007 421 783
1,108 6,898 8,527
238 1,800 1,727

2,397 1,170 3,229

11,396 14,548 36,479
108 513 197

5,808 8,296 34,865

2,098 723 12,561

1,225 2,903 3,055

621 207 70
5,159 57,83037,612
792 93 217
518 330 1,210
17,886 9,817 11,852
1,107 706 521
599 477 2,232
1,092 81 2,284
1,221 28 2,044
201 97 943
4,138 504 2,720
195 580 539
1,336 466 8,938
181 15 831
952 17 255
929 473 680
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Cluster

101-US
102-USs
116-US
117-US
128-US
131-USs
135-JP
141-US
155-KR
159-US
160-JP
165-JP
168-JP
169-US
170-JP
174-US
175-US
182-IL
187-CN
193-US
196-US
21-DE
210-TW
220-SG
226-AU
24-NL
29-GB
35-DE
38-NL
39-DE
46-DE
51-FR
55-DE
56-DE
59-US
60-CH
64-CH
70-CA
72-CA
73-FR
98-US
99-IT

BR-
DEG

8
15
38

9
12

3

4
33

6

2
15

N =
ONRFRPRFRPENDMODONDEBREADIDNOWON

BR-

BR-

“City cluster” (50 km) network indicators*
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NN B

[y

[y

NFPFPPPNRPPPOWOOBRNRFRPRPORPRPRAOWNRFRPWENEPRANORPRWOONNODM

0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.03%
0.02%
0.01%
0.02%
0.02%
0.02%
0.01%
0.02%
0.02%
0.03%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.02%
0.03%
0.02%
0.03%
0.02%
0.02%
0.03%

BR- BR- BR- BR-

ICLS OCLS BTW EVC

0.11% 0.02% 87 38.0%
0.11% 0.02% 389 54.3%
0.12% 0.02% 1,282 100%
0.11% 0.02% 307 30.3%
0.11% 0.02% 227 43.8%
0.10% 0.02% 0 15.2%
0.10% 0.02% 0 13.5%
0.11% 0.02% 1,088 82.6%
0.10% 0.02% 61 19.7%
0.11% 0.02% 0 13.1%
0.11% 0.02% 446 44.1%
0.01% 0.02% 0 6.8%
0.11% 0.02% 298 35.2%
0.11% 0.02% 129 11.3%
0.01% 0.02% 0 6.8%
0.11% 0.02% 886 78.4%
0.10% 0.02% 116 16.4%
0.11% 0.02% 41 17.7%
0.01% 0.03% 0 8.6%
0.10% 0.02% 47 21.7%
0.12% 0.01% 0 13.1%
0.10% 0.02% 8 26.0%
0.10% 0.02% 118 11.3%
0.10% 0.02% 0 14.1%
0.01% 0.01% 0 0.7%
0.01% 0.02% 0 2.3%
0.01% 0.02% 0 3.0%
0.01% 0.03% 0 12.1%
0.11% 0.02% 51 27.4%
0.11% 0.02% 226 40.4%
0.11% 0.02% 273 46.8%
0.11% 0.02% 352 41.5%
0.11% 0.02% 143 42.0%
0.01% 0.02% 0 3.6%
0.11% 0.02% 2 12.3%
0.01% 0.02% 0 4.0%
0.01% 0.03% 43 15.7%
0.01% 0.02% 0 2.6%
0.01% 0.03% 0 7.0%
0.01% 0.02% 0 3.5%
0.11% 0.02% 89 35.2%
0.01% 0.03% 0 13.7%

IP-
DEG

e

N
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PRRPRPPRROWUNO~NONRNRPRPRNRPARUREANONNOWORAONWARNO®O

IP- IP- IP-
CLS BTwW EVC
0.22% 120 41.0%
0.21% 193 34.4%
0.23% 567 100%
0.22% 326 67.2%
0.20% 12 21.0%
0.20% 8 20.7%
0.20% 0 12.2%
0.23% 721 86.8%
0.20% 139 12.6%
0.18% 0 3.0%
0.22% 610 57.4%
0.20% 70 12.4%
0.21% 242 39.8%
0.19% 0 11.0%
0.20% 0 12.2%
0.23% 496 74.3%
0.18% 0 3.6%
0.20% 15 24.4%
0.02% 0 0.0%
0.20% 151 25.4%
0.20% 0 12.5%
0.21% 18 27.7%
0.20% 0 10.9%
0.20% 0 20.2%
0.02% 0 0.0%
0.18% 0 6.7%
0.18% 0 5.0%
0.18% 4 6.1%
0.21% 224 53.1%
0.21% 161 59.9%
0.21% 99 43.8%
0.21% 181 36.6%
0.21% 6 40.7%
0.18% 4  4.9%
0.21% 62 42.5%
0.20% 9 20.2%
0.21% 74 27.6%
0.19% 0 8.4%
0.20% 0 10.9%
0.18% 0 4.6%
0.20% 0 10.9%
0.19% 0 9.3%
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0.08%
0.08%
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0.08%
0.08%
0.08%
0.08%
0.08%
0.08%
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0.09%
0.08%
0.02%
0.02%
0.09%
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0.08%
0.09%
0.08%
0.09%
0.08%
0.08%
0.08%
0.08%
0.08%

RE- RE-
BTW EVC

69 15.4%
0 0.0%
440 76.7%
32 16.9%
0 18.8%

0 0.0%

0 6.4%
356 59.6%
81 43.8%
0 0.0%
524 58.8%
0 14.4%
315 59.2%
33 19.2%
58 15.4%
257 69.5%
0 24.5%

0 0.0%
151 64.2%
8.9%
18.8%
0.9%
18.4%
10.2%
1.7%
7.4%
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49.7%
3.8%
0.0%
0.0%
30.1%
0.0%
1.7%
171 30.5%
0 1.7%
487 50.1%
18 24.2%
0 5.4%
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0 1.7%
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“Regional cluster” (100 km) network indicators*

BR- BR- BR- BR- BR- BR- BR- BR- IP- IP- IP- IP- RE- RE- RE- RE-

Cluster pec  pEc ODEG CLS ICLS OCLS BTW EVC DEG CLS BTW EVC DEG CLS BTW EVC

14-FR 11 6 5 0.09% 0.44% 0.09% 127.4 35.3% 5 0.96% 479 29.9% 3 046% 41.0 36.0%
15-DE 11 5 6 0.09% 0.44% 0.09% 22.2 44.3% 3 0.92% 0.0 23.6% 1 0.05% 0.0 0.0%
16-DE 18 9 9 0.09% 0.45% 0.09% 128.7 59.0% 13 1.15% 66.9 68.0% 6 052% 96.6 60.3%
17-US 3 2 1 0.09% 0.41% 0.09% 1.7 9.7% 5 1.00% 125 36.8% 3 048% 49.7 37.2%
22-DE 4 0 4 0.10% 0.04% 0.10% 0.0 20.8% 7 1.01% 16.8 41.3% 5 051% 519 68.3%
24-US 3 2 1 0.09% 0.43% 0.09% 1.0 10.3% 2 0.79% 0.0 10.8% 1 0.44% 0.0 14.2%
27-CA 2 0 2 0.10% 0.04% 0.10% 0.0 10.2% 2 0.88% 0.0 17.8% 1 0.44% 0.0 14.2%
34-IT 2 0 2 0.10% 0.04% 0.10% 0.0 10.2% 1 0.79% 0.0 7.5% 2 0.44% 0.0 17.2%
35-US 9 7 2 0.09% 0.46% 0.09% 76.2 35.8% 2 0.93% 0.0 21.0% 1 0.38% 0.0 55%
38-US 13 8 5 0.09% 0.46% 0.09% 79.8 50.8% 10 1.12% 51.8 59.0% 3 042% 42.0 12.9%
41-US 7 3 4 0.09% 0.41% 0.09% 18.4 26.9% 5 0.98% 7.5 31.0% 1 0.46% 0.0 20.5%
43-US 9 6 3 0.09% 0.46% 0.09% 148.6 32.2% 10 1.12% 32.2 60.9% 3 041% 249 9.8%
47-US 42 26 16 0.09% 0.53% 0.09% 793.4 100% 24 1.41% 3149 100% 8 0.54% 228.6 69.0%
48-JP 2 1 1 0.09% 0.38% 0.09% 00 7.1% 1 0.78% 0.0 7.0% 1 0.38% 0.0 4.4%
51-US 30 17 13 0.09% 0.49% 0.09% 452.1 73.8% 21 1.37% 294.7 89.7% 6 0.52% 111.6 52.2%
54-KR 5 2 3 0.09% 0.37% 0.09% 1.4 21.5% 2 079% 450 7.1% 5 048% 77.4 34.1%
58-US 2 1 1 0.09% 0.42% 0.09% 0.0 15.5% 1 0.67% 0.0 2.7% 1 043% 0.0 12.4%
60-JP 2 0 2 0.10% 0.04% 0.10% 0.0 3.8% 1 0.78% 0.0 7.0% 1 0.46% 0.0 20.5%
62-JP 15 10 5 0.09% 0.46% 0.09% 249.5 45.7% 13 1.20% 2344 63.6% 10 0.56% 280.4 100%
63-US 3 2 1 0.09% 0.44% 0.09% 94.3 10.4% 2 0.87% 0.0 16.7% 2 041% 214 10.6%
64-JP 2 1 1 0.09% 0.04% 0.09% 0.0 3.8% 1 0.78% 0.0 7.0% 1 0.46% 0.0 20.5%
66-US 22 11 11 0.09% 0.49% 0.09% 357.2 57.6% 16 1.22% 2135 68.2% 6 049% 84.7 47.7%
67-US 4 1 3 0.09% 0.38% 0.09% 56.9 18.2% 1 0.68% 0.0 3.2% 2 0.45% 0.0 26.0%
7-DE 8 4 4 0.09% 0.43% 0.09% 27.0 37.5% 8 1.08% 1049 45.2% 2 047% 2.9 25.6%
70-IL 4 3 1 0.09% 0.44% 0.09% 32.0 17.5% 4 0.98% 9.8 29.7% 1 0.05% 0.0 0.0%
74-CN 3 1 2 0.10% 0.04% 0.10% 75 8.4% 1 0.55% 0.0 0.6% 5 052% 619 64.7%
78-US 3 1 2 0.09% 0.32% 0.09% 0.0 14.9% 4 0.99% 45.0 28.9% 2 0.36% 15 4.2%
8-GB 4 0 4 0.10% 0.04% 0.10% 0.0 19.6% 5 1.01% 6.6 33.3% 6 0.53% 126.6 66.6%
80-US 4 3 1 0.09% 0.41% 0.09% 0.4 17.7% 2 0.88% 0.0 17.6% 1 0.44% 0.0 14.2%
87-TW 5 4 1 0.09% 0.43% 0.09% 80.0 12.9% 1 0.85% 0.0 9.9% 2 0.43% 9.2 12.7%
9-DE 3 0 3 0.10% 0.04% 0.10% 0.0 15.7% 3 0.78% 0.0 17.1% 4 048% 60.5 36.1%
94-SG 2 1 1 0.09% 0.39% 0.09% 0.0 11.4% 2 0.89% 0.0 17.5% 1 0.43% 0.0 11.1%
95-AU 3 1 2 0.10% 0.04% 0.10% 05 4.2% 2 074% 450 5.1% 2 0.44% 0.0 17.2%

Network centrality acronyms: degree (DEG), in-degi®EG), out-degree (ODEG), closeness (CLS), asehess (ICLS),
out-closeness (OCLS), betweenness (BTW), eigenv€EdC) for branch (BR), inter-personal (IP) andearch (RE)
networks.

Table 6: Cluster knowledge network indicators
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“City cluster” set (50 km)

RES ACT PCT CWM™ BR-DEG  BR-IDEG BR-ODEG BR-CLS BR-ICLS BR-OSL BR-BTW
RES 1.000 0.238 0.902 0.902 0.686 0.676 0.637 0.075 0391 7500 0.676
ACT 0.238 1.000 0.171 0.276 0.343 0.314 0.361 0.084 0.062 840.0 0.396
PCT 0.902 0.171 1.000 0.682 0.501 0.513 0.432 0.052 0.309 520.0 0.469
C™ 0.902 0.276 0.682 1.000 0.818 0.784 0.797 0.082 0.385 820.0 0.828
BR-DEG 0.686 0.343 0.501 0.818 1.000 0.979 0.938 0.096 0.540 0.096 0.968
BR-IDEG 0.676 0.314 0.513 0.784 0.979 1.000 0.849 0.025 .56 0.025 0.940
BR-ODEG 0.637 0.361 0.432 0.797 0.938 0.849 1.000 0.207 70.44 0.207 0.922
BR-CLS 0.075 0.084 0.052 0.082 0.096 0.025 0.207 1.000 30.04 1.000 0.100
BR-ICLS 0.391 0.062 0.309 0.385 0.540 0.563 0.447 -0.043 0.0 -0.043 0.434
BR-OCLS 0.075 0.084 0.052 0.082 0.096 0.025 0.207 1.000 430.0 1.000 0.100
BR-BTW 0.676 0.396 0.469 0.828 0.968 0.940 0.922 0.100 0.434 0.100 1.000
BR-EVC 0.617 0.362 0.452 0.734 0.971 0.938 0.933 0.135 0.609 0.135 0.922
IP-DEG 0.718 0.390 0.565 0.781 0.894 0.839 0.902 0.152 0.512 0.152 0.875
IP-CLS 0.280 0.187 0.224 0.271 0.372 0.355 0.365 0.417 0.440 0.417 0.330
IP-BTW 0.822 0.401 0.644 0.883 0.862 0.812 0.864 0.112 0.424 0.112 0.883
IP-EVC 0.599 0.431 0.452 0.680 0.868 0.827 0.853 0.149 0.559 0.149 0.835
RE-DEG 0.801 0.513 0.697 0.774 0.697 0.692 0.637 0.105 0.197 0.105 0.736
RE-CLS 0.168 0.200 0.137 0.138 -0.006 0.014 -0.041 -0.054 1990 -0.054 0.068
RE-BTW 0.730 0.665 0.656 0.694 0.611 0.614 0.545 0.130 0.146 0.130 0.635
RE-EVC 0.632 0.528 0.526 0.639 0.551 0.548 0.502 0.120 0.087 0.120 0.605

BR-EVC  IP-DEG IP-CLS IP-BTW IP-EVC RE-DEG ~ RE-CLS RE-BTW  HRE/C

RES 0.617 0.718 0.280 0.822 0.599 0.801 0.168 0.730 0.632
ACT 0.362 0.390 0.187 0.401 0.431 0.513 0.200 0.665 0.528
PCT 0.452 0.565 0.224 0.644 0.452 0.697 0.137 0.656 0.526
CLM 0.734 0.781 0.271 0.883 0.680 0.774 0.138 0.694 0.639
BR-DEG 0.971 0.894 0.372 0.862 0.868 -0.697 0.006 0.611 10.55
BR-IDEG 0.938 0.839 0.355 0.812 0.827 0.692 0.014 0.614 80.54
BR-ODEG 0.933 0.902 0.365 0.864 0.853 -0.637 0.041 0.545 020.5
BR-CLS 0.135 0.152 0.417 0.112 0.149 -0.105 0.054 0.130 00.12
BR-ICLS 0.609 0.512 0.440 0.424 0.559 -0.197 0.194 0.146 810.0
BR-OCLS 0.135 0.152 0.417 0.112 0.149 -0.105 0.054 0.130 200.1
BR-BTW 0.922 0.875 0.330 0.883 0.835 0.736 0.068 0.635 0.605
BR-EVC 1.000 0.878 0.411 0.816 0.869 -0.630 0.079 0.548 .47
IP-DEG 0.878 1.000 0.436 0.943 0.965 -0.729 0.005 0.639 60.51
IP-CLS 0.411 0.436 1.000 0.372 0.510 -0.142 0.060 0.187 30.02
IP-BTW 0.816 0.943 0.372 1.000 0.871 0.819 0.153 0.728 0.620
IP-EVC 0.869 0.965 0.510 0.871 1.000 -0.654 0.023 0.584 .43
RE-DEG 0.630 0.729 0.142 0.819 0.654 1.000 0.363 0.903 0.873
RE-CLS -0.079 -0.005 -0.060 0.153 -0.023 0.363 1.000 0.328 .51
RE-BTW 0.548 0.639 0.187 0.728 0.584 0.903 0.328 1.000 0.833
RE-EVC 0.473 0.516 0.023 0.620 0.437 0.873 0.517 0.833 1.000

“Regional cluster” set (100 km)
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RES ACT PCT CLM BR-DEG BR-IDEG BR-ODEG BR-CLS BR-ICLS BR-OSL BR-BTW
RES 1.000 0.281 0.936 0.920 0.647 0.670 0.565 -0.070 0.360 .07G0 0.664
ACT 0.281 1.000 0.188 0.319 0.399 0.328 0.481 0.150 0.023  500.1 0.391
PCT 0.936 0.188 1.000 0.750 0.429 0.465 0.344 -0.038 0.272 .0380 0.459
CLM 0.920 0.319 0.750 1.000 0.827 0.838 0.753 -0.037 0.396 .030 0.834
BR-DEG 0.647 0.399 0.429 0.827 1.000 0.982 0.957 -0.007 00.50 -0.007 0.953
BR-IDEG 0.670 0.328 0.465 0.838 0.982 1.000 0.884 -0.116 805 -0.116 0.956
BR-ODEG 0.565 0.481 0.344 0.753 0.957 0.884 1.000 0.160 00.34 0.160 0.881
BR-CLS -0.070 0.150 -0.038 -0.037 0.007 -0.116 0.160 1.000 0.758 1.000 -0.028
BR-ICLS 0.360 0.023 0.272 0.396 0.500 0.581 0.340 -0.758 0a.0 -0.758 0.453
BR-OCLS -0.070 0.150 -0.038 -0.037 0.007 -0.116 0.160 1.000 -0.758 1.000 -0.028
BR-BTW 0.664 0.391 0.459 0.834 0.953 0.956 0.881 -0.028 .45 -0.028 1.000
BR-EVC 0.617 0.382 0.425 0.770 0.966 0.942 0.933 -0.042 .56 -0.042 0.866
IP-DEG 0.674 0.527 0.492 0.822 0.936 0.906 0.915 0.030 0.451 0.030 0.888
IP-CLS 0.599 0.469 0.452 0.696 0.808 0.804 0.757 -0.166 80.54 -0.166 0.741
IP-BTW 0.796 0.412 0.630 0.912 0.899 0.882 0.861 0.042 0.407 0.042 0.900
IP-EVC 0.622 0.517 0.466 0.741 0.872 0.854 0.839 -0.045 90.49 -0.045 0.802
RE-DEG 0.792 0.546 0.672 0.785 0.644 0.593 0.676 0.263 0.092 0.263 0.635
RE-CLS 0.318 0.311 0.265 0.330 0.209 0.171 0.253 0.295 40.21 0.295 0.262
RE-BTW 0.883 0.423 0.787 0.855 0.677 0.661 0.653 0.156 0.178 0.156 0.693
RE-EVC 0.679 0.581 0.605 0.637 0.477 0.412 0.544 0.392 40.10 0.392 0.469

BR-EVC  IP-DEG IP-CLS IP-BTW IP-EVC RE-DEG RE-CLS RE-BTW  RE/C
RES 0.617 0.674 0.599 0.796 0.622 0.792 0.318 0.883 0.679
ACT 0.382 0.527 0.469 0.412 0.517 0.546 0.311 0.423 0.581
PCT 0.425 0.492 0.452 0.630 0.466 0.672 0.265 0.787 0.605
CLM 0.770 0.822 0.696 0.912 0.741 0.785 0.330 0.855 0.637
BR-DEG 0.966 0.936 0.808 0.899 0.872 0.644 0.209 0.677 0.477
BR-IDEG 0.942 0.906 0.804 0.882 0.854 0.593 0.171 0.661 20.41
BR-ODEG 0.933 0.915 0.757 0.861 0.839 0.676 0.253 0.653 40.54
BR-CLS -0.042 0.030 -0.166 0.042 -0.045 0.263 0.295 0.156  39D.
BR-ICLS 0.563 0.451 0.548 0.407 0.499 0.092 -0.214 0.178 104.
BR-OCLS -0.042 0.030 -0.166 0.042 -0.045 0.263 0.295 0.156 .39
BR-BTW 0.866 0.888 0.741 0.900 0.802 0.635 0.262 0.693 0.469
BR-EVC 1.000 0.917 0.831 0.835 0.891 0.621 0.138 0.643 0.445
IP-DEG 0.917 1.000 0.906 0.918 0.971 0.725 0.297 0.722 0.569
IP-CLS 0.831 0.906 1.000 0.784 0.965 0.563 0.122 0.596 0.397
IP-BTW 0.835 0.918 0.784 1.000 0.831 0.736 0.335 0.763 0.587
IP-EVC 0.891 0.971 0.965 0.831 1.000 0.663 0.215 0.667 0.504
RE-DEG 0.621 0.725 0.563 0.736 0.663 1.000 0.541 0.949 0.919
RE-CLS 0.138 0.297 0.122 0.335 0.215 0.541 1.000 0.474 0.655
RE-BTW 0.643 0.722 0.596 0.763 0.667 0.949 0.474 1.000 0.866
RE-EVC 0.445 0.569 0.397 0.587 0.504 0.919 0.655 0.866 1.000

Table 7: Pair-wise correlation of innovation indicators andin network indicators

Round
C1

C2

Model and ANOVA significance levels

mcl.1 < Im(log(clm * pct) ~ log(res * act
mc1l.2 <- Imer(log(clm * pct) ~ log(res * act) +¢tj))

mc2.1 <« Imer(log(clm * pct) ~ res * log(res * act) + (1|cQ***
mc2.21 <- Imer(log(clm * pct) ~ br_deg * log(restt) + (1|cou))
mc2.22<- Imer(log(clm * pct) ~ br_ideg * log(resatt) + (1|cou))
mc2.23 <- Imer(log(clm * pct) ~ br_odeg * log(resé&t) + (1|cou))
mc2.24 <- Imer(log(clm * pct) ~ re_deg * log(resét) + (1|cou))
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C3

C4

R1

R2

R3

R4

mc2.25 « Imer(log(clm * pct) ~ ip_deg * log(res * act) +|Cbu))***
mc2.31 <- Imer(log(clm * pct) ~ br_cls * log(resatt) + (1|cou))
mc2.32 <- Imer(log(clm * pct) ~ br_icls * log(resatt) + (1|cou))***
mc2.33 <- Imer(log(clm * pct) ~ br_ocls * log(resatt) + (1|cou))
mc2.34 <- Imer(log(clm * pct) ~ re_cls * log(resatt) + (1|cou))***
mc2.35 <- Imer(log(clm * pct) ~ ip_cls * log(resatt) + (1|cou))

mc3.1 <- Imer(log(clm * pct) ~ (res + ip_deg ) * log(res &tq + (1|cou))***

mc3.2 <- Imer(log(clm * pct) ~ (res + br_icls) *d@res * act) + (1|cou))

mc3.3 <- Imer(log(clm * pct) ~ (res + re_cls) * [ogs * act) + (1|cou))

mc3.4 <- Imer(log(clm * pct) ~ (res + br_icls + ods) * log(res * act) + (1|cou))

mc3.5 <- Imer(log(clm * pct) ~ (res + ip_deg + rks)¢ log(res * act) + (1|cou))***

mc3.6 <- Imer(log(clm * pct) ~ (res + ip_deg + lmis) * log(res * act) + (1|cou))

mc3.7 <- Imer(log(clm * pct) ~ (res + ip_deg + lnisi+ res_cls) * log(res * act) + (1|cou))***
mc3.8 <- Imer(log(clm * pct) ~ (ip_deg + br_iclge-_cls) * log(res * act) + (1]|cou))

mc4.1 <« Imer(log(clm * pct) ~ (res + inp_cls + br_icls +sraleg) * log(res * act) + (1|CO)
mc4.2 <- Imer(log(clm * pct) ~ (res + inp_deg + ioleg + res_deg) * log(res * act) + (1|COU))***
mc4.3 <- Imer(log(clm * pct) ~ (res + inp_cls + lmis + res_cls) * log(res * act) + (1|COU))

mrl.1 < Im(log(clm * pct) ~ log(res * act
mrl.2 <- Imer(log(clm * pct) ~ log(res * act) + ¢bl))

mr2.1 < Imer(log(clm * pct) ~ res * log(res * act) + (1jg)***
mr2.21 <- Imer(log(clm * pct) ~ br_deg * log(resatt) + (1|cou))
mr2.22 <- Imer(log(clm * pct) ~ br_ideg * log(resatt) + (1|cou))***
mr2.23 <- Imer(log(clm * pct) ~ br_odeg * log(resét) + (1|cou))
mr2.24 <- Imer(log(clm * pct) ~ res_deg * log(resi¢t) + (1|cou))***
mr2.25 <- Imer(log(clm * pct) ~ inp_deg * log(resatt) + (1|cou))
mr2.31 <- Imer(log(clm * pct) ~ br_cls * log(resatt) + (1|cou))
mr2.32 <- Imer(log(clm * pct) ~ br_icls * log(resact) + (1|cou))***
mr2.33 <- Imer(log(clm * pct) ~ br_ocls * log(resatt) + (1|cou))
mr2.34 <- Imer(log(clm * pct) ~ res_cls * log(restt) + (1|cou))
mr2.35 <- Imer(log(clm * pct) ~ inp_cls * log(resatt) + (1|cou))***

mr3.1 < Imer(log(clm * pct) ~ (res + res_deg ) * log(resct) + (1|cou))**

mr3.2 <- Imer(log(clm * pct) ~ (res + br_icls) *d¢res * act) + (1|cou))

mr3.3 <- Imer(log(clm * pct) ~ (res + inp_cls) *dfres * act) + (1|cou))

mr3.4 <- Imer(log(clm * pct) ~ (res + br_icls + ings) * log(res * act) + (1|cou))

mr3.5 <- Imer(log(clm * pct) ~ (res + res_deg +_io[s) * log(res * act) + (1|cou))***

mr3.6 <- Imer(log(clm * pct) ~ (res + res_deg +ibls) * log(res * act) + (1|cou))

mr3.7 <- Imer(log(clm * pct) ~ (res + res_deg +ibls + inp_cls) * log(res * act) + (1|cou))***
mr3.8 <- Imer(log(clm * pct) ~ (res_deg + br_iclénp_cls) * log(res * act) + (1|cou))

mr4.1 < Imer(log(clm * pct) - (res + inp_deg + br_icls + res_cls) * log(res *ac(1|COU)
mr4.2 <- Imer(log(clm * pct) ~ (res + inp_deg + lokeg + res_deg) * log(res * act) + (1|COU))***
mr4.3 <- Imer(log(clm * pct) ~ (res + inp_cls + mmis + res_cls) * log(res * act) + (1|COU))

Model acronyms: model for city cluster set (mc),deidfor regional cluster set (mr), linear model X/multi-
level linear model (Imer), country (cou). For otlagronyms refer to table 2 and table 6. Model immtedapted
from R code. *** ANOVA ,° significance level of < 0.1%.

Table 8: Model estimation rounds
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