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The geographical dimension of innovation collaboration  
Collaboration and innovation in Norway  
Interactive learning is considered essential for innovation. The engagement of a firm with 

other firms, universities and government determines, to a large extent, its capacity to 

introduce new innovations. Firms, universities and government form ‘triple helix’ complex 

and evolving networks of interaction which significantly affect the innovative capacity of 

firms (Leydesdorff, 2000). Firms at the centre of these networks tend to be more innovative 

and dynamic than those which engage in less interaction with other actors and, therefore, 

remain relatively isolated. While it is clear that the ability of firms to introduce new products 

or processes is crucially affected by their choice of innovation partners, the geographical 

dimension of these partnerships has until fairly recently attracted relatively little attention. 

Most ‘triple helix’ approaches to innovation have generally not been concerned with space at 

all (Etzkowitz, 2003). The dominant assumption has been that the majority of interaction took 

place in close geographical proximity (Leydesdorff and Fritsch, 2006; Leydesdorff et al., 

2006) and that, hence, the geographical location of partners may not really make a difference 

for innovation. However, starting with the work of Bathelt et al. (2004), recent research on the 

sources of innovation has tended to show that the geographical location of partners 

significantly affects the probability of a firm innovating and that interaction in close 

geographical proximity may not always result in interactive learning (e.g. Gertler and Levitte, 

2005; Moodysson, 2008). In the specific case of Norway it has been found that firms which 

collaborate with a wide range of international partners are significantly more likely to 

innovate than firms which collaborate mainly with regional or national partners, or which do 

not collaborate with external partners at all (Fitjar and Rodríguez-Pose, 2011).  

Yet, the factors which drive firms to collaborate with far away agents or, by contrast, to 

predominantly interact locally are still poorly understood. Hence questions such as which 

factors affect the use by firms of partners at different geographical distances, or whether the 

use of partners in different geographical locations depends only or mainly on factors internal 

to the firm or on the regional environment remain unanswered. In this paper we examine 

which are the factors behind the geographical dimension of interactive learning. We assess to 

what extent the propensity of firms to establish collaborations at different geographical 

distances depends on three types of factors. These factors include manager-level, firm-level 

and regional-level variables. Using data from a tailor-made survey of 1604 businesses located 
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in five Norwegian city-regions, we conduct three different regression analyses that model 

firms’ use of partners located within the region, elsewhere in the country, and abroad, 

respectively.  

The results indicate that collaboration and interactive learning are affected by variables 

related to all three levels, but that these mechanisms have radically different effects on local 

compared to international collaboration. At the level of the manager, greater trust by 

managers leads to more regional and national collaboration, while open-mindedness is an 

important predictor of international cooperation. Firm-level indicators, such as the size of a 

firm, the internationalisation of its ownership and the sector it belongs to, also make a 

difference for the type of partners with whom firms engage. Finally, some regional factors, 

such as R&D expenditure, facilitate collaboration between regional actors, at the expense of 

reducing the propensity of regional firms to engage with international partners. Education, by 

contrast, has the exact opposite effect. In regions with an educated population, firms tend to 

be less inclined towards regional collaboration and to make more frequent use of international 

partners. 

Interactions and innovation 
Interactions have been at the heart of most recent studies on innovation. From the literature on 

industrial districts (Becattini, 1987), learning regions (Morgan, 1997) or regional innovation 

systems (Cooke and Morgan, 1998; Cooke, 2002) to ‘triple helix’ approaches (e.g. 

Leydesdorff, 2000), learning and innovation are seen as the result of multiple formal and 

informal relationships between firms or between firms and other innovative agents – 

fundamentally universities, research centres and government. The large majority of the studies 

looking at how different types of interactions affect innovation have either been theoretical, 

conducted in some sort of ethereal space – as is the case with many ‘triple helix’ studies (e.g. 

Etzkowitz, 2003) – or in relatively self-constrained and restricted geographical locations. 

Although it is frequently assumed that governments and other innovative actors “can act at 

national, regional, or increasingly also at international levels” (Etzkowitz and Leydesdorff, 

2000: 118), the reality has been that interactions within clusters, the city or the region have 

remained the stars in these analyses (e.g. Storper and Venables, 2004).  

The agglomeration of a large number of socioeconomic innovative agents in reduced 

geographical locations – high density – allows for frequent exchanges of knowledge and 

information and for the creation of tightly knit environments conducive to the circulation of 
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knowledge and innovation, making the innovation potential of any firm crucially dependent 

on the co-presence and ability of potential partners in the region (Glaeser, 1999; Glaeser and 

Gottlieb, 2005; Fritsch and Slavtchev, 2011). This is particularly the case for smaller firms, 

which can compensate for limited internal economies of scale through drawing on larger 

external economies of scale in industrial districts or regional innovation systems.  

The role of interactions beyond reduced geographical spaces for innovation has, by contrast 

and despite some exceptions (e.g. Bunnell and Coe 2001; Amin and Cohendet 2004), 

traditionally attracted less attention. The interest in exchanges which overcome geographical 

distance has, however, grown significantly as a result of the emergence of research examining 

different types of distances (Boschma, 2005; Torre and Rallet, 2005). In order to become 

and/or remain successful, firms increasingly resort to more complex systems of collaboration 

which more and more often stride over national borders (Godin and Gingras, 2000). In 

particular, in the case of the diffusion of innovation, the literature on ‘global pipelines’ 

(Bathelt et al, 2004; Gertler and Levitte, 2005; Bathelt, 2007) has represented a major step 

forward in overcoming the tyranny of geographical distance in innovation research. Because 

of their purpose-built nature and of the geographical distance involved in pipeline-type 

exchanges, global pipelines tend to be rarer, costlier, and lead to different types of innovations 

than face-to-face interactions conducted at close geographical quarters. Hence, they tend to be 

used more frequently by larger firms with sufficient scale to invest in their development. In 

particular, multinational enterprises often sustain such global pipelines within the same 

organisation, while also linking to external firms in the different regions where they are 

located.  

What determines different types of interactions? 
Yet, despite its importance for innovation, we still know relatively little about what 

determines the geographical dimension of the interaction between innovative agents. Which 

are the factors that push firms to collaborate with different partners at different geographical 

scales? Are the drivers behind exchanges in close geographical proximity radically different 

from those that lead to partnerships at considerable geographical distance? In this paper we 

hypothesise that the geographical dimension of firms’ interaction with other firms and other 

innovative agents is determined by three types of factors.  

First, we expect that the propensity to collaborate with partners at different geographical 

scales will be affected by manager level characteristics. We expect the attitudes of managers 
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to have an important influence on the choice of partners and, consequently, on their 

geographical location. Specifically, we focus on two dimensions of managers’ attitudes: 

Attitudes of trust and attitudes of open-mindedness. Studies of how trust affect economic 

outcomes occupy a prominent position in the social capital literature, regardless of whether 

trust is considered an individual asset, as in the works of Coleman (1988), or as a community 

resource, as in the works of Putnam (1993). However, trust pertains mainly to relations to 

others within the local community (Lorenzen, 2007) and its impact on the ability to cooperate 

successfully with outsiders is unclear. In these relationships, open-mindedness and tolerance 

towards different ideas and outlooks may be a more important cultural attribute in promoting 

network formation and learning. Thus, we posit that attitudes of trust and open-mindedness in 

the manager will not only affect the number of partnerships a firm enters into, but also 

whether these partnerships are primarily local or non-local. Furthermore, we also control for 

the level of education, age, gender and networks of the manager. 

Similarly, firm-specific characteristics related to the size of the firm, the participation of non-

locals in the ownership structure, and the industrial sector a firm belongs to will influence the 

number and location of partners (Döring and Schnellenbach, 2006; Malecki, 2010). 

Furthermore, we expect larger firms to have more international partners due to the higher cost 

of establishing global pipelines. The differences are expected to be smaller at the regional 

level, where smaller firms are more dependent on external collaboration. Nonetheless, larger 

firms will have more capacity to handle a wider range of partners and will in all likelihood 

have more partners at all scales. Furthermore, firms owned by locals and servicing the 

national market are bound to have fewer international partners than firms with a more 

international ownership structure in global sectors. 

Finally, the impact of characteristics of the regional environment is of particular interest to 

policy-makers and scholars of cities and regions. We hypothesize that the regional 

environment in which a firm operates will also affect the levels of connectivity, especially at 

the local level (Leydesdorff and Fritsch, 2006: 1539). Much of the recent literature in urban 

economics (e.g. Glaeser, 1999; Duranton and Puga, 2000) highlights the important role that 

agglomeration and density plays in affecting the level of interaction of innovative agents. 

Firms in large and densely populated agglomerations are bound to have more interaction with 

other local innovative agents than firms in isolated, rural locations (Malecki, 2010; Fritsch 

and Slavtchev, 2011: 912). Firms in regions with innovation-prone socioeconomic 

environments – or with adequate social filters (Rodríguez Pose, 1999) – will also find it easier 
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to establish partnerships with other firms, with clients, suppliers, customers, research centres 

and universities, and with government agencies. Factors such as a good endowment of human 

resources (Chaminade and Vang, 2008), the presence of advanced research institutions 

(proxied by R&D expenditure) and a high number of researchers will also encourage 

partnerships, especially if these conditions signal the existence of a strong regional innovation 

system. Finally, strong clusters, with a large number of firms in the same or in related sectors, 

also facilitate the emergence of favourable environments for knowledge interchanges 

(Duranton and Puga, 2000). While some earlier research has highlighted the regional 

conditions for encouraging local interaction, we know less about under which circumstances 

regional conditions will encourage the formation of pipeline-type interactions. However, 

factors such as a high regional level of education (indicating that the region has sufficient 

absorptive capacity to learn effectively from exchanges with global knowledge hubs), in 

interaction with a young (and therefore often more mobile) demographic structure, may 

favour the promotion of collaborations that go beyond the boundaries of the region. 

Hence, putting all these factors together, the level and geographical origin of the innovation-

related collaborations entered into by a firm can be assessed using the following model: 

𝑃𝑖𝑟 = 𝑓(𝑀𝑖𝑟 , 𝐹𝑖𝑟 , 𝑅𝑟 , 𝜀𝑖𝑟)      (1) 

where P depicts the number of partners used by firm i in region r. Three separate types of 

partners are considered according to the geographical origin of the firm and its partners: 

regional partners, national partners, and international partners, respectively. M represents a 

vector of the specific characteristics of the manager of each firm, F those relative to the firm 

itself, and R those of the region where the firm is located. ε is the error term. 

By developing equation (1), we obtain the following expression: 

𝑃𝑖𝑟 = ß1𝑀𝑖𝑟 + ß2𝐹𝑖𝑟 + ß3𝑅𝑟 + irυ        (2) 

where all the variables are as in model (1) and irυ  represents the composite error 

irriir εϕαυ ++= , where iα  is the intercept, rϕ  denotes sectoral specific effects and irε  is 

the disturbance term (idiosyncratic error)].  
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Research design and descriptive data 
As described in the previous section, the paper draws on a model in which interaction, 

measured by the number of partners of an individual firm is the result of a combination of 

manager, firm and regional characteristics. The regional data have been collected from 

various official sources, outlined below. The data on managers and firms were collected 

through a survey of 1604 managers, conducted in the spring of 2010. Companies were 

sampled from a population of all the companies with 10 or more employees located in the five 

largest city-regions of Norway, with a quota of 400 firms in Oslo, Bergen and Stavanger, 300 

in Trondheim and 100 in Kristiansand. The sample was drawn from the Norwegian Register 

of Business Enterprises, which by law registers all businesses in Norway. In total, 5887 

companies were approached, and the response rate was 27.2 percent. The survey was 

administered by the market research firm Synovate through telephone interviews based on a 

questionnaire developed by the authors.  

The main dependent variables in the analysis are three indices measuring the use of partners 

in innovation processes according to their geographical location relative to the firm of 

interest. The three geographical locations considered included regional, national, and 

international partners. Managers were asked whether, over the last three years, their firms had 

cooperated with any of seven types of partners (other businesses in the conglomerate, 

suppliers, customers, competitors, consultancies, universities, and research institutes) in 

innovation processes. For each type used, they were also asked whether their partners were 

located within the region, elsewhere in Norway, and/or abroad. By adding up the number of 

different types of partners used at each level of geographical distance, we constructed an 

index with values from 0 to 7 of the importance of regional, national and international 

cooperation for the surveyed companies. While these variables do not capture the number of 

partners consulted within each category, let alone the quality and depth of relations to 

individual partners, they do provide an indication of the scope of the firm’s network at each 

geographical scale. 

Figure 1 shows the average number of regional, national and international partner types used 

within each of the city-regions. In all the locations considered, regional partners are most 

frequently used, while international partners are the least used. However and somewhat 

counter-intuitively, given the theories which stress the role of agglomeration and density for 

interaction, companies in Oslo use fewer regional partner types than the other four city-

regions, with an average of 1.8 regional partner types compared to a combined average of 2.5 
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partner types in the other city-regions. Conversely, Oslo-based companies use more 

international partner types than any other region – 1.3 on average, compared to 0.8 in the 

other city-regions combined. There are minor differences in the number of national partner 

types used, with the companies in the western city-regions of Bergen and Stavanger using the 

fewest (1.3) and those in Kristiansand using the most (1.7). 

Figure 1 about here 

Independent variables 
Manager characteristics 

Data on managers’ perceptions and views of the world are derived from a set of twelve survey 

questions concerning their values and attitudes towards other actors within the region and 

towards interaction with outsiders. The purpose is to examine whether the presence of 

attitudes of trust and open-mindedness in managers affects their firms’ collaboration patterns. 

The twelve questions were reduced to four underlying components through principal 

components analysis in which all twelve indicators were entered, and components with 

eigenvalues above 1 were extracted, following the latent root criterion. Table 1 shows the 

results of the analysis. Based on an assessment of the factor loadings associated with each of 

the components, we note that the first and last components reflect mostly variation in attitudes 

of trust by managers, although they refer to levels of trust in two different types of actors. The 

first component, labelled ‘regional trust’, captures trust in regional business managers, 

politicians, and public officials, as well as general trust in other people. The fourth 

component, labelled ‘work-related trust’, refers to trust in employees and inclusion of staff in 

decision-making processes. Conversely, the second and third components are more closely 

related to attitudes of open-mindedness. Component 2, labelled ‘open-mindedness’, refers to 

openness towards foreign cultures, change, and new ideas. Component 3, labelled ‘regional-

mindedness’, is inversely related to open-mindedness and reflects above all a form of pro-

regional sentiment that is potentially to the detriment of interaction with outsiders. This 

includes a preference for maintaining regional employment even at the expense of company 

profits, and finding it easier to cooperate with local and regional actors. This dimension also 

includes conservatism towards new ideas, indicating that the regional-mindedness may stem 

from a preference for what is well-known and secure (Fitjar and Rodríguez-Pose, 2011). In 

total, these four components explain 51 percent of the variance in the original indicators.  

Table 1 about here 



8 
 

Table 2 shows the mean scores by region for each of the components. There are notable 

differences between Oslo and the four other city-regions in the attitudes of managers. 

Managers in Oslo are significantly less trusting of other regional actors and less regionally-

minded than managers in the other cities, and also significantly more open-minded. There are 

no statistically significant differences between the other four city-regions. 

Table 2 about here 

Firm characteristics 

As mentioned in the discussion of model (1), the three firm-level variables are expected to 

have a particular bearing over a firm’s capacity to interact with partners and its geographical 

pattern of collaboration. First, company size, measured in terms of the log number of 

employees in the firm, 1 is related to the capacity of the firm to engage in a variety of 

partnerships. Second, foreign ownership is a continuous variable that measures the proportion 

of shares held by foreign owners, which is expected to affect the firm’s choice of international 

over domestic partners. Finally, the sector in which the firm operates affects the potential for 

learning from other partners and the relevance of local knowledge versus global pipelines in 

transmitting the knowledge that is required to succeed in the market. Hence, we include 

dummy variables for nine different sectors: (1) mining and quarrying, (2) manufacturing, (3) 

electricity, gas and water supply, (4) construction, (5) wholesale and retail trade, (6) 

accommodation and food services, (7) transportation, storage, information and 

communication, (8) financial and insurance services, and (9) other services. 

Regional characteristics 

Data on the city-regions are drawn from two different sources. We first include data on the 

composition of the population and on employment in each city-region from Statistics Norway 

(SSB). We include four variables relating to the composition of the population: size, density, 

age and education levels. Furthermore, we include two variables concerning employment: 

Unemployment levels and industrial specialization, as measured by the distribution of 

employment across different sectors within the city-regions compared to the rest of the 

Norwegian economy. The data were collected from the online databases of Statistics Norway, 

using the most recent year available. Statistics Norway produces some of the data for city-

                                                 
1 We apply a logarithmic transformation both because the distribution of the variable is highly skewed and 

because the effect of additional employees is expected to decline with growing company size. 
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regions as statistical regions,2 in other cases data from the municipalities which make up each 

city-region have been aggregated by the authors to a measure for the city-region as a whole. 

The above data are complemented with data on R&D intensity from the indicator reports 

produced by the Nordic Institute for Studies in Innovation, Research and Education (NIFU) 

for the Research Council of Norway, available from their online database. We include three 

variables covering R&D intensity: total per capita R&D expenditure, and R&D personnel as a 

share of total employment, both overall and for R&D personnel employed in industry. 

Unfortunately, these data are only produced at the county level, forcing us to resort to data for 

the counties where the city-regions are located.3 The most recent year for which data were 

available was 2008.  

Empirical analysis and discussion 
The relationship between firms’ geographical patterns of collaboration and the various 

independent variables relating to manager-level, firm-level and regional-level characteristics 

is examined – according to what was stated in the theoretical section – through negative 

binomial regression analysis, following model (2).  

In order to avoid multicollinearity problems, we vary the regional characteristics included in 

the regressions. R&D expenditure and educated population are kept in the regression as much 

as possible, while the other regional characteristics are included one at a time. For four of the 

regional variables (population size and density, S&T personnel, and % young people), 

multicollinearity is too severe to include both R&D expenditure and educated population in 

the same regression, and we therefore run two regressions for each of these variables, the first 

controlling for R&D expenditure and the second for educated population. However, as could 

be expected, S&T personnel and R&D expenditure are too closely correlated to permit 

inclusion in the same regression at all. This results in a total of 11 regressions being run for 

each of the dependent variables. The manager and firm-level variables included are the same 

across all the regressions. 

Table 3 about here   
                                                 
2 In these cases, we combine data from the Oslo, Drammen and Moss regions to create a measure for the Greater 

Oslo region, as they are all part of the same city region according to our definition at the beginning of this 
section. 

3 For Oslo, we use the combined data for the capital region, i.e. Oslo and Akershus counties. For Kristiansand, 
we use the combined data for the Agder region, i.e. Vest-Agder and Aust-Agder counties. 
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Table 3 shows the results for the regressions using regional partners as the dependent variable. 

Overall, the models explain around 2 percent of the variance in the number of regional 

partners used, which is not unusual for large data samples which include – as is our case – a 

high variation in firm behaviour. However and more importantly, several of the independent 

variables in the empirical model are significantly associated with a firms’ use of regional 

partners. The effects of the manager-related characteristics are consistent in all regressions: 

Regional cooperation is significantly and positively related with trusting attitudes by the 

manager towards other regional actors. It is not significantly affected by any of the other 

value dimensions. The manager’s age consistently has a significant negative effect on regional 

cooperation, whereas the manager’s education and formal positions in other firms do not 

significantly affect cooperation with regional partners. All of the firm characteristics are 

significantly related to levels of regional cooperation. Larger firms tend to make use of a 

greater variety of regional partner types. Foreign-owned firms cooperate significantly less 

than Norwegian-owned firms with regional partners. There is also significant variation in the 

use of regional partners across sectors. 

Examining the effects of regional characteristics, two things stand out. First, when controlling 

for the education levels of the population, higher levels of R&D expenditure in a region tend 

to be associated with more frequent regional collaboration. Second, when controlling for 

R&D expenditure, higher levels of education tend to be associated with less frequent regional 

collaboration. R&D expenditure and education thus seem to be pulling in opposite directions 

when it comes to regional collaboration. It is worth noting that, as R&D expenditure and 

education levels in a region are closely related, these effects occur only when controlling for 

the other variable, and thus do not appear when we include only one of the variables in the 

regression. Furthermore, population size and density both have a significant negative effect on 

regional collaboration. The same is true for industrial specialization, again contrary to the 

logic of the literature on clusters. The proportion of S&T personnel employed in the region in 

general has a significant positive effect on regional collaboration, but higher numbers of R&D 

personnel in industry has a significant negative effect when controlling for overall R&D 

expenditure, suggesting that the combination of an R&D intensive regional industry and little 

investment in regional universities may be detrimental for university-firm linkages within the 

region. Regions with a younger population tend to rely more on regional collaboration, 

echoing the findings for firms with younger managers. Finally, unemployment is the only 

regional characteristic tested for that does not significantly affect regional collaboration. 
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Table 4 about here 

Table 4 shows the results for the regressions using national partners as the dependent variable, 

indicating that a number of the independent variables significantly contribute to a firm’s use 

of partners. The effects of manager-related characteristics are consistent in all regressions. 

Regional trust has a significant positive effect on collaboration with domestic partners, even 

outside the region. However, regional-mindedness has a significant negative effect on 

collaboration with partners from other parts of Norway. The remaining two value dimensions 

do not significantly affect national collaboration. For national collaboration, the manager’s 

level of education also matters. However, the managers’ age and number of directorships in 

other firms do not significantly affect national collaboration outside the region. The firm’s 

size and industrial sector also significantly affect its level of collaboration with national 

partners outside the region. The effect of firm size is stronger for national collaboration, with 

a coefficient of 0.15, than for regional collaboration, where the coefficient is 0.06. On the 

other hand, foreign ownership does not have a significant effect on collaboration when it 

comes to partners from elsewhere in Norway. 

As expected, regional characteristics are less important in explaining collaboration with 

partners elsewhere in the country than with regional partners. However, the key variables 

R&D expenditure and education levels reproduce the same pattern detected for regional 

collaboration: when we control for the education of the population, firms located in regions 

with higher levels of R&D expenditure tend to cooperate with a higher number of partners 

from elsewhere in Norway. Conversely, when we control for R&D expenditure, firms located 

in regions with a more educated population tend to cooperate with fewer partners from 

elsewhere in Norway. Again, this effect appears only when we include both variables in the 

regression, as they are closely related, but tend to pull in opposite directions. Among the other 

regional variables, population size does not significantly influence collaboration, but 

population density has a significant negative effect on national collaboration. Regional 

unemployment has a significant positive effect on the use of partners from elsewhere in 

Norway, as do high levels of employment in science and technology. R&D employment in 

industry, by contrast, has no significant effect. The proportion of young people in the region 

positively affects national partnerships when controlling for R&D expenditure, and becomes 

non-significant, but still positive, when controlling for education levels. Industrial 

specialization does not significantly affect national collaboration. 
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Table 5 about here 

Table 5 shows the results for the regressions using international partners as the dependent 

variable. The model explains 11-12 percent of the variance in the dependent variable, 

underlining, once again, the high variation in firm behaviour. The effects of manager 

characteristics are consistent also for these regressions. Once more, the manager’s perceptions 

and views of the world matter a great deal for the geographical nature of the partnerships a 

firms enters into. Firms with more open-minded and less regionally-minded managers use a 

significantly higher number of foreign partners than other firms. However, trust, whether in 

its regional or its work-related form, does not influence international collaboration. The 

manager’s education level and age also significantly affect their firm’s propensity to engage 

in international collaboration. All the firm-level variables have a significant association with 

foreign collaboration, with foreign ownership being particularly important. Furthermore, firm 

size has a significant positive effect of a similar magnitude as for national collaboration. 

There are also different levels of international collaboration in different sectors. 

Regional characteristics also play a role in determining firms’ propensity to collaborate with 

foreign partners. However, the effects of the key variables R&D expenditure and education 

are completely reversed with respect to the results of the regressions for regional and national 

collaboration. The coefficient for regional R&D expenditure is always negative, and has a 

significant effect on international collaboration in regressions 1, 8 and 11 (controlling not 

only for regional education levels, but also for industrial R&D employment and 

unemployment, respectively). Conversely, education levels in the region have a positive effect 

in most of the regressions (and always when controlling for R&D expenditure), significantly 

affecting international collaboration in regressions 1, 7 and 11 (controlling for R&D 

expenditure, for S&T personnel, and for R&D expenditure and unemployment, respectively). 

For the other regional-level variables, the effect also tends to be the opposite of their effects 

on regional and national collaboration: population size and density both have a significant 

positive effect on international collaboration, while S&T personnel and a young population 

tend to reduce levels of collaboration with foreign partners. Finally, industrial specialisation, 

R&D employment in industry, and unemployment do not significantly affect the use of 

international partners by regional firms. 
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Conclusion 
This paper has looked into the little known field of the geographical dimension of the 

partnerships that promote interactive learning in urban locations. Using a survey of 1604 

firms in Norway’s top five city-regions, it has assessed what determines not only the number 

of innovation-related partnerships Norwegian firms enter into, but, more specifically, what 

factors affect the geographical choice of partners and collaborators. The results of the analysis 

indicate that engaging with partners for innovation is influenced by a combination of 

manager-related, firm-related and region-related factors. In general, firms with younger and 

more educated managers engage more in innovation-driven collaboration than firms with 

older and less educated managers. Larger firms also tend to interact more with other 

innovative agents. And regional factors such as education, R&D and age structure affect the 

formation of partnerships. However, many of the factors which affect the number of 

partnerships of firms in Norway work in different directions, leading to diverse types of 

geographical collaboration. At the level of the manager, greater trust in regional actors is a 

key element determining the number of local partnerships and of partnerships elsewhere in 

Norway, but plays no role in the number of international collaborations by any given firm. 

International collaboration is mainly driven by factors such as the open-mindedness of 

managers, whereas an excessive pro-regional sentiment, or regional-mindedness, is 

detrimental for this type of engagements. Firm size and industrial sector always affect the 

propensity of Norwegian firms to enter into partnerships, regardless of distance, while foreign 

ownership leads to more international engagements, but is detrimental for the number of 

collaborations by firms within their region of origin. Finally, greater investment in R&D 

drives local collaboration, whereas education encourages pipeline-type relationships and these 

factors seem to interact with one another. Factors linked to agglomeration, such as the size or 

density in a specific city-region – contrary to theoretical expectations – have little influence 

on collaboration with nearby partners, making a difference only for international partnerships. 

Many of the policies that are commonly advocated for regions seeking to promote innovation 

through interactive learning generally do little to encourage interaction with international 

partners. Given our results, it may be the case that such policies may even turn out to be 

harmful for innovation. This is for instance the case with policies aimed at supporting local 

social capital formation through increased regional trust and a regional sense of belonging. 

While these policies might have resulted in greater local exchanges, an unfortunate side-effect 

may be that they reduce firms’ willingness to invest in the construction of pipelines to 
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faraway partners. Similarly, R&D policies aimed at promoting innovation within clusters and 

local agglomerations may also have led firms to become more oriented towards the region in 

their pursuit of new knowledge, to the detriment of their engagement with outsiders. Our 

results by contrast underline that policies which promote improvements in education, both 

individually and collectively, and support the development of attitudes of open-mindedness 

and tolerance towards outsiders, for instance through encouraging international travel and 

communication, may provide a more adequate way to facilitate broader information-seeking 

and avoid the dangers of lock-in. 

The results stress, on the one hand, the need to seriously rethink the policies that may lead to 

the type of interactive learning behind greater innovation, but, on the other, they also raise a 

number of questions about how the combination of numerous interactions and collaborations 

in different geographical scales may affect the overall innovative capacity of firms in Norway. 

Further research is therefore needed in order to address the complexity of these interactions, 

encompassing not only the scope, but also the quality and depth of relations to partners at 

different geographical scales, and to highlight whether local, national and international 

collaborations are truly complementary and may, together, contribute to delivering greater 

innovation. 
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Table 1: Principal components analysis 

Dimension Comp. 

1 

Comp. 

2 

Comp. 

3 

Comp. 

4 

Unexpl 

‘Most people can be trusted’ 

(dichotomy). 

0.37 -0.13 -0.29 0.37 0.64 

‘I trust other business managers in this 

region’. 

0.67 -0.00 0.06 0.05 0.54 

‘I trust politicians in this region’. 0.77 0.07 -0.02 -0.04 0.40 

‘I trust public officials in this region’. 0.74 0.08 -0.02 0.10 0.44 

‘It is important to maintain 

employment in the region, even when 

it hurts company profits’ 

0.06 0.06 0.65 0.11 0.56 

‘I find it easier to cooperate with local 

and regional actors than people from 

other parts of the country’ 

0.04 -0.07 0.70 -0.00 0.51 

‘It is right to include employees in 

decision-making, even if the processes 

take longer’. 

0.12 0.14 -0.02 0.72 0.45 

‘It can be right to let the employees 

get their way even in cases where 

other options in my opinion would 

have been better’. 

-0.04 0.04 0.17 0.72 0.45 

‘The old and proven is usually better 

than newfangled ideas’ 

-0.09 -0.11 0.54 0.00 0.69 

‘I need to improve my understanding 

of other countries’ cultures’. 

0.07 0.69 -0.20 -0.06 0.48 

‘I wish Norway and Norwegians were 

more open to the world around us’. 

0.09 0.76 -0.03 0.02 0.41 
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‘I’m most comfortable around people 

who are open to change and new 

ideas’. 

-0.05 0.62 0.09 0.22 0.56 

Eigenvalue 1.77 1.49 1.36 1.25  

% of variance 14.7 12.5 11.3 10.4 51.0 

Note: Components with eigenvalues > 1 were extracted and rotated using the varimax with Kaiser normalisation 

procedure. Missing values and ‘don’t know’ were replaced with series means for individual indicators before the 

analysis was run. 

 

Table 2: Mean component scores by region 

 Oslo Bergen Stavanger Trondheim Kristiansand 

      

Regional trust 
-0.09* 

(0.05) 

-0.08 

(0.05) 

0.10** 

(0.05) 

0.04 

(0.06) 

0.14 

(0.10) 

Work-related trust 
0.05 

(0.05) 

-0.06 

(0.05) 

-0.08 

(0.05) 

0.09 

(0.06) 

0.08 

(0.09) 

Open-mindedness 
0.08* 

(0.05) 

-0.01 

(0.05) 

-0.06 

(0.05) 

-0.02 

(0.06) 

0.03 

(0.10) 

Regional-mindedness 
-0.37*** 

(0.05) 

0.09* 

(0.05) 

0.19*** 

(0.05) 

0.09* 

(0.06) 

0.07 

(0.10) 

Note: * = P < 0.10 ** = P < 0.05 *** = P < 0.01 of the mean component score being equal to zero. 

The top number in each cell denotes the mean component score, with the standard error listed below in 

parentheses. 
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Table 3: Number of partner types within region 

 1 2 3 4 5 6 7 8 9 10 11 

Manager char.            

Regional trust 0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

Work-rel. trust 0.02 

(0.02) 

0.02 

(0.02) 

0.03 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

Open-mindedn. 0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

0.02 

(0.02) 

Reg.-mindedn. 0.00 

(0.02) 

0.00 

(0.02) 

0.00 

(0.02) 

0.01 

(0.02) 

0.01 

(0.02) 

0.00 

(0.02) 

0.00 

(0.02) 

0.00 

(0.02) 

0.00 

(0.02) 

0.00 

(0.02) 

0.00 

(0.02) 

Education -0.00 

(0.01) 

-0.00 

(0.01) 

-0.00 

(0.01) 

-0.00 

(0.01) 

-0.00 

(0.01) 

-0.00 

(0.01) 

-0.00 

(0.01) 

-0.00 

(0.01) 

-0.00 

(0.01) 

-0.00 

(0.01) 

-0.00 

(0.01) 

Age -0.01*** 

(0.00) 

-0.01*** 

(0.00) 

-0.01*** 

(0.00) 

-0.01*** 

(0.00) 

-0.01*** 

(0.00) 

-0.01*** 

(0.00) 

-0.01*** 

(0.00) 

-0.01*** 

(0.00) 

-0.01*** 

(0.00) 

-0.01*** 

(0.00) 

-0.01*** 

(0.00) 

Directorships 

 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

Firm char.            

Log size 0.06*** 

(0.02) 

0.06*** 

(0.02) 

0.06*** 

(0.02) 

0.06*** 

(0.02) 

0.06*** 

(0.02) 

0.06*** 

(0.02) 

0.06*** 

(0.02) 

0.06*** 

(0.02) 

0.06*** 

(0.02) 

0.06*** 

(0.02) 

0.06*** 

(0.02) 

Foreign owners -0.15** -0.14** -0.13** -0.15** -0.15** -0.14** -0.14** -0.14** -0.14** -0.14** -0.15** 
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(0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) 

Sector 

 

Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** 

Regional char.            

R&D expendit. 0.02*** 

(0.00) 

0.00 

(0.00) 

 -0.01** 

(0.00) 

 0.01* 

(0.01) 

 0.02*** 

(0.01) 

0.00 

(0.00) 

 0.02*** 

(0.01) 

Educated pop. -0.08*** 

(0.02) 

 0.01 

(0.01) 

 -0.02** 

(0.01) 

-0.05** 

(0.02) 

-0.07*** 

(0.01) 

-0.06*** 

(0.02) 

 0.01 

(0.01) 

-0.07*** 

(0.02) 

Population  -0.02*** 

(0.00) 

-0.03*** 

(0.01) 

        

Pop. density    -0.00*** 

(0.00) 

-0.00*** 

(0.00) 

      

Ind. specializ.      -0.54* 

(0.29) 

     

S&T personnel       0.08*** 

(0.02) 

    

Industrial R&D        -0.25** 

(0.12) 

   

% young people         0.16*** 

(0.03) 

0.19*** 

(0.04) 

 

Unemployment           -0.14 
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Note: * = P < 0.10, ** = P < 0.05, *** = P < 0.01 

The top number in each row denotes the coefficient, with standard errors listed below in parentheses. 

 

 

  

(0.12) 

            

Constant 3.17*** 

(0.42) 

1.30*** 

(0.13) 

1.04*** 

(0.36) 

1.52*** 

(0.15) 

1.94*** 

(0.28) 

2.63*** 

(0.51) 

3.03*** 

(0.38) 

2.86*** 

(0.45) 

-0.98** 

(0.44) 

-1.71* 

(0.92) 

3.26*** 

(0.43) 

N 1602 1602 1602 1602 1602 1602 1602 1602 1602 1602 1602 

R2 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 

Log Likelihood -3001.4 -2999.4 -2999.5 -3001.4 -3001.4 -2999.7 -2999.9 -2999.4 -2999.7 -2999.6 -3000.8 

Alpha 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 0.11 
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Table 4: Number of partner types elsewhere in Norway 

 1 2 3 4 5 6 7 8 9 10 11 

Manager char.            

Regional trust 0.06** 

(0.03) 

0.06** 

(0.03) 

0.06** 

(0.03) 

0.06* 

(0.03) 

0.06* 

(0.03) 

0.06** 

(0.03) 

0.06** 

(0.03) 

0.06** 

(0.03) 

0.06** 

(0.03) 

0.06** 

(0.03) 

0.06** 

(0.03) 

Work-rel. trust -0.01 

(0.03) 

-0.01 

(0.03) 

-0.01 

(0.03) 

-0.01 

(0.03) 

-0.01 

(0.03) 

-0.01 

(0.03) 

-0.01 

(0.03) 

-0.01 

(0.03) 

-0.01 

(0.03) 

-0.01 

(0.03) 

-0.01 

(0.03) 

Open-mindedn. 0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

0.01 

(0.03) 

Reg.-mindedn. -0.16*** 

(0.03) 

-0.16*** 

(0.03) 

-0.16*** 

(0.03) 

-0.16*** 

(0.03) 

-0.16*** 

(0.03) 

-0.16*** 

(0.03) 

-0.16*** 

(0.03) 

-0.16*** 

(0.03) 

-0.16*** 

(0.03) 

-0.16*** 

(0.03) 

-0.16*** 

(0.03) 

Education 0.03** 

(0.01) 

0.03** 

(0.01) 

0.03** 

(0.01) 

0.03** 

(0.01) 

0.03** 

(0.01) 

0.03** 

(0.01) 

0.03** 

(0.01) 

0.03** 

(0.01) 

0.03** 

(0.01) 

0.03** 

(0.01) 

0.03** 

(0.01) 

Age -0.00 

(0.00) 

-0.00 

(0.00) 

-0.00 

(0.00) 

-0.00 

(0.00) 

-0.00 

(0.00) 

-0.00 

(0.00) 

-0.00 

(0.00) 

-0.00 

(0.00) 

-0.00 

(0.00) 

-0.00 

(0.00) 

-0.00 

(0.00) 

Directorships 

 

0.06 

(0.04) 

0.06 

(0.04) 

0.06 

(0.04) 

0.06 

(0.04) 

0.06 

(0.04) 

0.06 

(0.04) 

0.06 

(0.04) 

0.06 

(0.04) 

0.06 

(0.04) 

0.06 

(0.04) 

0.06 

(0.04) 

Firm char.            

Log size 0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.16*** 

(0.03) 

0.16*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.16*** 

(0.03) 

Foreign owners -0.07 -0.07 -0.07 -0.07 -0.07 -0.07 -0.07 -0.08 -0.07 -0.07 -0.08 
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(0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) 

Sector 

 

Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** 

Regional char.            

R&D expendit. 0.02** 

(0.01) 

0.01 

(0.00) 

 0.00 

(0.00) 

 0.02** 

(0.01) 

 0.01* 

(0.01) 

0.01 

(0.00) 

 0.01 

(0.01) 

Educated pop. -0.05** 

(0.02) 

 0.01 

(0.02) 

 0.01 

(0.01) 

-0.05* 

(0.03) 

-0.04* 

(0.02) 

-0.06** 

(0.03) 

 0.02 

(0.02) 

-0.06*** 

(0.02) 

Population  -0.01 

(0.01) 

-0.01 

(0.01) 

        

Pop. density    -0.00** 

(0.00) 

-0.00** 

(0.00) 

      

Ind. specializ.      0.10 

(0.43) 

     

S&T personnel       0.06** 

(0.03) 

    

Industrial R&D        0.14 

(0.18) 

   

% young people         0.07* 

(0.04) 

0.10 

(0.06) 

 

Unemployment           0.31* 
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Note: * = P < 0.10, ** = P < 0.05, *** = P < 0.01 

The top number in each row denotes the coefficient, with standard errors listed below in parentheses. 

 

  

(0.18) 

            

Constant 1.04* 

(0.60) 

-0.12 

(0.20) 

-0.46 

(0.54) 

0.05 

(0.22) 

-0.07 

(0.41) 

1.16 

(0.76) 

0.76 

(0.53) 

1.26* 

(0.65) 

-1.12* 

(0.61) 

-1.92 

(1.37) 

0.84 

(0.61) 

N 1602 1602 1602 1602 1602 1602 1602 1602 1602 1602 1602 

R2 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 

Log Likelihood -2483.7 -2484.6 -2485.3 -2483.3 -2483.3 -2483.6 -2484.1 -2483.4 -2484.5 -2485.2 -2482.2 

Alpha 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 0.42 
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Table 5: Number of partner types abroad 

 1 2 3 4 5 6 7 8 9 10 11 

Manager char.            

Regional trust -0.00 

(0.03) 

-0.00 

(0.03) 

-0.00 

(0.03) 

-0.00 

(0.03) 

-0.00 

(0.03) 

-0.00 

(0.03) 

-0.00 

(0.03) 

-0.00 

(0.03) 

-0.00 

(0.03) 

-0.00 

(0.03) 

-0.00 

(0.03) 

Work-rel. trust -0.03 

(0.03) 

-0.03 

(0.03) 

-0.03 

(0.03) 

-0.03 

(0.03) 

-0.03 

(0.03) 

-0.03 

(0.03) 

-0.03 

(0.03) 

-0.03 

(0.03) 

-0.03 

(0.03) 

-0.03 

(0.03) 

-0.03 

(0.03) 

Open-mindedn. 0.23*** 

(0.04) 

0.23*** 

(0.04) 

0.23*** 

(0.04) 

0.23*** 

(0.04) 

0.23*** 

(0.04) 

0.23*** 

(0.04) 

0.23*** 

(0.04) 

0.23*** 

(0.04) 

0.23*** 

(0.04) 

0.23*** 

(0.04) 

0.23*** 

(0.04) 

Reg.-mindedn. -0.20*** 

(0.04) 

-0.20*** 

(0.04) 

-0.20*** 

(0.04) 

-0.20*** 

(0.04) 

-0.20*** 

(0.04) 

-0.20*** 

(0.04) 

-0.20*** 

(0.04) 

-0.20*** 

(0.04) 

-0.20*** 

(0.04) 

-0.20*** 

(0.04) 

-0.20*** 

(0.04) 

Education 0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

0.07*** 

(0.02) 

Age -0.01* 

(0.00) 

-0.01* 

(0.00) 

-0.01* 

(0.00) 

-0.01* 

(0.00) 

-0.01* 

(0.00) 

-0.01* 

(0.00) 

-0.01* 

(0.00) 

-0.01* 

(0.00) 

-0.01* 

(0.00) 

-0.01* 

(0.00) 

-0.01* 

(0.00) 

Directorships 

 

-0.01 

(0.05) 

-0.01 

(0.05) 

-0.01 

(0.05) 

-0.01 

(0.05) 

-0.01 

(0.05) 

-0.01 

(0.05) 

-0.01 

(0.05) 

-0.01 

(0.05) 

-0.01 

(0.05) 

-0.01 

(0.05) 

-0.01 

(0.05) 

Firm char.            

Log size 0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

0.15*** 

(0.03) 

Foreign owners 0.82*** 0.81*** 0.81*** 0.82*** 0.82*** 0.80*** 0.81*** 0.80*** 0.81*** 0.81*** 0.82*** 
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(0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.09) 

Sector 

 

Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** Ctr.*** 

Regional char.            

R&D expendit. -0.02* 

(0.01) 

-0.01 

(0.01) 

 -0.00 

(0.01) 

 -0.01 

(0.01) 

 -0.02** 

(0.01) 

-0.01 

(0.01) 

 -0.02* 

(0.01) 

Educated pop. 0.05* 

(0.03) 

 -0.03 

(0.02) 

 -0.00 

(0.02) 

0.01 

(0.04) 

0.05** 

(0.02) 

0.03 

(0.03) 

 -0.03 

(0.03) 

0.05* 

(0.03) 

Population  0.02** 

(0.01) 

0.02** 

(0.01) 

        

Pop. density    0.00** 

(0.00) 

0.00** 

(0.00) 

      

Ind. specializ.      0.80 

(0.53) 

     

S&T personnel       -0.08** 

(0.04) 

    

Industrial R&D        0.28 

(0.22) 

   

% young people         -0.10** 

(0.05) 

-0.17** 

(0.08) 

 

Unemployment           -0.04 
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Note: * = P < 0.10, ** = P < 0.05, *** = P < 0.01 

The top number in each row denotes the coefficient, with standard errors listed below in parentheses. 

 

 

 

 

(0.23) 

            

Constant -2.07*** 

(0.71) 

-0.82*** 

(0.24) 

-0.02 

(0.68) 

-0.98*** 

(0.26) 

-0.90* 

(0.49) 

-1.13 

(0.94) 

-1.94*** 

(0.62) 

-1.59** 

(0.80) 

0.66 

(0.73) 

2.36 

(1.74) 

-2.05*** 

(0.72) 

N 1602 1602 1602 1602 1602 1602 1602 1602 1602 1602 1602 

R2 0.11 0.12 0.12 0.11 0.11 0.12 0.12 0.12 0.11 0.11 0.11 

Log Likelihood -1902.9 -1902.4 -1902.4 -1902.6 -1902.6 -1901.8 -1902.3 -1902.2 -1902.6 -1902.6 -1902.9 

Alpha 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 0.43 
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