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Sequential city growth in the US: Does age matter?
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ABSTRACT: We provide empirical evidence of the dynamics ¢f size distribution for the whole of the
twentieth century in U.S. cities and metropolitaaas. We focus our analysis on the new cities ileae
created during the period of analysis. The mairtrdmution of this paper, therefore, is the parameand
nonparametric analysis of the population growthesigmced by these new-born cities. Our results lenab
to confirm that, when cities appear, they grow vepidly and, as the decades pass, their growthssty
even falls into decline. Moreover, the nonparamedralysis shows that the most of the growth dcifféal
is driven by the cities’ first decade of existent€his is consistent with the theoretical framewoggarding
mean reversion (convergence) in the steady stalt&vdh the theories of sequential city growth.
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1. Introduction

The dynamics of city size distribution and, in parfar, the analysis of Gibrat's law — that is, ttlaa
city’s population growth rate is independent ofiitgial size —has attracted the attention of res®ars for
many years. In fact, there are plenty of studiesluating the performance of Gibrat's law for diéfat
countries and periods. loannides and Overman (2008)that Gibrat's law holds for the US, Eeckhout
(2004) points out the same when including all tiieswithout restriction and so does Giesen ande&im
(2011) for the case of Germany. Others such askBlad Henderson (2003) or Bosker et al. (2008) tfivad
this is not the case both for the US and West Geymaspectively. Despite this amount of literature
guantifying the size effect on growth, there islditevidence on analysing the effect of city’'s ageits
growth. In this context, this paper adopts paraimetnd nonparametric techniques to evaluate the age
dependent patterns of urban growth using data tiescnd Metropolitan Statistical Areas (MSAS) loé t
US for the period 1900 to 2000. Moreover, the namametric analysis provides additional empirical
evidence to the above mentioned theories regattim@cceptance or rejection of Gibrat's law focgsom
the role of new-born cities.

The inclusion of new cities is of special relevamteghe case of the US which saw its cities grow in
number from 10,496 to 19,211 over thé"2ntury. Besides, at the same time, these citiegased in
population and size. Figure 1 shows the evolutibthe total number of cities throughout the twetfitie
century in the US. At first glance we can obsehat the number of cities grows over time but thi@agh is
not the same trough all the period. In fact, thepgrshows that this growth is concave, being higlueing
the first third of the centuty and becoming more stable the years after. Therenany examples of cities
appearing during the JCcentury. For instance, Long Beach in the Statdlef York, was created in 1922,
and today is the i5biggest city in the State (the L8 2000). With a population of 35,462 inhabitants
(2000), it enjoyed an annual growth rate of betwé&nand 5.5% during its first three decades oftexice,
though this rate slowed down to 0.5% in the 1990& second half of the twentieth century is charaotd
by a suburbanization process and the proliferadioaities in the south of the country. Good exarapé
this phenomenon are provided by Carson City andMNbantos, two cities in California. The former ig, i
fact, a suburb of Los Angeles and the latter of Baygo. Both cities were created during the 1960s a
consequence of the aforementioned process anddhagan of the Sun Belt. Carson City was born i68,9
grew at an annual rate of 1.3% during its firstagkrof existence and then at a slower rate up@6.2lhe
case of San Marcos differs slightly. The declinésrgrowth rate with the passing decades is theesas in
the previous case, but its annual growth rates baea much higher: ranging from 15% on averagehier
first decade of its existence to 3% over the lastadle, growing from a settlement of just 3,896 lntaats

Y In fact, 62.26% of the new cities created in th®le century were born in the first three decadése the average rate of new
creations for the rest of the period stands atrat@% per decade.



in 1970 to 54,977 in 2000. These are three exanfples our dataset but we can find almost 9,000 laimi

cases.
[FIGURE 1]

However, we are not the first focusing the analysisnew cities. Previous works by Dobkins and
loannides (2000) and Henderson and Wang (2007 )adlls@ new cities to enter the sample when crosaing
particular threshold. However, the inclusion of a#w cities without any threshold restriction islyon
considered in the works by Giesen and Siudekum (2@h® uses data on the foundation dates of 7,000
American cities for the period 1790 to 2000 and rbetsand Rappaport (2013) whose data consist on the
entire set of counties and MSAs for the US fromQ&® 2000. Our work closely relates to both studies
Giesen and Sudekum (2012), by means of a thedretiodel, find that the distribution of city sizes i
systematically related to the country’s city agstrdbution. They point out that young cities inityagrow
faster but in the long run all the cities grow la¢ same rate (Gibrat’'s law). Desmet and Rappag6dt3)
point out that in earlier periods smaller counttesiverge and larger ones diverge but, taking ictmant
the changes in age composition over time, both eaence and divergence dissipate and Gibrat's law
gradually emerges. Our results are very much ie Vith theirs. We find that young small cities tetiod
grow at higher rates but, as decades pass, theitlyistabilizes or even declines. Moreover, thghHevel
of growth rates is spread across ages but is edlyernportant in the first years of existence. éfthat,

Gibrat's law tends to hold better.

Our work shows then, a sequential growth patterait@s according to their age. To grow sequentiall
means that, within a country, a few cities iniflafjrow much faster than the rest, but at some pbieit
growth slows and other cities start to grow, andoso This fact has been theoretically documented by
Cuberes (2009) and Henderson and Venables (20@8)s@ime models in which cities grow sequentially,
allowing for the entrance of new cities in the séanghe only empirical approach to these theorges i
Cuberes (2011) who, drawing on data for cities ffancountries and on data for metropolitan area fr
115 countries, shows that urban agglomerations falM®ved a sequential growth pattern. Howeversthe
set of studies focus on the sequential patterredrby the size of the city while our work doesrsming the

age-dependent patterns.

Moreover, we reproduce the analysis for metropoldeeas as they represent more accurate economic
areas than cities. However, our results do noticonbur earlier findings for cities. This could et the
fact that a metropolitan area is an aggregatiodiftérent cities; even if the area is new, theestwithin it
might not be. Moreover, it is not possible to knloew old the area is since it does not enter thepkammtil

it reaches the minimum population threshold of 80,hhabitants. As such, larger - and, thereforerem



mature - cities within the area, have lower growdtes than smaller cities within the same areathad

aggregate effects may disappear.

The rest of the paper is structured as follows.ti&ec2 presents the data. Section 3 explains the
parametric empirical methodology and section 4 wdiscits main results. Section 5 provides the

nonparametric analysis and its results. Sectioonglades.

2. Data

We use data for US cities and Metropolitan StatigtAreas (MSAs) for the whole of the 2@entury.
The database is the same as that employed by @arval (2010) with the addition of extra periods tioe
MSA dataset. The information for both geographigaiks was obtained from the annual census published
by the US Census Bureau. From the outset, it shioeildorne in mind that a city can be defined in ynan
ways. Here, for our analysis, we use that of thecorporated place’. According to the census, an
incorporated place ia type of governmental unit incorporated underestaiv as a city, a town (except in
New England, New York and Wisconsin), a borougbefexin Alaska and New York city), or a village and
having legally prescribed limits, powers and fuang The Census Bureau recognizes incorporated places
in all states except Hawaii, for which reason gx€luded from our sample. In addition, the statfeBuerto
Rico and Alaska are excluded as they (together Wétvaii) were not annexed until the second halthef
20" century. As Eeckhout (2004) stresses, the whatepkaof cities in each state without restrictiorside

needs to be considered since otherwise a trundaggution can produce biased results.

Data for MSAs are also used so as to take intouadcinat part of the population that lives outside
cities and so as to be able to compare the rgsudtsded by both geographical units. In line witahnides
and Overman (2003), for the period from 1900 to(l9%e use data from Bogue’s Standard Metropolitan
Areas (1953). These are based on the definitidBtafidard Metropolitan Areas (SMASpr 1950, used to
reconstruct the population for the period 1900 840 This means, however, that in 1900 some of the
SMAs were below the 50,000-inhabitant threshold] Hrese are excluded until they reach that cukadf.
the period 1950 to 2000 our MSA data are taken fiteenCensus Bureau.

As Glaeser and Shapiro (2003) point out, MSAs anétiroounty units that capture labor markets and,
as such, might serve as more effective economis timan incorporated places. Yet, the use of MSfasg
rise to a problem that is directly related to thofinition: as an MSA usually comprises a grougaiinties
that requires a central city with a minimum of 30nhabitants (a criterion that has changed oker t

period of analysis), only larger cities are consde Using MSAs gives rise to another more specific

2 The definition of a metropolitan area was firstisd in 1949 under the name of Standard Metropolitea (SMA). It changed
to Standard Metropolitan Statistical Area (SMSALBBE9 and in 1983 was replaced by MetropolitaniSieal Area (MSA).



problem for the analysis we conduct here. As Dobkamd loannides (2001) show, the US system is
characterized by the entry of new cities that camehan impact on its city size distribution. As ae
particularly interested in these cities, the datancorporated places provide more information ttiese on

the MSAs. However, MSAs are larger geographicaas@nd include a large proportion of the population
living in rural areas. Yet, despite the fact thia¢ tsample of incorporated places accounts for arow
percentage of the total population, it is consibdigranore urban (94.18% in 2000) than that of theAdS
(88.35%).

Table 1 shows the descriptive statistics for thpybation of incorporated places in each decadéef t
twentieth century, while Table 2 presents the satasistics for the MSAs, the minimum threshold Igein
50,000 inhabitants. An initial inspection showstttiee number of cities and MSAs increases over tane
does their size. In fact, new-born cities repregd@¥2% of the total sample of incorporated plagkie the
number of new MSAs amounts to 180, which represédi85% of the sample. What these tables illustrate
therefore, is the urbanization process that theekl&rienced over the last century. The numbertiscin
2000 is almost twice that in 1900; the number ofAd$as increased more than threefold. This is Iglear
indicative of the importance of taking into consaten the appearance of new units (cities or MS#s¢n

studying the US population growth process.

[TABLE 1]

[TABLE 2]

3. Empirical analysis

In the context of studies of city size distributiand, in particular, related to the sequential gitywth
literature, using a panel dataset we seek to teisthwJS cities grew the most during each decadaep(’
century. In line with this literature, we expece thew-born cities to grow rapidly during the fidgcades of
their life before stabilizing (and even declining)the decades that follow. In order to test thipdthesis,
we estimate the following model:

O = Zﬁkdk,i,t +ycity size_, +6, +o, +n, +u, +e, (1)

k=1
where the dependent variabtp is the growth rate for each city (or MSA)at timet calculated
asg, =Inp, —Inp,_,, beingp the population. The variabld is a dummy capturing the age of the cities.

The sub indexk represents the number of decddbst a city is present in our sample. Therefore, d

% As our data are divided by decades (not years)9i0 we would have cities created from 1901 to0194 1920 we find cities
from 1911 to 1920. The same holds for the othentaigne decades of the century.



(d,whenk =1) is equal to one when the city is new (first dexatlexistence) and zero otherwise. A city is

considered new when it records a positive populatio one decade while having no population in the

previous one(s). Additionally,.dd, when k = 2) is equal to one if the city has existed for tvezades and
zero otherwise, #(d, when k =3) is equal to one if the city has existed for thoErades and zero

otherwise and so on. Therefore, this dummy variedgpeesents cities of all ages, from new-bonr) (@ nine
decades old ¢, for all the period of analysis. The varialsiéy sizecontrols for the initial size of the city,

o, is a time fixed effecty, is a state fixed effect (in cities’ estimations also add county fixed effectsy),

is a region fixed effect angl;is a dummy capturing other location fixed effeets.is the error term.

Table 3 shows the evolution of the nine age dummies the 28 century. For each decada, id the
number of new cities created in that decade soihB@10 a total of 3,291 new cities were born1 920 the
number was of 1,747 new cities, and so on. For daclade, glis the number of cities with one decade of
existence. For instance, in 1950 there were 488scitith one decade of existence in 1960 there &27e
an so on. Columnzshows the cities with two decades of existenckineo d, the ones with three decades
of existence, and so on. The total number of cibysge (independently of the year of their cregtis
displayed at the bottom of each column of Tabl€Bs number is the sample size used in the nonperam
analysis conducted in Section 5. Moreover, we cacetthe cities’ evolution from the decade thegtfir
appeared until the end of the period by observmegdiagonals in table 3. In fact, if shows the number of
new cities per decade; the ones with one decade of existengehdse with three decades each decade and
so on, then, we can trace the 3,291 newborn ¢iti@910 by observing the number of cities corresiom
dz in 1920, d3 in 1930 and so on. Thus, it beconpgsu@nt that some cities disappeared during thiigen
because the numbers in the diagonals are not altheysame. This fact can be explained by a vaoéty
causes including hurricanes, the death of the tewehefactor or the fact that some cities exparideid
borders and absorbed others. This phenomenon wasemmated in some western states and in the
American Great Plains, especially during the firalf of the 28' century . However, the number of cities
disappearing from the sample always representstitess a 3% of the US total number of cities (1,667
disappearances throughout the whole period), enetne first half of the century. Consequently, i€ w
calculate the average net and gross creation oéteities over the 20 we find that they do not vary much
between them, being the average net creation fatgies a 6.51% and the average gross creatienaft
cities a 7.46%.

[TABLE 3]

* See Blanchard (1960) for a fuller discussion afsjliowns in the US.



Based on the hypothesis we seek to test here, peceg, to be positive and significant during the first

decades following the birth of the city but, as tlezades pass, we expect this coefficient to deerewven
acquiring a negative value. However, in order toidvany bias in these estimations, we need to add a
number of controls that capture the time or spdéects that might influence these results. Thus, we
incorporate time and state fixed effects in ouinegtion. On top of the state fixed effects, for ttiges’

estimations, we also include county fixed effentsiider to control for a smaller geographical area.

Additionally, Black and Henderson (2003) find tha$ cities with coastal locations grow faster and
they incorporate regional variables in their anigly® as to capture their market potential. Otlediss,
including Rappaport and Sachs (2001), Mitchener Motlean (2003) and Bleakley and Lin (2012), also
point out that having access to navigable wateaysplan important role in accounting for population
distribution and growth. Thus, to control for thedwracteristics, we also include a dummy varidbés
captures the access to navigable waters (inclualicgss to rivers, lakes and oceans) at the stsdk &nd
four dummy variables, one for each of the majorrg@ons: the Northeast, the Midwest, the Souththed
West.

Moreover, Duranton (2007) points out that citiesvgror decline following gains or losses of the
industries. Therefore, we include one more conteslable capturing changes in industrial composiiio
the US over the course of the™6entury. As Kim and Margo (2004) explain, durihg first half of the
twentieth century, the rise of the industrial eamyaand the manufacturing (or ‘rust’) belt saw peopiove
westwards. Since 1950, thanks to the diffusioniotanditioning and milder winters, the populatibas
grown in the southern part of the country, leadimghe creation of the Sun Belt Thus, we include two
dummies at the state level, one for each of theand sun belts respectively, in order to contoolthese
regional and industrial impacts on the populatioowgh rate.

Furthermore, in order to account better for the mtage of the city age effects on its growth and
distinguish them from those of the city size onptgulation growth, we also include a variable gdapy
the initial city size of the cities (IRp). In line with the literature, by including thisxable we are able to
test the mean reversion hypothesis. When the caaiti of this variable is negative, we can assurearm
reversion (convergence) in the steady state whgesitive one may indicate divergence. A non-sigaiit
coefficient can be interpreted as being indicatofeindependence between growth and initial size,
supporting Gibrat's law and, therefore, rejectihng tnean reversion hypothesis. In the previousaliee,
some authors like Black and Henderson (2003) andletson and Wang (2007) find that the smalleg<iti
grow faster, supporting the mean reversion hypah&s our analysis, we have also introduced the @iy
the city, which is correlated with the size (Giesard Sudekum, 2013). Therefore, it may be diffi¢alt

® Other studies like Rappaport (2007) also studypthulation mobility according to the weather cdiodis.



distinguish between the net effect of city age cowgh from the one of size on growth in the pararnoet
analysis. As a consequence, in order to examinexhet relationship between the temporal dimension
growth (the age of the city) and its initial size growth, we perform a nonparametric analysis ictiSe 5.
More specifically, the nonparametric analysis atmgvaluate which is the exact size effect on gholet
every city’s decade of existence. Therefore, weatao examine whether we can accept the mean reners
hypothesis or reject it (being Gibrat’s law the ¢tnoéding) and if there are relevant differenceglmimpact
of city size on growth across different ages. Meegpthe city size may, in some cases, be a safrce
possible endogeneity. However, our results reggrthie effect of city’s age on its growth are robtasthe

inclusion or not of the city size variable.

We reproduce the analysis for the MSAs in ordegesd whether the growth pattern of cities still lsgsp
when aggregating the geographical units. Table awshthe evolution of the nine age-dummies for the
MSAs during the 20 century. Two main differences can be seen betWedes 3 and 4: first, no MSAs
disappear from the sample (once an MSA reachesthienum population threshold it never falls beldyv i
and, second, the falling trend in the appearanceaf MSAS is not as clear as that for the citidee former
relates to the MSA definition: to become an MSA mimum population of 50,000 in the central city is
required. Then, when working with MSAs we are tgkimto account mainly larger cities with high levelf
capital stock and scale externalities that makmtteeremain big and not disap&afThe second distinctive
characteristic is attributable to the change in ¢hterion used to define an MSA in 1960 (47.2%tlod
MSAs were created that decade).

[TABLE 4]

4. Results

In this section we present the results of the edton of Eq. (1). Table 5 shows the results foiesit
while Table 6 presents those for the MSAs. All esgions include the nine age dummy variables. The
control variables are sequentially introduced fragression (1) to (6). For both geographical uuises
and MSASs), the regressions corresponding to eakthmeorepresent the same specification with only the

unit of analysis being changed from cities to MSA.

The coefficients can be interpreted as the avaragact, measured in logarithmic points, on the ghow
rate of a specific city (or MSA) depending on the age of that city (or MSA) comparethe other pre-

existing cities in the sample. As explained abakeepresents the city when it is newly borpwden it has

® See Henderson and Wang (2007) for further exptamaof how larger cities do not loose a big praipor of their population
over the period 1960-2000.



existed for one decadez tivo decades and so on, meaning thatepresents more mature cities than
di. Therefore, the coefficient associated witliepresents the average impact on growth of bemgaaborn
city with respect to the rest of pre-existing @tia the sample (base category), the one assochated),
represents the average impact of one-decade @4 writh respect to the rest of the cities i.e.dltker ones,
and so on so forth. For that reason, we are inestas the trend presented by the coefficients fohho b,

as this represents the dynamic effects of citige’ @ their growth.

Table 5 presents the results for cities where ttal tnumber of observations corresponds to the
summation of all the cities that grow (the newbam the incumbents) over the™6entury. Column (1)
presents the results of estimating Eq. (1) by OLfhaut any control variable (not even the city $ize
Column (2) shows the same estimation but includirgycity size variable. At first glance, we seet ttha
coefficients of the nine dummies in both specifmas$ follow the expected pattern: they are sigaifity
positive for d and become smaller until they record negativeesltiowever, note that the results from (1)
and (2) might lack precision as there may well beoasiderable amount of missing and uncontrolled
information in these specifications. In order tbveaany problem of bias, we estimate equations(@3),(5)
and (6) using different control variables. In colur{8) we estimate the same equation but taking into
account the possibility that time effects mightdsazing part of the results. However, the coeffite are
similar to those estimated in the previous regoessias is the overall trend. As before, the caefiic
associated with dis significantly positive and it decreases witk thcrease in city age, becoming negative
when the city is mature.

Column (4) presents the results for the city fixefflect estimation. Here, the interpretation of the
coefficients is different from those of the otharefregressions. Now, the estimated parameters $toow
new-born cityi grows in decade>1 in comparison with how new-born citygrew in decadé An analysis

of the coefficients reveals that the trend followisdthe same as that in the previous estimatioms (t
coefficient associated with; ébeing higher than that associated wittadd so on), indicating that the growth
of a new-born city is greater than that of a matitg. However, the overall size of the coefficiens
smaller than before. In fact, the first two dummae not significant because they are indeed tise ba
category but from @ to d they become significantly negative. In column (& estimate the same model
but we include a state fixed effect and a countgdieffect to control for a spatial dimension. Tasults,
again, present the same pattern with significaptlgitive coefficients associated with @nd a decreasing
trend until d. It is not, in fact, a perfectly decreasing trdretause with the passing decades growth tends to
stabilize and only declines at the end of the gerithis trend can be observed in Figure 2 thatspiiog
estimated parameters for column (5).

" We estimated the same regression without the ibemtrcities and the results were robust.



[FIGURE 2]

Finally, column (6) shows the results when estintatcq. (1) including all the control variables:esiz
time, state, county and regional fixed effects. W& include the other geographical dummy variables
access to navigable waters and belonging to the @uRust belts. As in all the previous cases, the
coefficients follow the same decreasing trend alhgwus to demonstrate that when a city is borngrigsvth
is high and as the decades pass, the growth beaowwresmoderate and even declines. The average impac
on growth (in logarithmic points) of a city in tifiest decade of its creation is about 0.106 morth wespect
to the pre-existing cities (the older incumbent )n®ne decade later, the coefficient falls sigaifitly
(from 0.106 to 0.023), although the impact on gfowgmains positive. Thus, the higher growth occurs
during the first decade of a city’s existence. Hogre if we focus on the coefficient associated wité last
decade (-0.024), we see that the older the citpibes the lower is its average impact on growth.s&€he

results are consistent with the theories of seagaiesity growth.

However, despite the results for the city age immarcits growth are consistent across the different
estimations, the coefficients associated with thg size variable do not present the same pattam.
mentioned before, this initial city size variabeks to capture the existence of mean reversidmdrwith
the preceding discussion, it should be signifigandgative in order to accept the mean reversiqotinesis
or non significant to accept Gibrat's law. By ohseg the coefficients associated with this variatstem
columns (2) to (6), we see that all of them apaminfthe one corresponding to column (4) are sigaifily
positive. As mentioned before, regressions (2),(&)and (6) correspond to OLS estimations whakimn
(4) presents the results for a city-fixed effecgreation. The OLS procedure is a between estimatoich
typically uses just the cross-sectional variatioestimate the parameters while the fixed effects within

estimation which evaluates changes in time withinjects.

Although the difference across within and betwestineators is not significant when evaluating the
nine dummy variables capturing the age of a’gitiy is so for the city size variable. We arguetttehen
estimating by OLS, we are comparing across citieg énd small) while already controlling for ageautb
only for newborn cities which are typically the dlest). However, in the within estimation, the &m
variation within the city size is the exploit dingon. As a consequence, the coefficient of the OLS
procedure, although very small, is significantlyspiwe and so nothing can be said about mean nevers

while the one in the fixed effects one is signifitg negative confirming the existence of mean revs.

® The interpretation of the coefficients varies betw OLS and fixed effects but the results are tiraes The coefficients
associated to the nine dummy variables in the batvestimation represent the difference in the impaogrowth rates between
the newborn cities and the pre-existing one}, ftie one decade old cities and the older ongsafl so on. On the other hand,
the coefficients of the within estimation can béerpreted as being,dnd g the base category and then, we can observe the
cities’ age evolution compared to the base catefibiy city being newborn). In both cases indeed,résults lead to the same
conclusion.
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Moreover, we are not the first to empirically do@mhthis moderately positive relation between ahitity
size and growth. Desmet and Rappaport (2013) aldatfacross intermediate and large locationsrdyutie

late nineteenth and early twentieth centuries.

However, to differentiate between the direct eéffeaf city size on its growth from this of city’'g@on
its growth, we conduct a non parametric analysiSeotion 5. More precisely, we are interested ietivbr
there are systematic deviations from Gibrat's lawdities of all ages or they are focused on areciic

city’s age. Thus, we try to see if there are dédfe impacts of size on growth across different ages.

[TABLE 5]

Table 6 presents the results for the MSAs, itselmns being the same as those in Table 5, bbeang t
total number of observations, as in the case ofctties, the summation of all the MSAs that growwe(t
newborn and the incumbents) over th& 2@ntury. In the first two columns (1) and (2) vemoot identify
the same decreasing trend as the one we foune icitibs’ estimation (Table 5). These specificatiamght
lack precision, as those first two identified abdeethe cities. For this reason, we also estintlagemodel
incorporating time fixed effects, city fixed effecand state fixed effects in columns (3), (4) a&y (
respectively. None of these three regressionepteghe same results’ pattern as in those focitres in

terms of a declining growth trend.

Finally, column (6) includes state, time and rediied effects and the geographical controls. Agwi
the previous columns, almost none of the coeffisieare statistically significant and the expected
decreasing trend is not seen. Thus, we can conthadéhe MSAs do not present the same trend asrtbe
presented by cities and that the aggregation ofyrggdical units does not provide the same results.
Moreover, the results of the MSA size in some regians presents a significantly negative value Wwhgn
adding all the control variables (column 6) it be&s non significant. These results seem to pointhait
there is no relation between the initial size @ity and its growth when dealing with MSAs data aineln,
Gibrat's law may be confirmed for bigger units abéysis than cities.

Nevertheless, some studies like Cuberes (2011 PDasdhet and Rappaport (2013) find that both cities
and MSA'’s grow sequentially which is not happenimgpur estimations as our results point out thaei
are the only ones following this sequential pattétowever, these results are sensitive to theandtperiod
of analysis and, although they use data for MSK&isjr MSA definitions and the periods analysed etiff
from ours. Cuberes (2011) uses a worldwide dafasehany different periods. In fact, for the cadehe
US, he uses MSAs typically above a threshold wigaiot the same as ours (50,000 inhabitants).dricése
of Desmet and Rappaport (2013), they work with laridyof metro areas and the remaining US countes f

11



the period 1800 to 2000. Additionally, our studsrtt in 1900; almost one hundred years after thaind
then, MSA growth patterns may be different tharséhshown by both analysis.

Thus, a plausible explanation for our results lieghe definition of an MSA. A metropolitan area
typically comprises a group of counties with a cantity with a minimum of 50,000 inhabitants and a
number of other smaller places located at pointhénorbit of this central city. According to thegsiential
growth literature, the central city (assumed toolser and therefore larger than most surroundiages)
will present different growth patterns over the difperiod to those of other cities within the sam8AV
More specifically, the central city will be more taee than the rest and its growth rate is therefwe
expected to be as high. By contrast, there willobeer smaller and younger cities that will grow mor
rapidly during the same period. As such, the fograwth rate of the MSA is the average of many ratfes
different cities weighted by city size. Another ydéble explanation is that in order to become arANMSity
with more than 50,000 inhabitants is needed. Theeefh new MSA is nothing but the evolution of titees
within it and it might be the case that the defamtof a new MSA is not as accurate as the onenavaborn

city.

[TABLE 6]

5. Nonparametric analysis

A number of studies employ a nonparametric appré@avaluate the relationship between growth and
city size and growth to examine whether Gibratw land mean reversion in the steady state holds.
loannides and Overman (2003), for example, undertlch an analysis with a time-series dataset for
metropolitan areas. This same methodology is addpyeEeckhout (2004) and Gonzalez-Val (2010). The
former uses it to evaluate the impact of city Sreits growth for all the cities in the US for tvgpecific
years: 1990 and 2000. Gonzalez-Val (2010) usesditee database as the one described here whicdesclu
all cities without restriction. All three studiesd that Gibrat's law holds (at least for meang)tfteir data
and periods analysed. On the other hand, Michetedd. (2012) regress population growth on a full set of
fixed effects for initial population density usitigeir self-made dataset of county subdivisionsifigdan
increasing relationship between population growttl mitial population density in intermediate pogiidn

densities.

However, our study is much in line with Desmet d&wappaport (2013). Using data on counties and
MSAs, they empirically document the relationshifpvesen the level of population and the growth rdta o
city for every twenty-year period over the ninetibeand twentieth centuries. They find that, altHoug
Gibrat’'s law emerges gradually, it never fully at&a We perform a similar analysis, consisting be t

nonparametric estimation of city growth againsy size for every decade of existence of the U<itBy
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doing so, we may be able to disentangle betweerritiieage and city size effects on growth and ettra
some conclusions about the acceptance or rejeofiehe mean reversion hypothesis. Moreover, we also
examine whether this conclusion holds independeuitlthe age of the city or, on the contrary, itfeli$

across ages.

Our nonparametric approach is the same as the dwtygy developed by loannides and Overman
(2003) and used in Eeckhout (2004) and GonzaleZ20dl0), but differs in terms of the data we udeug],
we include only the cities identified as being nearn in each decade and estimate a pool for ansitges
city age, from one to nifle This means that in decade one, we include tta potmber of cities with one
decade of existence; no matter the year in whiely trere created (the last row in Table 3 is thepdarsize
for each estimation)

The regression we estimate is the following:
g = W(S ) t&

whereg; is the normalized growth rate, i.e., the diffeertetween growth and the contemporary sample
mean divided by the contemporary standard deviadioths is the logarithm of the population size of a
city. & is the error term. The aim of this approach isrmvigle an estimation ah(s) without imposing any
specific parametric functional form. The estimatadnm(s) is a local average that smooths the value around
the points. The smoothing is conducted using a kernel which symmetrical, weighted and continuous
function arounds. The Nadaraya-Watson meth8is used to calculate the estimatemaf based on the

following expression:

n_lzn: Kh(S_ S )gi
_ i=1

)=
3K, (53)

whereK;, denotes the dependencetofon the bandwidth h, and whekeis an Epanechnikov kerrfél
Figure 2 shows the results fai(s) calculated for a bandwidth bf= 0.5 for every decade of the twentieth

century including only the new-born cities. Boaagiped 95 percent confidence bands, calculated G8iag

random samples with replacement, are also displayed

° We consider a city age up to nine decades (iver, the course of the twentieth century). To beablconsider a city with an
age of ten decades, data for 1890 are required.

9 Employed here as used in Hardle (1990).

M The results are robust to the use of a Gaussiarekas well as the local polinomial fit technique.

12 The results are robust to different bandwidthsuiting the optimal one for each decade
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[FIGURE 3]

This type of analysis allows us to visually compthe temporal evolution of cities by their size. If
random growth does not exist, the average growthe@tmallest cities would differ from that of tlaegest
ones. If this were not the case, the figures warty present horizontal lines on the zero valughaf
growth axis and there would be no deviation from thean. In Figure 2, it is immediately apparent tha
smaller cities of all ages present higher growtiesaand that the larger the city the lower itswghorate
tends to be. However, as a city becomes biggey éitie increases), the average growth stabilizetean

mean. Therefore, it seems that, for every decadeea®d' century, smaller cities tend to grow more.

However, if we plot all the decades together ingame graph, this conclusion can be narrower. Eigur
3 shows the nine different estimations on figure ghe same plot. Then, although we can arguethsae
are still some differences in growth rates betwiensmaller cities and the rest, those differemresnuch
higher for the younger ones (those which are omadke old). In fact, the dashed line correspondheo
youngest cities in the sample while the otherstlaose corresponding to the cities between two ane n
decades old. By examining them, we clearly see #ptrt from the one corresponding to the youngs;it
the others almost look flat around the zero valugrowth. Therefore, despite we can assume thae thee
deviations from Gibrat’s law for cities of all ageélsey are especially important when regarding gocities.
In fact, as cities become older, Gibrat's law miaypétter>. Moreover, these results do not contradict our
parametric findings in which we find that the higlmpact of age on growth is mainly driven by tivstf

decade of existence.

[FIGURE 4]

Our results are in line with those of Giesen ande®um (2012) that, by means of a theoretical model,
find that cities grow with the same expected rat¢hie long run (Gibrat's law), but young citiestialily
grow faster. We are also in line with the resuft®esmet and Rappaport (2013) who, using diffedata,
find that city size and growth are negatively ctated across small locations for the18nd early 26

centuries but Gibrat’s law gradually emerges whitee passes though without completely hold.
6. Conclusions

In this paper we have drawn on data for cities BI®As in the United States in order to study the

13 From the parametric results of MSA’s, which, altnbg definition, represent more mature (and biggétis, we can clearly
see in regresion (6) that the MSA size coefficisnhot statistically significant, showing that Gilbs law fits better as cities
become older (and bigger).
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evolution of city growth throughout the twentietbntury. More specifically, we have focused ourrgtta
on the role played by the new-born cities that Haeen created during the decades of our periodaly/sis.
Applying parametric and nonparametric methods we lndotained two main results. Our first findinghat
differences exist in city growth rates accordingthe age of the city. In general, when a city isnbib
records very high rates of growth but as the dexamess it matures and its growth stabilizes or even
declines. These results are consistent with thb#eecsequential city growth literature, which regsahat in

each decade a few cities will grow at a faster tta@ the others.

Our second finding is related to the analysis efdignamics of the city size distribution, i.e. gtady
of Gibrat’'s law. We perform nonparametric regressito examine the relationship between the temporal
dimension of growth (the age of the city) and a/'sitinitial size. Our results confirm that thereear
deviations from Gibrat’s law for cities of all agbkst they are especially important when regardiogng
cities. In fact, as cities become older, Gibraa\s Imay fit better. Therefore, these results poirtttbat most
of the growth differential is driven by the firsechde of existence, which is pretty much in linéhvaur
parametric results as well as with the recent mapealyzing the age impact of cities on their growt

Our results are very much in line with those présgioy the city growth literature and, in particula
with those in studies of sequential city growthrtRarmore, our findings could provide interestingut for
policy makers in developing countries such as Cland India, which are now experiencing their own
processes of urbanization. In recent decades, dmithtries have experienced a change from a rurahto
urban society, i.e., the same pattern followed ey S and many other developed countries. As urban
policies slowly adjust to the dynamics of growthdajiven the huge populations of both India andch@hit
must surely be in the best interests of these caghpolicy makers to learn lessons from expemsnsuch
as that of the US. In fact, if there is a statatiegularity driving some of the population growtthcities,
dependent on their initial size or age, some imaest (especially in public infrastructure) can leefprmed

strategically.
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Figure 1. Evolution of the number of cities in the U.S. otlee 20" century
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Figure 3. Growth and size by age
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Figure 4. Population growth and size
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Table 1.Descriptive statistics of cities

Standard

Year Cities Mean Size L Minimum Maximum
Deviation
1900 10,496 3,468.27 42,617.51 7 3,437,202
1910 13,577 3,610.36 50,348.78 7 4,766,883
1920 15,073 4,087.61 57,540.69 3 5,620,048
1930 16,183 4,771.31 68,462.35 1 6,930,446
1940 16,400 4,977.44 72,001.37 1 7,454,995
1950 16,923 5,662.07 76,487.59 2 7,891,957
1960 17,825 6,455.86 75,195.01 1 7,781,984
1970 18,302 7,149.50 75,690.26 4 7,895,563
1980 18,752 7,431.72 69,475.36 2 7,071,639
1990 18,953 7,998.27 72,178.75 2 7,322,564
2000 19,211 8,939.77 78,175.03 1 8,008,278
Note: Alaska, Hawaii and Puerto Rico are excluded
Table 2. Descriptive statistics of MSAs
Year MSAs Mean Size Staf‘df"‘rd Minimum Maximum
Deviation
1900 104 280,915 586,361 52,577 5,048,750
1910 130 307,261 719,325 50,731 7,049,047
1920 139 362,905 847,072 51,284 8,490,694
1930 145 445,147 1,063,769 50,872 10,900,000
1940 148 473,984 1,125,419 51,782 11,700,000
1950 150 570,480 1,127,541 56,141 12,900,000
1960 264 477,991 1,095,872 51,616 13,000,000
1970 268 561,378 1,318,920 53,766 16,100,000
1980 279 617,269 1,455,040 57,118 18,900,000
1990 348 588,405 1,457,107 51,359 19,500,000
2000 350 658,734 1,510,498 52,457 18,300,000

Notes: (1) The minimum threshold is 50,000 inkeatis
(2) Alaska, Hawaii and Puerto Rico exeluded
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Table 3. Evolution of cities over the 20th century

year | d; & d& d d d & d

1910{ 3,291 O 0 0 0 0 0 0 0
1920| 1,747 3,229 O 0 0 0 0
1930| 1,267 1,7113,171 O 0 0 0
1940| 505 1,2451,684 3,132 O 0 0
1950, 646 489 1,2101,657 3,088 O 0
1960| 1,046 627 470 1,164,614 3,025 O
1970| 756 1,025 619 459 1,1551,597 3,010 O
1980 553 750 1,008 612 457 1,1431,588 2,987 O

1990/ 313 553 750 1,008612 457 1,1431,588 2,987

OOOOO
© ©0oooo

Total| 10,124 9,629 8,912 8,032 6,926 6,222 5,741 4,575 2,987

Source: Self elaboration with US Census Bureau data

Table 4. Evolution of MSAs over the 20th century

year d d ds d,  ds d7 g dy
1910 26 0 0 0 0 0 0 0 0
1920 9 26 0 0 O 0O 0 oO 0
1930 6 9 26 0 O 0O 0 oO 0
1940 3 6 9 26 O 0O 0 oO 0
1950 2 3 6 9 26 0 0 O 0
1960 | 114 2 3 6 9 26 0 O 0
1970 4 114 2 3 6 9 26 O 0
1980 11 4 114 2 3 6 9 26 0
1990 69 11 4 114 2 3 6 9 26
Total | 244 175 164 160 46 44 41 35 26

Source: Self elaboration with US Census Bureau data
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Table 5. Estimation of the dynamic effects of cities

Dependent variable: population growth at the @tyel

Decades of existence Q) (2) 3) (4) (5) (6)
d; 0.142%* 0.169*** 0.154%* -0.079 0.1171% 0.106**
(0.005) (0.005) (0.005) (0.079) (0.004) (0.005)
d; 0.048*** 0.07*** 0.070*** -0.129 0.017*** 0.023***
(0.004) (0.004) (0.004) (0.079) (0.004) (0.004)
ds 0.017*** 0.036*** 0.036*** -0.144* -0.010*** -0.004
(0.003) (0.003) (0.003) (0.079) (0.003) (0.003)
ds 0.003 0.019*** 0.004 -0.159** -0.016*** -0.0267***
(0.003) (0.003) (0.003) (0.079) (0.004) (0.004)
ds -0.016*** -0.0007 -0.023*** -0.173** -0.029%*** -0044***
(0.003) (0.003) (0.004) (0.079) (0.004) (0.004)
ds -0.025*** -0.009*** -0.016*** -0.160** -0.036*** -0.0281***
(0.003) (0.003) (0.003) (0.079) (0.003) (0.004)
d; -0.028*** -0.013*** -0.015%** -0.155* -0.031*** -0.009***
(0.003) (0.003) (0.003) (0.079) (0.004) (0.004)
ds -0.096*** -0.082*** -0.033*** -0.170** -0.131%** -0.024***
(0.003) (0.003) (0.004) (0.079) (0.004) (0.004)
do -0.02%** -0.005 -0.020*** -0.162**
(0.004) (0.004) (0.005) (0.079)
City sizey, 0.025*** 0.028*** -0.219%** 0.006*** 0.007***
(0.0005) (0.0006) (0.003) (0.0009) (0.0009)
City fixed effects No No No Yes No No
Time effects No No Yes Yes No Yes
County effects No No No No Yes Yes
State effects No No No No Yes Yes
Region effects No No No No No Yes
Navigable waters No No No No No Yes
Sun & Rust Belts No No No No No Yes
Observations 160,292 160,292 160,292 160,292 180,83 130,836
R-squared 0.019 0.034 0.042 0.194 0.156 0.174
Notes: (1) Robust standard errors in parenthgsep<0.01, ** p<0.05, * p<0.1)

(2) dis notincluded in regressions (4) and (5) becaodismearity problems with the county effects
(3) The number of observations vabesveen regressions (5) and (6) and the restadthe texclusion of4d
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Table 6. Estimation of the dynamic effects of MSAs

Dependent variable: population growth at the MSéle

Decades of existence Q) (2) 3) 4) (5) (6)
d; 0.053*** 0.035** 0.117** 0.007 -0.028*** 0.035*
(0.012) (0.014) (0.018) (0.035) (0.008) (0.021)
d, 0.067** 0.052%** 0.121%** 0.025 -0.042%** 0.042**
(0.015) (0.016) (0.020) (0.033) (0.015) (0.021)
d; 0.010 -0.001 0.082*** -0.014 -0.027* -0.011
(0.022) (0.023) (0.025) (0.031) (0.015) (0.028)
ds 0.028** 0.019 0.091** 0.003 -0.086*** -0.001
(0.013) (0.013) (0.014) (0.026) (0.024) (0.017)
ds 0.180*** 0.173*** 0.151%** 0.064* -0.064*** 0.067*
(0.033) (0.034) (0.030) (0.033) (0.014) (0.029)
ds 0.003 0.001 0.069*** -0.006 0.084** -0.011
(0.018) (0.019) (0.018) (0.023) (0.033) (0.019)
d; 0.026 0.025 0.098*** 0.035 -0.081*** 0.019
(0.021) (0.022) (0.022) (0.025) (0.017) (0.022)
ds -0.047 -0.045 0.032 -0.021 -0.052*** -0.050
(0.042) (0.043) (0.042) (0.027) (0.020) (0.039)
do -0.039** -0.035* 0.053*** -0.122%** -0.022
(0.017) (0.019) (0.018) (0.017) (0.018)
MSA size., -0.013* 0.009 -0.138*** -0.028*** -0.002
(0.003) (0.009) (0.020) (0.004) (0.004)
MSA fixed effects No No No Yes No No
Time effects No No Yes Yes No Yes
State effects No No No No Yes Yes
Region effects No No No No No Yes
Navigable waters No No No No No Yes
Sun & Rust Belts No No No No No Yes
Observations 1,975 1,975 1,975 1,611 1,975 1,975
R-squared 0.036 0.040 0.153 0.244 0.201 0.301

Notes: (1) Robust standard errors in parenth@gsep<0.01, ** p<0.05, * p<0.1)
(2) d9 is not included in regressi8hlfecause collinearity problems with the city-fixeffects
(3) The number of observations vabiesveen regression (4) and the rest due to thesra of 4
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