Byrne, David; Imai, Susumu; Sarafidis, Vasilis; Hirukawa, Masayuki

Working Paper

Instrument-free identification and estimation of differentiated products models

Queen's Economics Department Working Paper, No. 1336

Provided in Cooperation with:
Queen's University, Department of Economics (QED)

Suggested Citation: Byrne, David; Imai, Susumu; Sarafidis, Vasilis; Hirukawa, Masayuki (2015) : Instrument-free identification and estimation of differentiated products models, Queen's Economics Department Working Paper, No. 1336, Queen's University, Department of Economics, Kingston (Ontario)

This Version is available at:
http://hdl.handle.net/10419/122038

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes.

If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.
Instrument-free Identification and Estimation of Differentiated Products Models

David Byrne
University of Melbourne

Susumu Imai
UTS and Queen’s University

Vasilis Sarafidis
Monash University

Masayuki Hirukawa
Setsunan University

Department of Economics
Queen’s University
94 University Avenue
Kingston, Ontario, Canada
K7L 3N6

1-2015
Instrument-free Identification and Estimation of Differentiated Products Models∗

David P. Byrne† Susumu Imai‡
Vasilis Sarafidis§ and Masayuki Hirukawa¶

January 15, 2015

Abstract

We propose a new methodology for estimating the demand and cost functions of differentiated products models when demand and cost data are available. The method deals with the endogeneity of prices to demand shocks and the endogeneity of outputs to cost shocks, but does not require instruments for identification. We establish non-parametric identification, consistency and asymptotic normality of our estimator. Using Monte-Carlo experiments, we show our method works well in contexts where instruments are correlated with demand and cost shocks, and where commonly-used instrumental variables estimators are biased and numerically unstable.
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1 Introduction

In this paper, we develop a new methodology for estimating models of differentiated products markets. Our approach requires commonly used demand-side data on products’ prices, market shares, observed characteristics, some firm-level cost data, and the common assumption that firms set prices to maximize profits. The key novelty of our method is it does not require instruments variables to deal with the endogeneity of prices to demand shocks in estimating demand, nor the endogeneity of outputs to cost shocks in estimating cost functions.

Our study is motivated by questions surrounding the validity of instrument-based identification strategies for differentiated products models, and by recent applications that use cost data for model identification and testing. The frameworks of interest are the logit and random coefficient logit models of Berry (1994) and Berry et al. (1995) (hereafter, BLP), methodologies that have had a substantial impact on empirical research in IO and various other areas of economics.¹ These models incorporate unobserved heterogeneity in product quality, and use instruments to deal with the endogeneity of prices to these demand shocks.² As Berry and Haile (2014) and others point, as long as there are instruments available, fairly flexible demand functions can be identified using market-level data. Further, in the absence of cost data, firms’ marginal cost functions can be recovered with a consistently estimated demand system, and the assumption that firms set prices to maximize profits given their rivals’ prices.

A central issue then for the asymptotic properties of these estimators and the predictions they deliver is instrument validity. Commonly used instruments include cost shifters such as market wages, product characteristics of other products in a market (“BLP instruments”), and the price of a given product in other markets (“Hausman instruments”). As with most IV-based

¹Leading examples from IO include measuring market power (Nevo, 2001), quantifying welfare gains from new products (Petrin, 2002), or merger evaluation (Nevo, 2000). Applications of these methods to other fields include measuring media slant (Genzkow and Shapiro, 2010), evaluating trade policy (Berry et al., 1999), and identifying sorting across neighborhoods (Bayer et al., 2007).

²We will use the terms unobserved heterogeneity and demand shock interchangeably.
identification strategies, there are potential concerns with all of these instruments. Market-
level cost shifters such as wages tend to exhibit little variation across firms or over time. This
implies they generate little exogenous variation in prices conditional on market and firm fixed
effects. Recent work on endogenous product characteristics raises questions about validity of
BLP instruments. As with prices, firms are potentially strategic in determining their product
lines, which can create correlation between product characteristics and unobserved demand
shocks. Hausman instruments are compromised if demand shocks are correlated across markets,
perhaps due to spatial correlation in demand or national advertising campaigns.

Despite these concerns, studies regarding instrument validity in the estimation of BLP models
are scarce. Indeed, virtually all methodological innovations and applications based on the BLP
model have relied on price instruments and profit maximization to identify demand and cost
parameters. Recent applications have, however, started incorporating cost data as an additional
source of identification. For instance, Houde (2012) combines wholesale gasoline prices with
first order conditions that characterize stations’ optimal pricing strategies to identify stations’
marginal cost function parameters. Crawford and Yurukoglu (2012) and Byrne (2014) similarly
exploit first order conditions and firm-level cost data to identify the cost functions of cable
companies. Using some cost data, Kutlu and Sickles (2012) estimate market power while
allowing for inefficiency in production. Like previous research, all of these applications use
instrumental variables to identify demand in a first step.

Motivated by this recent rise in the use of cost data to empirically study oligopoly, we study

---

3See Crawford (2012) for an overview of this burgeoning literature. A commonly held view among empirical
IO researchers is that product lines tend to be fixed in the short run and firms mainly compete on prices. The
longer the time horizon of a given study, the more endogenous product characteristics becomes a concern.

4See Hausman (1997) and Bresnahan (1997) for a lively debate on the validity of Hausman instruments.

5There has been some research assessing numerical difficulties with the BLP algorithm (Dube, Fox, and Su,
2012), Knittel and Metaxoglou, 2014), and the use of optimal instruments to help alleviate these difficulties
(Reynart and Verboven, 2014). All of these studies use instruments for identification.

6A number of papers have also used demand and cost data to test assumptions regarding conduct in oligopoly
models. See, for instance, Byrne (2014), McManus (2007), Clay and Trosken (2003), Kim and Knittel (2003),
identification in BLP-type models when researchers have access to standard demand-side data (prices, market shares, product characteristics), and some firm-level cost data.\textsuperscript{7} The type of cost data we have in mind comes from firms’ income statements and balance sheets, among other sources. Such data has been used extensively in a large parallel literature on cost function estimation in empirical IO.\textsuperscript{8} Our approach is unifying in that it combines data typically used this and the differentiated products literature.

Our main theoretical finding is that by combining these data, one can jointly identify non-parametric demand and cost functions using variation in market size and the profit maximization assumption (market size does not have to be exogenous). Neither price nor quantity instruments are needed to correct for the endogeneity of prices and quantities to unobserved demand and cost shocks. The methodology is thus robust to fundamental specification concerns over instrument validity in empirical research on differentiated products and cost function estimation.\textsuperscript{9}

Getting into specifics, we develop an econometric model and approach that is based on the parametric model of demand from Berry (1994) and BLP. Our identification and estimation strategy combines three ideas. First, we note that because unobserved demand shocks in the BLP model perfectly rationalize the data, the model’s predicted marginal revenue can be written as a function of demand data and demand parameters only.\textsuperscript{10} Second, assuming firms act as differentiated Bertrand price competitors, marginal revenue will equal marginal costs for

\textsuperscript{7}At a broader level, our paper shares a common theme with De Loecker (2011). In particular, he investigates the usefulness of previously unused demand-side data in identifying production functions and measuring productivity.

\textsuperscript{8}Numerous studies have used such data to estimate flexible cost functions (e.g., quadratic, translog, generalized leontief) to identify economies of scale or scope, measure marginal costs, and quantify markups for a variety of industries. For identification, researchers either use instruments for quantities, or argue that in the market they study quantities are effectively exogenous from firms’ point of view.

\textsuperscript{9}Recent skepticism over instrument validity has led many researchers in fields such as empirical labor and development to favor using randomized field experiments, random or quasi-random natural experiments, and discontinuities in the endogenous regressor of interest. Implementing randomized experiments with firms in differentiated products markets is particularly challenging because of profit maximization motives. In particular, firms are hesitant to publish new insights and data from academic collaborations that provide them with a competitive advantage over their rivals. Even if one were to implement a field experiment or have access to a handful of natural experiments or discontinuities, they likely would not provide enough variation to identify all the parameters of a differentiated products model, which importantly include firm and market fixed effects that account for unobserved demand and cost shocks.

\textsuperscript{10}Importantly, we also prove that marginal revenue uniquely identifies the demand parameters.
firms in a Nash Equilibrium. Given a non-parametric cost function that is increasing in cost shocks, we can exploit these equilibrium conditions to recover each product’s cost shock as an unspecified function of cost-related observables and marginal revenue. That is, assuming profit maximization, we can use marginal revenue to construct a “control function” for cost shocks. An important insight that we exploit for this step in our procedure is that marginal revenue is a function of market shares in BLP models, whereas marginal cost is a function of output.

Finally, we use cost data to estimate a nonparametric cost function, where we control for the cost shock with marginal revenue. We call such cost function pseudo-cost function.\(^{11}\) It turns out that marginal revenue works as a proper control function only when the demand parameters are at their true values; in that case, the pseudo-cost function best fits the cost data. Therefore, we jointly estimate the pseudo-cost function, control function, and hence demand parameters, where the pseudo-cost function is nonparametrically specified as a sieve function of output, input price, and marginal revenue.

We then demonstrate that with cost data, instrument-free identification does not require any functional form assumptions on the demand side either. We prove that marginal revenue and marginal cost are jointly nonparametrically identified by the sample analog of the first order condition, which corresponds to two close points in the data that equates marginal revenue and cost. From the marginal revenue one can locally identify a nonparametric nonparametric market share function.

We believe our instrument-free, nonparametric identification results make a fundamental contribution to broader literature and persistent debates over structural econometrics. Specifically, they can be viewed as a counterexample to the commonly held view that structural estimation

\(^{11}\)This control function approach to cost estimation is similar to the approach of Olley and Pakes (1996) and other control function approaches to production function estimation. They derive a control function based on the first order condition of the underlying economic model and use it to control for the unobserved productivity shock. In their case, the first order conditions govern firms’ strategic investment decisions. Using investment, capital, and labor cost data, these equations can be inverted to construct a control function for firms’ productivity shocks.
necessarily requires functional form assumptions or exclusion restrictions.\textsuperscript{12} We demonstrate that neither are needed to identify the demand and cost functions of differentiated products models. Only the structure of the economic model is required for identification (e.g., Bertrand-Nash Equilibrium pricing among firms with regular cost functions).

We further show how our estimator can be adapted to incorporate a number of additional features that often arise in practice. These include endogenous product characteristics, imposing restrictions to ensure properly-defined cost functions (e.g., homogeneity in input prices)\textsuperscript{13}, allowing for differences between economic and accounting costs, missing cost data for certain products or firms, the presence of multi-product firms, and estimating fixed costs. Through a set of Monte-Carlo experiments, we illustrate the ability of our estimator to deliver consistent demand parameter estimates when prices and output are correlated with demand and cost shocks; and when cost shocks, input prices and market size are all correlated with the demand shocks (e.g. when there are no valid instruments to account for the endogeneity of prices).\textsuperscript{14}

The only other paper that we could find that exploits first order conditions to estimate demand parameters is Smith (2004). He estimates a demand model using consumer-level choice data for supermarket products. He does not, however, have product-level price data. To overcome this missing data problem, he develops a clever identification strategy that uses data on national price-cost margins, and identifies the price coefficient in the demand model as that which rationalizes these national margins. Our study differs considerably in that we focus on the more common situation where a researcher has data on prices, aggregate market shares and

\textsuperscript{12}See Angrist and Pischke (2010) for such a critical view of structural methods. See also Keane (2009) for an overview of these common criticisms of structural models and arguments in support of the notion that econometric research - both structural and atheoretic reduced form “experimentalist” approaches - cannot avoid making numerous assumptions.

\textsuperscript{13}Keeping with the cost-function estimation literature, we check for convexity in output after estimation.

\textsuperscript{14}A further result from the experiments speaks to the relative numerical performance of ours and instrumental variable estimators. Whereas we easily obtain convergence in our estimation routines, for most Monte-Carlo samples, like Dube et al. (2012) and Knittel and Metaxoglou (2014) we find the BLP algorithm to be quite unstable.
total costs, but not marginal costs. Indeed, we directly build on the general BLP framework.\textsuperscript{15}

This paper is organized as follows. In Section 2, we specify the differentiated products model of interest and review the IV based estimation approach in the literature. In Section 3, we propose our semiparametric sieve based Nonlinear Least Squares (NLLS)-GMM estimator, and discuss parametric and nonparametric identification of the model. We then analyze the large sample properties of our sieve NLLS-GMM estimator in Section 4. Section 5 contains a Monte-Carlo study that illustrates the effectiveness of our estimator in environments where standard approaches to demand estimation yield biased results. In Section 6 we conclude.

2 Differentiated products models and IV estimation

2.1 Differentiated products models

Consider the following standard differentiated products discrete choice demand model. Consumer $i$ in market $m$ gets the following utility from consuming one unit of product $j$:

$$u_{ijm} = x_{jm}' \beta + \alpha p_{jm} + \xi_{jm} + \epsilon_{ijm},$$

(1)

where $x_{jm}$ is a $K \times 1$ vector of observed product characteristics, $p_{jm}$ is price, $\xi_{jm}$ is the unobserved product quality (or demand shock) that is known to both consumers and firms but unknown to researchers, and $\epsilon_{ijm}$ is an idiosyncratic taste shock. Denote the demand parameter vector by $\theta = [\beta', \alpha]'$ where $\beta$ is a $K \times 1$ vector.

Suppose there are $m = 1 \ldots M$ isolated markets that have respective market sizes $Q_m$.\textsuperscript{16}

\textsuperscript{15}Genesove and Mullin (1998) also use data on marginal cost to estimate the conduct parameters of the homogenous goods oligopoly model.

\textsuperscript{16}With panel data, the $m$ index corresponds to a market-period.
Each market has \( j = 0 \ldots J_m \) products whose aggregate demand across individuals is

\[
q_{jm} = s_{jm} Q_m,
\]

where \( q_{jm} \) denotes output and \( s_{jm} \) denotes the market share. In the case of the Berry (1994) logit demand model which assumes \( \epsilon_{ijm} \) has a logit distribution, the aggregate market share for product \( j \) in market \( m \) is

\[
s_{jm}(\theta) \equiv s(p_m, X_m, \xi_j, j, \theta) = \frac{\exp \left( x'_{jm} \beta + \alpha p_{jm} + \xi_{jm} \right)}{\sum_{k=0}^{J_m} \exp \left( x'_{km} \beta + \alpha p_{km} + \xi_{km} \right)} = \frac{\exp (\delta_{jm})}{\sum_{k=0}^{J_m} \exp (\delta_{km})},
\]

(2)

where \( p_m = [p_{0m}, p_{1m}, \ldots, p_{J_m}]' \) is a \((J_m + 1) \times 1\) vector, \( X_m = [x_0, x_1, \ldots, x_{J_m}]' \) is a \((J_m + 1) \times K\) matrix, \( \xi_m = [\xi_{0m}, \xi_{1m}, \ldots, \xi_{J_m}]' \) is a \((J_m + 1) \times 1\) vector, and \( \delta_{jm} = x'_{jm} \beta + \alpha p_{jm} + \xi_{jm} \) is the “mean utility” of product \( j \). Notice from the definition of mean utility that we can also denote the share equation by \( s(\delta(\theta), j) \equiv s(p_m, X_m, \xi_j, j, \theta) \) where \( \delta(\theta) = [\delta_{0m}(\theta), \delta_{1m}(\theta), \ldots, \delta_{J_m}(\theta)]' \) is a \( J_m + 1 \) by 1 vector of mean utilities.

Following standard practice, we label good \( j = 0 \) as the “outside good” that corresponds to not buying any one of the \( j = 1, \ldots, J_m \) goods. We normalize the outside good’s product characteristics, price, and demand shock to zero (e.g., \( x_{0m} = 0, p_{0m} = 0, \) and \( \xi_{0m} = 0 \) for all \( m \)), which implies \( \delta_{0m}(\theta) = 0 \). This normalization, together with the logit assumption for the distribution of \( \epsilon_{ijm} \), identifies the level and scale of utility.

In the case of BLP, one allows the price coefficient and the coefficients on the observed characteristics to be different for different consumers. Specifically, \( \alpha \) has a distribution function \( F_\alpha(\cdot; \theta_\alpha) \), where \( \theta_\alpha \) is the parameter vector of the distribution, and similarly, \( \beta \) has a distribution function \( F_\beta(\cdot; \theta_\beta) \) with parameter vector \( \theta_\beta \). The probability a consumer with the coefficients \( \alpha \) and \( \beta \) purchases product \( j \) is identical to that provided by the market share formula in equation
2. The aggregate market share is obtained by integrating over the distribution of $\alpha$ and $\beta$,

$$s(p_m, X_m, \xi_m, \delta, \theta) = \int_{\alpha} \int_{\beta} \frac{\exp \left( x'_{jm} \beta + \alpha p_m + \xi_{jm} \right)}{\sum_{j=0}^{J_m} \exp \left( x'_{jm} \beta + \alpha p_m + \xi_{jm} \right)} \exp \left( x'_{jm} \beta + \alpha p_m + \xi_{jm} \right) dF_{\beta}(\beta; \theta_\beta) dF_{\alpha}(\alpha; \theta_\alpha).$$

Often the distributions of $\alpha$ and each element of $\beta$ are assumed to be independently normal, implying that the parameters consist of mean and standard deviation, i.e., $\theta_\alpha = [\mu_\alpha, \sigma_\alpha]'$, $\theta_{\beta k} = [\mu_{\beta k}, \sigma_{\beta k}]'$, $k = 1, \ldots, K$. The mean utility is then defined to be $\delta_{jm} = x'_{jm} \mu_{\beta} + \mu_{\alpha} p_m + \xi_{jm}$, with $\delta_{0m} = 0$ for the outside good.

### Recovering demand shocks

Given $\theta$ and data on market shares, prices and product characteristics, we can solve for the vector $\delta_m$ through market share inversion. This involves finding the values of vector $\delta_m$ for market $m$ that solve $s(\delta_m, \theta) = s_m$, where $s_m = (s_{0m}, s_{1m}, \ldots, s_{J_m})'$ is the observed market share and $s(\delta_m(\theta), j, \theta)$ is the market share of firm $j$ in the model, i.e.

$$s(\delta_m(\theta), j, \theta) - s_{jm} = 0, \text{ for } j = 0, \ldots, J_m,$$

and therefore,

$$\delta_m(\theta) = s^{-1}(s_m, \theta).$$

That is, we find the vector of mean utilities that perfectly align the model’s predicted market shares to those observed in the data.

In the context of the logit model, Berry (1994) shows we can easily recover the mean utilities for product $j$ using its market share and the share of the outside good as $\delta_{jm}(\theta) = \log(s_{jm}) - \log(s_{0m})$, $j = 1, \ldots, J_m$ (with $\delta_{0m}$ normalized to 0). In the random coefficient case, there is no such closed form formula for market share inversion. Instead, BLP propose a contrac-
tion mapping algorithm that recovers the unique $\delta_m(\theta)$ that solves (5) under some regularity conditions.

With the mean utilities in hand, recovering the structural demand shocks is straightforward,

$$\xi_{jm}(\theta) \equiv \xi(p_m, X_m, \xi_m, j, \theta) = \delta_{jm}(\theta) - x'_{jm} \beta - \alpha p_{jm}$$

for the logit model. For the BLP model, we use $\mu_{\beta}$ instead of $\beta$ and $\mu_{\alpha}$ instead of $\alpha$ as coefficients.

**IV estimation of demand**

A simple regression analysis of $\delta_{jm}(\theta) = x'_{jm} \beta + \alpha p_{jm} + \xi_{jm}$ with $\delta_{jm}(\theta)$ being the dependent variable and $x'_{jm}$ and $p_{jm}$ being the RHS variables won’t give us unbiased estimates of the price coefficient because of the likely correlation between the product price $p_{jm}$ and the unobserved product quality $\xi_{jm}$. Such endogeneity problem naturally arises in differentiated product markets since firms tend to charge higher prices if their products have higher unobserved product quality.

Researchers use a variety of excluded demand instruments to overcome this issue. That is, using the inferred values of $\xi_{jm}$ for all products and markets, we can construct a GMM estimator for $\theta$ by assuming the following population moment conditions are satisfied at the true value of the demand parameters $\theta_0$: $E[\xi_{jm}(\theta_0)z_{jm}] = 0$, where $z_{jm}$ is an $L \times 1$ vector of instruments.

However, as discussed below, each type of instrument has its pitfalls. Cost shifters are often used as price instruments. This is in line with traditional market equilibrium analysis which identifies the demand curve from shifts in the supply curve caused by cost shifters. Popular examples are input prices, $w_{jm}$. However, one cannot rule out the possibility that the exclusion restriction of cost shifters in the demand function does not hold. Input prices, like wages, may affect demand of the products in the same local market through changes in consumer income.
Changes in other input prices such as gasoline or electricity could reasonably be expected to affect both firms’ and consumers’ choices. Even further, higher input prices may induce firms to reduce product quality.

In instances where cost shifters are likely to satisfy exclusion restrictions, they are often weak instruments. For example, if one assumes that input prices are exogenously determined in some external market (such as the labor market), then all firms will face the same input prices. Therefore, cost shifters may not have sufficient within-market variation across firms to identify the demand parameters, especially if market fixed effects are included in demand specification.

In the absence of cost shifters, researchers often use product characteristics of rivals’ products or market structure characteristics like the number of firms as price instruments. One naturally would worry that these variables are endogenous with respect to unobserved demand shocks.17

A final commonly-used set of instruments is the set of prices of product $j$ in markets other than $m$ (Nevo (2001); Hausman (1997)). The strength of these instruments comes from common cost shocks for product $j$ across markets that create cross-market correlation in product $j$’s prices. These instruments are invalid, however, if there is spatial correlation in demand shocks across markets. Regional demand shocks, for example, could generate such correlation.18

### 2.2 Supply

The cost of producing $q_{jm}$ units of product $j$ is assumed to be a strictly increasing function of output, $L \times 1$ vector of input prices $w_{jm}$, and a cost shock $v_{jm}$. That is,

$$C_{jm} = C(q_{jm}, w_{jm}, v_{jm}, \tau),$$  \hspace{1cm} (6)

17 Indeed, Crawford and Yurukoglu (2012), Fan (2013), Byrne (2014), and others have documented that product characteristics are strategic choices made by firms that depend on demand shocks.

18 Firm, market, and year fixed effects are typically included in the set of instruments when panel data are available. So the exclusion restriction fails if the innovation in the demand shock in period $t$ for product $j$ is correlated across markets.
where $C_{jm}$ is the total cost of producing product $j$ in market $m$, and $\tau$ is a cost parameter vector. In addition, $C()$ is assumed to be continuously differentiable and convex with respect to output. Given this cost function and the demand model above, we can write firm $j$’s profit function as

$$\pi_{jm} = p_{jm} \times s(p_m, X_m, \xi_m, j, \theta) \times Q_m - C(s(p_m, X_m, \xi_m, j, \theta) \times Q_m, w_{jm}, u_{jm}, \tau),$$  \hspace{1cm} (7)$$

We assume that firms act as differentiated products Bertrand price competitors. Therefore, the optimal price and quantity of product $j$ in market $m$ is determined by the first order condition (F.O.C.) that equates marginal revenue and marginal cost

$$p_{jm} + s_{jm} \left[ \frac{\partial s(p_m, X_m, \xi_m, j, \theta)}{\partial p_{jm}} \right]^{-1} = \frac{\partial C(q_{jm}, w_{jm}, v_{jm}, \tau)}{\partial q_{jm}},$$  \hspace{1cm} (8)$$

It follows from the inversion in (4) and the specification of mean utility $\delta_{jm}$ that $\xi_m$ is a function of $X_m$, $p_m$, $s_m$ and $\theta$. Therefore, marginal revenue is also a function of those variables. That is,

$$MR_{jm} = MR_{jm}(\theta) \equiv MR(X_m, p_m, s_m, j, \theta).$$

**Cost function estimation**

The above discussion implies that once the cost function is estimated, one can take the derivative to obtain the marginal cost, and thereby identify the marginal revenue, and thus, the demand parameters. Below, we briefly discuss the cost function estimation. Similar to the inversion procedure in demand, the unobserved cost shock satisfies:

$$C_{jm} = C(q_{jm}, w_{jm}, v_{jm}, \tau) \Rightarrow v_{jm}(\tau) = C^{-1}(q_{jm}, w_{jm}, C_{jm}, \tau).$$  \hspace{1cm} (9)

---

19 Here, we are assuming there is one firm for each product. We will relax this later.
As in demand estimation, there are important endogeneity concerns with standard approaches to cost function estimation. That is, output $q_{jm}$ would potentially be negatively correlated with the cost shock $\nu_{jm}$. This would be especially troublesome for demand estimation since it is based on the endogenous choice of output, i.e. quantity demanded. Traditionally, researchers have either argued that the problem can be ignored or tried to find instruments for output.

In principle, one can estimate the cost function parameters by using the excluded demand shifters as instruments for output. We denote the vector of cost instruments by $\tilde{z}_{jm}$. We can estimate $\tau$ assuming that the following population moments are satisfied at the true value of the cost parameters $\tau_0$: $E[\nu_{jm}(\tau_0)\tilde{z}_{jm}] = 0$. This approach potentially involves issues that are similar to the ones we discussed in applying the IV strategy to demand estimation. That is, typical instruments such as demand shifters (e.g., market demographics) affect all firms, thus generating insufficient within-market across-firm variation in equilibrium output for identification. Furthermore, one cannot completely rule out the possibility of correlation between demand shifters and the cost shock.

Instead, we jointly estimate demand and cost functions consistently with endogenous price and output but without any instruments. Below, we discuss the basic idea behind the instrument-free identification and estimation strategy.\textsuperscript{21}

\textsuperscript{20}See, for example, Arocena et al. (2012) for an application that exploits the institutional environment to identify cost functions.

\textsuperscript{21}There is literature that estimates cost or production functions under imperfect competition without instruments. Examples of works are: Roeger (1995) and Klette (1999). Most of them impose restrictions on the production function, or on the demand side, in addition to the demand model specification. For example, Roeger (1995) assumes a constant returns to scale production function. In Klette (1999), mark-up is based on the “conjectured” price elasticity of demand, which is not determined endogenously from the equilibrium of the model. Recent literature on production function estimation, such as Olley and Pakes (1996), Levinsohn and Petrin (2003), Ackerberg, et. al. (2006) and Gandhi et. al. (2014) estimate production function in a way that is robust to the product market structure and endogeneity of inputs, but imposes some functional form assumptions and “timing” and other assumptions on the input and productivity processes.
3 Instrument-free identification and estimation of the price coefficient

Instead of using instruments, we estimate the demand and cost parameters directly from the first order condition of profit maximization. The following six assumptions are the main ones needed for the identification. We begin by focusing on identification of the price coefficient and the cost function; other assumptions will be added and discussed later as we extend our analysis to include the other demand parameters.

Assumption 1 Researchers have data on outputs, product prices, market shares, input prices, and observed product characteristics of firms. In addition, data on total cost are available.

Assumption 2 Marginal revenue is a function of observed product characteristics, product prices and market shares. Marginal cost is a function of output, input prices and cost shock.

Assumption 3 The cost function is strictly increasing, continuously differentiable and strictly convex in output, and strictly increasing and continuously differentiable in cost shock and input price. Furthermore, the marginal cost function is strictly increasing and continuous in cost shock.

Assumption 4 Markets are isolated. Market size is not a deterministic function of demand/supply shocks, and/or demand/supply shifters.\(^ {22} \)

Assumption 5 Firms are profit maximizing, and set prices such that marginal cost equals marginal revenue, taking as given their rivals’ prices.

Assumption 6 The support of the supply shock \( v_{jm} \) is in \( R^+ \) and the support of the demand shock \( \xi_m \) is in \( R^{J_m} \). However, only firms that have \( v_{jm}, \xi_m, X_m, p_m \) and \( s_m \) such that under

\(^ {22} \)Notice that the residual variation of market size, which is independent to demand/supply shocks, and/or demand/supply shifters, cannot be used as instruments because demand/supply shocks are not observed.
the true parameter vector $\theta_0$, $\delta_0 - 1 \leq \left[ \frac{\partial \ln s(X_{m,p_m,\xi_m,j,\theta_0})}{\partial \ln p_{jm}} \right]^{-1} \leq -\delta_0$ for a small $\delta_0 > 0$, are observed in the market. The rest of the firms are out of the market. Furthermore, for the sake of simplicity, we assume $\alpha < 0$ for the logit model and $\mu_\alpha < 0$ for the BLP random coefficient model.$^{23}$

Notice that none of these assumptions implies an instrumental variables restriction. In order to identify the coefficient on the observed characteristics ($\beta$ or $\mu_\beta$) we also need the following assumption.

Assumption 7 Unobserved quality $\xi_m$ is orthogonal to observed product characteristics $X_m$. $^{24}$

It is worth noting that the orthogonality condition in Assumption 7 is not required for identification of either the price parameters, nor for $\sigma_\beta$.

3.1 Identification of the Logit model

Before developing our general identification results, we first present our main idea using a simple example based on the Berry (1994) logit model of demand without measurement error in the cost data. We then extend our analysis of identification to the BLP (1995) random coefficient model of demand with measurement error in the cost data. Finally, we prove identification for a nonparametric model of demand with measurement error in the cost data. Since the main issue is identification of the coefficient on endogenous prices, we initially abstract from the treatment of controls $X_m$.

$^{23}$We believe Assumption 6 is often overlooked in the BLP setup. If we generate demand shocks that have reasonably large variance and are independent to other exogenous variables and cost shocks, then even for many parameter values with negative $\mu_\alpha$ some outcomes will have market shares with positive slope with respect to price. In effect, previous researchers may have either: (1) allowed positive slopes to happen in the data; (2) implicitly avoided parameters that generate these anomalies; or (3) implicitly assumed that only demand shocks that generate negative slope are selected in the data. It is clear that the latter two strategies results in bias of the price coefficient estimate. As we will see later, since our identification and estimation strategy of the price coefficient do not use any orthogonality conditions involving demand shocks, they not subject to this form of selection bias. However, our estimator for $\beta$ or $\mu_\beta$ will be subject to some bias.

$^{24}$One can use other instruments for the orthogonality conditions as well.
Consider a pair of firms \( (Q_m, w_{jm}, s_{jm}, p_{jm}) \) and \( (Q_{m'}, w_{j'm'}, s_{j'm'}, p_{j'm'}) \) in different markets (e.g., \( m \neq m' \)) whose demand shocks are \( \xi_{jm} \) and \( \xi_{j'm'} \), respectively. Under the logit specification, we their respective market shares are

\[
s_{jm} = \frac{\exp (\alpha p_{jm} + \xi_{jm})}{\sum_{k=0}^{J} \exp (\alpha p_{km} + \xi_{km})}, \quad s_{j'm'} = \frac{\exp (\alpha p_{j'm'} + \xi_{j'm'})}{\sum_{k'=0}^{J} \exp (\alpha p_{k'm'} + \xi_{k'm'})},
\]

where \( 0 < s_{jm} < 1 \) and \( 0 < s_{j'm'} < 1 \). Lemma 1 below formalizes the source of identification for this parametric demand model. To prove it, we need the following assumption in addition to Assumptions 1-6.

**Assumption 8** There exists a pair of observations that satisfies \( Q_m \neq Q_{m'}, \ w_{jm} = w_{j'm'}, \ q_{jm} = s_{jm}Q_m = q_{j'm'} = s_{j'm'}Q_{m'} \) and \( C_{jm} = C_{j'm'} \).

Before stating and proving the lemma, we make one final change to our differentiated products model from Section 2. Specifically, we drop the cost parameter vector \( \tau \) as we will treat the cost function \( C(\cdot) \) as being nonparametric for the remainder of the paper.

**Lemma 1** Suppose Assumptions 1-6 and Assumption 8 are satisfied. Then, \( v_{jm} = v_{j'm'} \) and under the logit model of demand, \( \alpha \) is identified by

\[
\alpha = -\frac{1}{p_{jm} - p_{j'm'}} \left[ \frac{1}{1 - s_{jm}} - \frac{1}{1 - s_{j'm'}} \right].
\]  \hspace{1cm} (10)

**Proof.** Suppose \( v_{jm} > v_{j'm'} \). Then, from strict monotonicity of the cost function in terms of the cost shock \( v \)

\[
C(q_{jm}, w_{jm}, v_{jm}) = C(q_{j'm'}, w_{j'm'}, v_{jm}) > C(q_{j'm'}, w_{j'm'}, v_{j'm'}),
\]

contradicting \( C_{jm} = C_{j'm'} \). A similar contradiction obtains for \( v_{jm} < v_{j'm'} \). Therefore, \( v_{jm} = \)
As a result, the marginal cost of the two observations is the same. That is,

$$MC(s_{jm}Q_m, w_{jm}, v_{jm}) = MC(s'_{jm'}Q_{m'}, w_{jm'}, v_{jm'}).$$

Because marginal revenue equals marginal cost, for these two data points, their marginal revenues must be the same. Then, in the case of logit model,

$$p_{jm} + \frac{1}{(1 - s_{jm})\alpha} = p'_{jm'} + \frac{1}{(1 - s'_{jm'})\alpha}.$$  

Since $Q_m \neq Q_{m'}$, $s_{jm} \neq s'_{jm'}$ and thus, for bounded negative $\alpha$, $p_{jm} \neq p'_{jm'}$. It then follows that $\alpha$ is identified from such a pair of data points as follows:

$$\alpha = \frac{1}{p_{jm} - p'_{jm'}} \left[ \frac{1}{1 - s_{jm}} - \frac{1}{1 - s'_{jm'}} \right].$$

It is important to note that at no point do we explicitly or implicitly use market size $Q_m$ as an instrument in identifying $\alpha$. Instead, we exploit residual variation in market size that is independent of the demand and supply shocks and/or demand and supply shifters. In other words, for the same level of output, differences in market size imply differences in market share. These differences can be used to separately identify the demand and cost function parameters.

Of course, in practice Assumption 8 is unrealistic. However, a similar argument can be made for pairs that satisfy the equalities in Assumption 8 approximately.

The above example highlights the importance of the variation of market size $Q_m$ for identification. If all the data came from a single market, or from two markets with the same market size, then $q_{jm} = q'_{jm'}$ implies $s_{jm} = s'_{jm'}$, and thus $\alpha$ cannot not be identified from (10).

Two issues are likely to arise in practice with this estimation strategy. First, suppose there
exist two pairs that satisfy Assumption 8 and each pair may provide a different estimate of \(\alpha\). This would immediately lead a practitioner to conclude that the model is misspecified since, if the model is correct, it is impossible to have two such pairs of markets that deliver different \(\alpha\) estimates. This issue arises because the specification of the model is too strong. According to the model, given output and input price, cost data uniquely identify cost shocks. The second issue with the strategy is that it is widely accepted that cost data are measured with error.\(^{25}\)

To handle both issues, in the next assumption we explicitly introduce an additive measurement error in the cost function.

**Assumption 9** The observed cost of firm \(j\) in market \(m\), \(C_{jm}^d\), differs from the true cost \(C_{jm}\) by measurement error, i.e.

\[
C_{jm}^d = C_{jm} + \eta_{jm}. \tag{11}
\]

Measurement error \(\eta_{jm}\) is i.i.d. distributed with mean 0 and variance \(\sigma_{\eta}^2\). In addition, measurement error is independent of \((q_{jm}, w_{jm}, p_m, s_m, X_m)\), for all \(j, m\).

### 3.2 Pseudo cost function

We now define the pseudo-cost function, which is the core component of our new estimator.

**Definition 1** A pseudo-cost function is defined to be \(PC(q_{jm}, w_{jm}, MC_{jm})\), where \(MC_{jm}\) denotes the marginal cost for product \(j\) in market \(m\).

Next, we state and prove a lemma that relates the cost function to the pseudo-cost function. The lemma shows that given output and input prices, marginal cost, if observable, can be used as a proxy for the cost shock. Because we assume profit maximization, we know that marginal revenue equals marginal cost at all points in the data. Now recall from the discussion in Section 2.2 that marginal revenue can be expressed strictly as a function of demand parameters and

\(^{25}\) For a discussion of this issue see, for example, Wang (2003)
data. Together with the profit maximization assumption, this implies that when the demand parameters are at their true values, marginal cost is, in effect, observable. This allows us to relate the cost function to the pseudo-cost function in practice. The lemma formalizes this idea.

**Lemma 2** Suppose that Assumptions 2, 3, 5 and 6 are satisfied. Then, \( C(q_{jm}, w_{jm}, \nu_{jm}) = PC(q_{jm}, w_{jm}, MR_{jm}(\theta_0)) \), and the pseudo-cost function is increasing and continuous in marginal revenue.

**Proof.** First, we show that \( C(q_{jm}, w_{jm}, \nu_{jm}) = PC(q_{jm}, w_{jm}, MC_{jm}) \). Note that because \( MC \) is an increasing and continuous function of \( \nu_{jm} \) given \( q_{jm} \) and \( w_{jm} \), there exists an inverse function on the domain of \( MC(q_{jm}, w_{jm}, \nu_{jm}) \) such that \( \nu_{jm} = \nu(q_{jm}, w_{jm}, MC_{jm}) \), where \( \nu \) is an increasing and continuous function of \( MC \). This implies that we can use (an unspecified function of) \( q_{jm}, w_{jm} \) and \( MC_{jm} \): \( v(q_{jm}, w_{jm}, MC_{jm}) \), to control for \( \nu_{jm} \). Substituting this “control function” for \( \nu_{jm} \) into the cost function, we obtain the pseudo-cost function from Definition 1: \( C(q_{jm}, w_{jm}, \nu_{jm}) = PC(q_{jm}, w_{jm}, MC_{jm}) \). From the F.O.C. we know that marginal revenue must equal marginal cost when the demand parameters are at their true values, \( \theta_0 \). We can therefore substitute \( MR_{jm}(\theta_0) \) in for \( MC_{jm} \) in the pseudo-cost function:

\[
C(q_{jm}, w_{jm}, \nu_{jm}) = PC(q_{jm}, w_{jm}, MC_{jm}) = PC(q_{jm}, w_{jm}, MR_{jm}(\theta_0)).
\]

Finally, because \( \nu_{jm} \) is an increasing and continuous function of \( MC_{jm} \) given \( q_{jm}, w_{jm} \), and because \( MR_{jm}(\theta_0) = MC_{jm} \) at \( \theta_0 \), \( PC \) is also an increasing and continuous function of \( MR \).

This lemma allows us to use the pseudo-cost function instead of the cost function in estimation. The advantage in doing so is that the former is only a function of data and parameters, whereas the latter depends on the unobservable cost shock \( \nu \).
3.3 Proposed estimator

We now present our estimator. It selects demand parameters to fit the pseudo-cost function to the cost data using a nonparametric sieve regression (Chen (2007); Bierens (2014)). We thus assume

**Assumption 10** The true pseudo-cost function can be expressed as a linear function of an infinite sequence of polynomials.

\[
PC(q_{jm}, w_{jm}, MR_{jm}(\theta_0)) = \sum_{l=1}^{\infty} \gamma_l \psi_l(q_{jm}, w_{jm}, MR_{jm}(\theta_0)),
\]

(12)

where \(\psi_1(\cdot), \psi_2(\cdot), \ldots\) are the basis functions for the sieve and \(\gamma_1, \gamma_2, \ldots\) is a sequence of their coefficients, satisfying \(\sum_{l=1}^{\infty} \gamma_l^2 < \infty\).

Our estimator is derived from the approximation of (12). It is useful to introduce some additional notation before formally defining it. Let \(M\) be the number of markets, and \(L_M\) an integer that increases with \(M\). For some bounded but sufficiently large constant \(T > 0\), let \(\Gamma_k(T) = \{\pi_k \gamma : \|\pi_k \gamma\| \leq T\}\) where \(\pi_k\) is the operator that applies to an infinite sequence \(\gamma = \{\gamma_n\}_{n=1}^{\infty}\), replacing \(\gamma_k, k > n\) with zeros. The norm \(\|x\|\) is defined as \(\|x\| = \sqrt{\sum_{k=1}^{\infty} x_k^2}\). We will prove later that at the true value of \(\theta\) and \(\gamma = [\gamma_1, \ldots]'\), the population distance between the cost data and the sieve-approximated pseudo-cost function is minimized. That is

\[
[\theta_0, \gamma_0] = \arg \min_{(\theta, \gamma) \in \Theta \times \Gamma} E \left[ C_{jm}^d - \sum_l \gamma_l \psi_l(q_{jm}, w_{jm}, MR_{jm}(\theta)) \right]^2,
\]

(13)

\footnote{Suppose the vector \((q_{jm}, w_{jm}, MR_{jm})\) comes from a compact finite dimensional Euclidean space, \(W\). Then, if \(PC(q_{jm}, w_{jm}, MC_{jm})\) is a continuous function over \(W\), from the Stone-Weierstrass Theorem it follows that the function can be approximated arbitrarily well by an infinite sequence of polynomials.}
where \( \Theta \) is the demand parameter space, and \( \Gamma = \lim_{M \to \infty} \Gamma_{LM}(T) \). Our estimator solves the sample analogue of (13), given a sample of \( M \) markets:

\[
\begin{bmatrix} \hat{\theta}_M, \hat{\gamma}_M \end{bmatrix} = \arg \min_{(\theta, \gamma) \in \Theta \times \Gamma_{LM}(T)} \frac{1}{M} \sum_m \sum_{j,m} \left[ C^d_{jm} - \sum_l \gamma_l \psi_l(q_{jm}, w_{jm}, MR_{jm}(\theta)) \right]^2.
\]  

(14)

The set \( \Gamma_{LM}(T) \) makes explicit the fact that the complexity of the sieve is increasing in the sample’s number of markets.\(^{27}\)

### 3.3.1 Identification

We now prove identification of the estimator. First, we state the assumption that marginal revenue identifies the demand function parameters.

**Assumption 11** Marginal revenue identifies the demand function parameters. More concretely, consider two firms \( j m \) and \( j' m' \) in different markets \( m \neq m' \) with the number of firms being \( J_m \) and \( J_{m'} \), respectively. Denote \( \tilde{\nu} \) to be the vector of the first firm’s output, input price, prices and market shares of all firms in the same market, and \( \tilde{\tilde{\nu}} \) being the same vector of the second firm. We assume the two firms have the same output and input price, i.e.,

\[
\tilde{\nu} = (q, w, \tilde{p}, \tilde{s}), \quad \tilde{\tilde{\nu}} = (q, w, \tilde{p}, \tilde{s}), \quad \tilde{\nu} \neq \tilde{\tilde{\nu}}.
\]

If \( \theta \neq \theta_0 \), then there exist two such firms with outcomes \( \tilde{\nu} \neq \tilde{\tilde{\nu}} \), that satisfy the following properties

\(^{27}\)In the actual estimation exercise, the objective function can be constructed in the following 2 steps.

**Step 1:** Given a candidate parameter vector \( \theta \), derive the marginal revenue \( MR_{jm}(\theta) \) for each \( j, m, j = 1, ..., J_m, m = 1, ..., M \).

**Step 2:** Derive the estimates of \( \hat{\gamma}_l \), \( l = 1, ..., L_M \) by OLS, where the dependent variable is \( C^d_{jm} \) and the RHS variables are \( \psi_l(q_{jm}, w_{jm}, MR_{jm}(\theta)) \), \( l = 1, ..., L_M \). Then, construct the objective function, which is the average of squared residuals \( Q_M(\theta) = \frac{1}{M} \sum_m \sum_{j,m} \left[ C^d_{jm} - \sum_{l=1}^{L_M} \hat{\gamma}_l \psi_l(q_{jm}, w_{jm}, MR_{jm}(\theta)) \right]^2 \).

We choose \( \theta \) that minimizes the objective function \( Q_M(\theta) \). In sum, we search for the demand parameters in an outer loop, and find the best fitting cost function on an inner loop for each candidate set of demand parameters.
1. \( q > 0, \ w_l > 0, \) for \( l = 1, ..., L \) and \( \tilde{p}_l > 0, \ 0 < \tilde{s}_l < 1 \) for \( l = 1, ..., J_m \) and \( \tilde{p}_l > 0, \ 0 < \tilde{s}_l < 1, \)
   for \( l = 1, ..., J_m' \), and \( 0 < \sum_{l=1}^{J_m} \tilde{s}_l < 1, \) \( 0 < \sum_{l=1}^{J_m'} \tilde{s}_l < 1. \)

2. \( MR_{jm}(\tilde{p}, \tilde{s}, \theta) = MR_{j'm'}(\tilde{p}, \tilde{s}, \theta) \) and \( MR_{jm}(\tilde{p}, \tilde{s}, \theta_0) \neq MR_{j'm'}(\tilde{p}, \tilde{s}, \theta_0). \)

3. For any open sets \( A \) including \((q, w)\), \( \tilde{B} \) including \((\tilde{p}, \tilde{s})\) and \( \tilde{B} \) including \((\tilde{p}, \tilde{s})\), \( \text{Prob} \left( A \times \tilde{B} \right) > 0, \) \( \text{Prob} \left( A \times \tilde{B} \right) > 0. \)

**Proposition 1** Suppose Assumptions 1-6, 9-11 hold. Then, equation (13) identifies \( \theta_0. \)

**Proof.** See Appendix.

We have shown above that in fitting the pseudo-cost function to the cost data, we identify the demand parameters. Notice that in the above estimation, the assumption we actually impose is somewhat weaker than profit maximization (i.e. marginal revenue equals marginal cost). We only require that marginal cost is an increasing function of marginal revenue.\(^{29}\)

Our sieve NLLS approach deals with issues of endogeneity by adopting a control function approach for the unobserved cost shock \( \nu_{jm}. \) With our estimator, the right hand side of (14) is minimized only when the demand parameters are at their true value \( \theta_0 \) so that the computed

\(^{28}\)As we will see later, this is essentially equivalent to assuming nonlinearity of the marginal revenue function.

\(^{29}\)One may argue that a more straightforward estimation strategy is to construct a pairwise differenced estimator for the unobserved cost shock \( \nu_{jm}. \) As we will see later, this is essentially equivalent to assuming nonlinearity of the marginal revenue function.
marginal revenue equals the true marginal revenue, e.g., the marginal cost, and thus works as a control function for the supply shock $v_{jm}$. If $\theta \neq \theta_0$, then using the false marginal revenue adds noise, which increases the right hand size of the sum of squared residuals in (14). In this sense, we are adopting a pseudo-control function approach, but without any need for instruments. As the above argument makes clear, the true demand parameter $\theta_0$ can be obtained as a by-product of this control function approach.

### 3.3.2 Identification of marginal revenue

It is important to note that Assumption 11 is a high level assumption; it is not necessarily satisfied in all demand models. For example, if marginal revenue is a linear function of $\theta$, then for any positive constant $a > 0$, if we set $\theta = a\theta_0$, then, for any $(\tilde{p}_m, \tilde{s}_m)$ and $(\hat{p}_m, \hat{s}_m)$,

$$MR(\tilde{p}_m, \tilde{s}_m, j, \theta) = aMR(\hat{p}_m, \hat{s}_m, j, \theta_0)$$

Hence, Assumption 11 is violated. The important question, then, is whether standard differentiated products demand models satisfy Assumption 11. The lemma below answers this question.

**Lemma 3** Assumption 11 is satisfied for the logit model. It holds as well as for BLP model of demand without observed product characteristics for monopoly markets if

$$\frac{\mu_{\alpha_0}}{\sigma_{\alpha_0}} < -\frac{1}{2\phi(0)}.$$  

(15)

**Proof.** See Appendix.

Inequality (15) needs to be satisfied so that there exists $(p, s)$ that generates negative slope of the market share with respect to price and the positive marginal revenue.\(^{30}\)

\(^{30}\)We have conducted extensive numerical studies, computing monopoly equilibria with different demand and supply shocks. We could not find any price and market share combination that has both negative market share-price slope and positive marginal revenue if the inequality is not satisfied. If it is satisfied, then, it can be shown that the point $(p, s)$ where $s = 1/2$ and $p$ sufficiently large satisfies both conditions.
Next, we include controls $X_m$ into the demand model, and show that the cost data identifies the parameters of the random coefficients on price ($\mu_\alpha, \sigma_\alpha$), and $\sigma_\beta$, the standard deviation of the distribution of $\beta$.

**Lemma 4** Suppose that the logit or BLP model now includes the exogenous demand controls $X_m$. Assumption 11 is still satisfied for the logit model with respect to $\alpha$. Assumption 11 is satisfied for the BLP model of demand for the parameters ($\mu_\alpha, \sigma_\alpha$) and $\sigma_\beta$ under monopoly as well.

**Proof.** See Appendix.

In the proof for the BLP model, we had to rely on firms with very high prices for identification. That is unattractive, but necessary to deal with the complexity in separately identifying the parameters of the distribution of the random coefficients.$^{31}$ As we will see later, nonparametric identification of the marginal revenue and the market share equation does not rely on having such firms.

Proving Assumption 11 for the BLP model for oligopoly markets is a straightforward extension of Lemma 3 and is thus omitted. It requires data that contains firms with high and similar prices, e.g. $p_{1m} = p_{2m} = ... p_{Jm} = p$ for sufficiently high $p$. Despite the need for these strong assumptions in the formal argument for parametric identification for the BLP model, we later show with Monte-Carlo experiments that our estimator identifies the coefficients of the logit model and the BLP model very well in datasets without such firms with high prices.

**Estimating taste parameters for product characteristics**

Recall that our estimator in equation (14) abstracted from having product characteristics $x_{jm}$ in the demand model. Allowing for them now, we can identify $\beta$ for the logit model and $\mu_\beta$ for

$^{31}$We conducted simulation exercises to see the conditions that are required to observe data are satisfied with such high prices, i.e., the market share having negative slope with respect to price, and the marginal revenue to be positive. What we need is that the demand shock increases with price such that the resulting monopoly market share is not below 15 percent.
BLP if we include additional moment conditions in our estimator that leverage the (common) assumption that $E[\xi_j \mid X_m] = 0$. Our modified estimator simply minimizes the weighted sum of the original NLLS objective function and the GMM objective function based on the sample analog of these orthogonality conditions between the observed and unobserved product characteristics. That is,

$$\hat{\theta}_M, \hat{\gamma}_M = \arg\min_{\theta \in \Theta, \gamma \in \Gamma_L} \left( \frac{1}{L} \sum_{j=1}^{L} \left[ C_{jm} - \sum_{l=1}^{L} \gamma_l \psi_l (q_{jm}, w_{jm}, MR_{jm} (\theta)) \right] \right)^2 + A \left[ \frac{\sum_{m=1}^{M} \sum_{j=1}^{J_m} \hat{\xi}_{jm} (\theta) X_m}{\sum_{m=1}^{M} \sum_{j=1}^{J_m} 1} \right]' W_M \left[ \frac{\sum_{m=1}^{M} \sum_{j=1}^{J_m} \hat{\xi}_{jm} (\theta) X_m}{\sum_{m=1}^{M} \sum_{j=1}^{J_m} 1} \right]$$

where

$$W_M = \left( \frac{1}{\sum_{m=1}^{M} \sum_{j=1}^{J_m} 1 \sum_{m=1}^{M} \sum_{j=1}^{J_m} \hat{\xi}_{jm} (\theta_M) X_m X_m' \hat{\xi}_{jm} (\theta_M)} \right)^{-1}$$

and $A$ is a positive constant.

### 3.4 Nonparametric identification of marginal revenue function

We have so far assumed Berry (1994) logit or BLP random coefficient logit functional forms of demand. In this section, we show that marginal revenue is nonparametrically identified, and that the market share function can be recovered from nonparametric marginal revenue estimates. In practice, however, identification and estimation will be subject to a Curse of Dimensionality. This provides motivation for the use of the parametric methods described above in practice.

To simplify our discussion, we first focus on monopoly markets; this allows us to drop the $j$ subscript. In addition, for the sake of brevity in notation below, we will not explicitly state the dependence of marginal revenue $MR(\cdot)$ and market shares $s(\cdot)$ on product characteristics $x_{jm}$, nor the dependence of marginal costs $MC(\cdot)$ on input prices $w_{jm}$. After establishing nonparametric identification in monopoly markets, we then discuss how the logic can be straightforwardly
extended to oligopoly markets.

We begin by making the following auxiliary assumptions:

**Assumption 12** The marginal revenue function $MR(p, \xi)$ is strictly increasing in price. Furthermore, for any two pairs of prices and market shares $(p_1, s_1)$ and $(p_2, s_2)$ such that $s_1 = s_2$ and $p_1 > p_2$,

$$MR_1 > MR_2,$$

where $MR_i$ is the marginal revenue of firm $i$ in the pair, and $MR(p, \xi)$ is the marginal revenue specified as a function of price $p$ and the demand shock $\xi$.

**Assumption 13** The market share function $s(p, \xi)$ is strictly decreasing and continuous in $p$ and strictly increasing and continuous in $\xi$. Furthermore,

$$\lim_{\xi \downarrow -\infty} s(p, \xi) = 0, \quad \lim_{\xi \uparrow \infty} s(p, \xi) = 1 \quad \text{and} \quad \lim_{p \uparrow \infty} s(p, \xi) = 0.$$

**Assumption 3'** The marginal cost function is strictly increasing and continuous in $\upsilon$. Furthermore, for any $q > 0$,

$$\lim_{\upsilon \downarrow 0} MC(q, \upsilon) = 0, \quad \text{and} \quad \lim_{\upsilon \uparrow \infty} MC(q, \upsilon) = \infty.$$

Formally, we prove the following proposition:

**Proposition 2** Suppose Assumptions 1, 2, 3', 4, 5, 6 and Assumptions 9, 12 and 13 are satisfied. Consider data on firms with the same product characteristics $x$ and input prices $w$.

a. Given $q$, the ordering of marginal revenue is nonparametrically identified from the cost data.

b. Suppose we have two points, $(Q_1, q_1, p_1, s_1)$ and $(Q_2, q_2, p_2, s_2)$, with the same demand shocks $(\xi_1 = \xi_2 = \xi)$ and cost shocks $(\upsilon_1 = \upsilon_2 = \upsilon)$ and different market sizes $Q_1 < Q_2$. It follows
that

\[ s_1 > s_2, \ p_1 < p_2, \ q_1 < q_2, \]  \hspace{1cm} (16)

and

\[ p_1 \left[ 1 + \frac{\ln p_2 - \ln p_1}{\ln s_2 - \ln s_1} \right] = \frac{E[C^d(q_2, p_2, s_2)] - E[C^d(q_1, p_1, s_1)]}{q_2 - q_1} + O(|Q_2 - Q_1|). \] \hspace{1cm} (17)

c. Suppose we have two close points, \((Q_1, q_1, p_1, s_1)\) and \((Q_2, q_2, p_2, s_2)\), such that both (16) and (17) hold. Then, the true marginal cost at at \((Q_1, q_1, p_1, s_1)\), \(MC_1\) satisfies

\[ MC_1 = \frac{E[C^d(q_2, p_2, s_2)] - E[C^d(q_1, p_1, s_1)]}{q_2 - q_1} + O(|Q_2 - Q_1|). \]

Part a of the Proposition clarifies the source of identification in parametric demand models discussed earlier. The parameters of the logit and random coefficient logit models are identified from the ordering of the marginal revenues, which in turn is identified by the ordering of the nonparametrically derived average cost conditional on price, market share, output, observed product characteristics, and input prices.

Parts b and c of the Proposition go further in terms of identification; they state that the level of marginal revenue can be identified. Hence, linear marginal revenue models are now identifiable, which was not the case if we only had the ordering of the marginal revenue as the source of identification. Parts b and c say that if we find two nearby points with the same \(x_m\) and \(w_m\), satisfying some inequalities relating their market shares, prices and outputs, and if the first order condition using these points is approximately satisfied, then a nonparametric estimate of marginal cost can be computed from these points as the local slope of the average cost, where the average is taken over the total cost conditional on output, input price, observed
product characteristics, prices, and market shares:

\[ \widehat{MC}_1 = \frac{E[C^d(q_2, w, p_2, s_2, x)] - E[C^d(q_1, w, p_1, s_1, x)]}{q_2 - q_1}. \]

In practice \( E[C^d(q, w, p_1, s, x)] \) could be nonparametrically estimated in a first step. Assuming profit maximization, we can directly obtain a nonparametric marginal revenue estimate \( \widehat{MR}_1 \) from this marginal cost estimate, \( \widehat{MR}_1 = \widehat{MC}_1. \)

It is fairly straightforward to see that Assumption 12 is satisfied for the logit model. For the random coefficient logit model, we conducted an extensive numerical analysis in monopoly markets and found that when market share is low (e.g., less than or equal to 15 percent of the market size), sometimes marginal revenue decreases with an increase in price. Even though this is an exceptional case of a monopolist having a very low market share, it shows that one cannot completely rule out the possibility of Assumption 12 not being satisfied. Fortunately, it can be tested. To do so, consider two monopoly firms whose output, market size, and market shares are close to each other. In particular, for the point \((Q_1, q_1, p_1, s_1)\), take another close point \((Q_2, q_2, p_2, s_2)\) that has the same \(x_1 = x_2 = x\) and \(w_1 = w_2 = w\), and that satisfies \(Q_1 = Q_2, s_1 = s_2 = s\), hence \(q_1 = q_2\), but \(p_1 < p_2\). Then, if \(E(C^d|q_2, w, p_2, s_2, x) > E(C^d|q_1, w, p_1, s_1, x)\), it implies that \(C(q_2, v_2) > C(q_1, v_1)\), thus, \(v_2 > v_1\), and given \(q_1 = q_2\), \(MR_1 = MC(q_1, v_1) < MC(q_2, v_2) = MR_2\), and Assumption 12 holds. If, on the other hand, \(E(C^d|q_2, w, p_2, s_2, x) \leq E(C^d|q_1, w, p_1, s_1, x)\), then \(MR_1 = MC(q_1, v_1) \geq MC(q_2, v_2) = MR_2\) and Assumption 12 does not hold. Therefore, by testing the hypothesis \(E(C^d|q_2, w, p_2, s_2, x) > E(C^d|q_1, w, p_1, s_1, x)\), one can test Assumption 12.

We next consider oligopoly models with \(J\) firms. We apply the same argument to firm \(j = 1\)

\[^{32}\text{Recall that with parametric identification, we only needed to assume that marginal revenue was an increasing function of marginal cost. For Proposition 2 however, to prove nonparametric identification, we require that marginal revenue to equal marginal cost. It is the parametric functional form restriction that helped weaken the profit maximization assumption previously.}\]
in two different markets. Define $s_{-jm}$ and $p_{-jm}$ to be the market share and price vectors of firms other than firm $j$ in market $m$. As in Proposition 2, we need to find two close points in the data, e.g. two oligopoly outcomes in different markets that are similar. We denote the first outcome to be $(Q_1, q_{11}, p_{11}, s_{11}, s_{-11}, p_{-11})$ where $q_{11}$, $p_{11}$, and $s_{11}$ are the quantity, price and market share of the firm 1 in market 1, and $s_{-11}$, $p_{-11}$ are market share and price vectors of firms other than 1 in market 1. We similarly define $(Q_2, q_{12}, p_{12}, s_{12}, s_{-12}, p_{-12})$ to be the vector of variables of market 2. These two points are chosen to satisfy the following properties

$$Q_1 < Q_2, \quad s_{11} > s_{12}, \quad p_{11} < p_{12}, \quad s_{11} Q_1 < s_{12} Q_2 \quad \text{and} \quad p_{-11} = p_{-12},$$

and

$$p_{11} \left[ 1 + \frac{\ln p_{12} - \ln p_{11}}{\ln s_{12} - \ln s_{11}} \right] = E \left[ C_d \mid (q_{12}, p_2, s_2) \right] - E \left[ C_d \mid (q_{11}, p_1, s_1) \right] \frac{q_{12} - q_{11}}{q_{12} - q_{11}} + O \left( |Q_2 - Q_1| \right).$$

Then, with only slight modifications to the proof of Proposition 2 for the monopoly case, we can prove nonparametric identification of the marginal revenue function for the oligopoly case.\(^{34}\)

### 3.4.1 Recovering the market share function

We can use this marginal revenue estimate to recover a non-parametric estimate of the market share function. Denote the non-parametric marginal revenue estimate of firm 1 evaluated at point $(X_m, p_m, s_m)$ by $\hat{MR}(X_m, p_m, s_m, 1)$.\(^{35}\) Using the definition of marginal revenue, we can

\(^{34}\)We again suppress $X_m$ and $w_{jm}$ as we continue to condition on having firms that also have the same $X_m$ and $w_{jm}$ for these identification proofs.

\(^{35}\)The relevant lemma, Lemma 5 and its proof are in Subsection C.2 of the Appendix.

\(^{35}\)Notice that by conditioning on the point $X_m$, $p_m$, $s_m$, we are effectively conditioning on the demand shock $\xi_m$ as well since (recall) it perfectly rationalizes $s_m$ given $X_m$ and $p_m$.  
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recover the derivative of the market share function at this point as

\[
\frac{\partial s(X_m, p_m, s_m, 1)}{\partial p_{1m}} = \left[ \frac{MR(X_m, p_m, s_m, 1) - p_{1m}}{s_{1m}} \right]^{-1}.
\]

A non-parametric estimate of the market share derivative around the point \(X_m, p_m, s_m\) for firm 1 can then be calculated as

\[
\hat{s} \left( X, p, s, 1 \right) = \sum_m \left[ \frac{MR(X_m, p_m, s_m, 1) - p_{1m}}{s_{1m}} \right]^{-1} \frac{K_h(X - X_m, p - p_m, s - s_m)}{\sum_n K_h(X - X_n, p - p_n, s - s_n)},
\]

where \(K_h(\cdot)\) is a kernel with bandwidth vector \(h\).

We can use this non-parametric estimate of the market share derivative to recover a non-parametric estimate of the demand function. Starting from the point \(\bar{X}, \bar{p}, \bar{s}\) (where \(\bar{s} = s(X, p, \xi, 1)\) for some \(\xi\)), we derive the approximation of \(s(X, \bar{p} + \Delta p, \xi, 1)\), that is, the market share of firm 1 with price vector \(\bar{p} + \Delta p\) where \(\Delta p = [\Delta p_{1m}, 0, \ldots, 0]'\) and where \(\Delta p_{1m}\) is small. The approximation is computed as

\[
\hat{s}(X, \bar{p} + \Delta p, \xi, 1) = \bar{s} + \hat{s}(\bar{X}, \bar{p}, \bar{s}, 1)' \Delta p,
\]

where \(\hat{s}(\bar{X}, \bar{p}, \bar{s}, 1)' = \left[ \frac{\partial s(\bar{X}, \bar{p}, \bar{s}, 1)}{\partial q}, 0, \ldots, 0 \right]'\). The market share function can be iteratively recovered in a similar fashion, where at iteration \(k\) the share estimate at price \(\bar{p} + k\Delta p\) is

\[
\hat{s}(X, \bar{p} + k\Delta p, \xi, 1) = \hat{s}(X, \bar{p} + (k - 1)\Delta p, \xi, 1) + \frac{\partial s(X, \bar{p} + (k - 1)\Delta p, \bar{s}, 1)'}{\partial p} \Delta p.
\]
Then,

\[
\hat{s}(\bar{X}, \hat{p} + k\Delta p, \xi, 1) = s(\bar{X}, \hat{p} + k\Delta p, \xi, 1)
\]

\[+ \sum_{l=1}^{k} \left[ \left( \frac{\partial s(\bar{X}, \hat{p} + l\Delta p, \xi, 1)}{\partial p} - \frac{\partial s(\bar{X}, p + l\Delta p, \xi, 1)}{\partial p} \right) \Delta p \right] + O(k\|\Delta p\|^2).
\]

Therefore,

\[
\hat{s}(\bar{X}, \hat{p} + k\Delta p, \xi, 1) = s(\bar{X}, \hat{p} + k\Delta p, \xi, 1) + O(k\|\Delta p\|^2) + ko_p(1)\|\Delta p\|.
\]

Hence, we can obtain a non-parametric market share function estimate given \(\bar{X}\) and \(p\).

### 3.4.2 Curse of Dimensionality

In practice, a non-parametric estimator for the demand and cost parameters based on parts b and c of Proposition 2 will likely suffer from a Curse of Dimensionality. To implement such an estimator, one would need to obtain a non-parametric estimate of \(E[C_{jm}^d | (q_{jm}, w_{jm}, X_m, p_m, s_m)]\).

For most markets of interest, \(X_m\) will contain a number of product characteristics across a non-negligible number of firms. This makes the dimensionality problem potentially quite severe.

Because of this dimensionality issue, in what follows we pursue the common practice where researchers use parametric restrictions to reduce the dimensionality of the estimation problem, essentially transforming the non-parametric estimation exercise into a semi-parametric one. In particular, we adopt the Berry (1994) logit or BLP (1995) random coefficients demand model.

This relaxes the need to condition on the individual variables \(X_m, p_m, s_m\) in our pseudo-cost function estimator: we only need to control for a single \(M_{Rjm}\) index, which is a parametric function of these variables.
3.5 Cost function estimation

After estimating the model’s parameters with our pseudo-cost estimator in (14), we can recover the cost function from the marginal revenue estimates; the steps in doing so are similar to those used in recovering of the market share function from marginal revenue.\footnote{Marginal revenue function can be parametric as well as nonparametric.}

The cost function can be recovered from the pseudo-cost function estimates in two steps. First, we non-parametrically estimate marginal cost for a given point \((q, w, C)\) as follows,

\[
\widehat{MC}(q, w, C) = \sum_{jm} MR_{jm}(\theta_M) \cdot W_h(q - q_{jm}, w - w_{jm}, C - \widehat{PC}(q_{jm}, w_{jm}, MR_{jm}(\theta_M), \gamma_M))
\]

where \(\theta_M\) is the estimated demand parameter obtained from our pseudo-cost estimator, \(\widehat{PC}(\cdot)\) is the predicted value of the estimated pseudo-cost function, and \(W_h\) is a kernel-based weight function.\footnote{We do not need to derive the value of \(\upsilon\), only the corresponding \(\overline{MR}\).}

Second, for a given input price \(w\), starting at output \(\bar{q}\) and total cost \(\bar{C}\), there exists a cost shock \(\bar{\upsilon}\) that corresponds to \(MC(\bar{q}, w, \bar{\upsilon}) = \overline{MR}\).\footnote{In Appendix D we provide detailed instructions on how to implement this iterative procedure and recover the cost function for a given \(w\), starting from a given set of \(q, C\) and \(\overline{MR}\) values.} Knowing this, we can use the following iteration for \(k = 1, \ldots\) to recover the total cost for different levels of output given the cost shock \(\bar{\upsilon}\),

\[
\hat{C} (\bar{q} + k\Delta q, w, \bar{\upsilon}) = \hat{C} (\bar{q} + (k-1) \Delta q, w, \bar{\upsilon}) + \widehat{MC} \left( \bar{q} + (k-1) \Delta q, w, \hat{C} (\bar{q} + (k-1) \Delta q, w, \bar{\upsilon}) \right) \Delta q.
\]

where \(\Delta q\) represents a small change in quantity.\footnote{It is important to note that this procedure does not impose any constraints on the cost function. The additional source of information for recovering the cost function comes from the demand side of the model.}
3.6 Further issues

We have thus far worked with the standard differentiated products model from Berry (1994) and BLP. Depending on the empirical context, however, a number of specification and data-related issues can potentially arise. In this section, we demonstrate that with some modifications of the NLLS part of the objective function in (14) our estimator can be adapted to various empirical settings.

Endogenous Product Characteristics.

So far, we have followed the literature and assumed $X_m$ to be exogenous. However, if firms strategically choose prices and product characteristics, then elements of $X_m$ will be correlated with the demand shock $\xi_m$. Researchers often abstract from this possibility by assuming they are studying a sufficiently short time horizon such that firms effectively take their product lines as fixed and compete strictly on prices. Over longer time horizons, this assumption likely breaks down in most markets. To accommodate endogenous product characteristics, researchers have recently started estimating BLP models that include first order conditions for optimal prices and product characteristics.\footnote{See, for example, Chu (2010), Fan (2013), and Byrne (2014). For an excellent overview of the empirical literature on endogenous product characteristics see Crawford (2012). It is worth noting that these applications all maintain the static decision-making assumption of BLP; firms are allowed to adjust their product characteristics period-by-period but are not forward-looking in doing so. A recent paper by Gowrisankaran and Rysman (2012) develops and estimates a dynamic version of a differentiated products oligopoly model, though the solution and estimation methods are computationally burdensome.} To estimate the demand parameters in this setting, one needs instruments to deal with the endogeneity of prices and product characteristics. In addition, the typical set of “BLP instruments” for prices based on product characteristics become invalid. That is, researchers need more instruments and have fewer options for IVs when trying to estimate differentiated products models with endogenous product characteristics.

In our framework, we can explicitly incorporate endogeneity of product characteristics by adding the marginal revenue with respect to product characteristics choice in the pseudo-cost
function as follows,

\[ PC(q_{jm}, w_{jm}, MR_{qjm}(\theta_0), MR_{Xjm}(\theta_0)) , \]

where \( MR_{qjm} \) is the marginal revenue with respect to quantity choice and \( MR_{Xjm} \) is the marginal revenue with respect to the product characteristics choice. Then, the modified NLLS part would be

\[ \frac{1}{\sum_{mJm} \sum_{j,m} \left[ C_{jm} - \sum_{l} \gamma_l \psi_l (q_{jm}, w_{jm}, MR_{qjm}(\theta), MR_{Xjm}(\theta)) \right]^2} . \]

Cost Function Restrictions.

We have thus far not imposed any assumptions about the shape of the pseudo-cost function except that it is a smooth function of output, input price, and marginal revenue. Hence, the cost function that is recovered is not guaranteed to have properties such as homogeneity of degree one in input prices, nor convexity in output, which are required for the cost function to be well-defined.

Imposing the restriction of homogeneity in input prices in estimation is straightforward. If the cost function is homogenous of degree one with respect to input price, so is the marginal cost function. Hence for some input price \( w_{1,jm} \),

\[ C(q_{jm}, w_{jm}, v_{jm}) = w_{1,jm} C(q_{jm}, \frac{w_{jm}}{w_{1,jm}}, v_{jm}) \]

and

\[ MC(q_{jm}, w_{jm}, v_{jm}) = w_{1,jm} \frac{\partial C(q_{jm}, w_{jm}/w_{1,jm}, v_{jm})}{\partial q} . \]

We can thus modify the NLLS component of our pseudo-cost estimator to impose the homo-
geneity restriction as follows,

$$
\frac{1}{\sum I_m J_m} \sum \sum \left[ \frac{C_{km}}{w_{1,km}} - \sum l \gamma_l \psi_l \left( q_{km}, \frac{w_{-1,km}}{w_{1,km}}, \frac{MR_{km}(\theta)}{w_{1,km}} \right) \right]^2,
$$

(18)

where $w_{-1,km} = (w_{2,km}, \ldots, w_{L,km})$ are all the other input prices except for input price $w_{1,km}$.

We do not, however, impose convexity in output in estimation. Rather, we follow numerous papers in the cost function estimation literature and check that convexity is satisfied after estimating the cost function.

**Economic versus Accounting Cost**

The cost data we envision using comes from the accounting statements of the firm.\textsuperscript{41} Such data do not necessarily reflect the economic cost that the firm considers in making input and output choices. More concretely, by imposing profit maximization, we may not be appropriately taking into account the opportunity cost of the resources that are used in purchasing the necessary input to produce output. Fortunately, from accounting statements we may be able to obtain information on other activities that the firm may be pursuing in addition to the production of an output. For example, we may find details on firms' financial investments including their rate of return.\textsuperscript{42} Suppose that the return on a unit of a financial investment is $r_{jm}$. Then, the opportunity cost of production is $r_{jm}$ and the firm will produce and sell output until marginal revenue equals marginal cost that accounts for this cost,

$$
MR_{jm}(\theta) = MC(q_{jm}, w_{jm}, v_{jm}) + r_{jm}.
$$

\textsuperscript{41}Indeed, accounting data are typically used in previous applications that estimate cost functions to evaluate market power, measure economies of scale or scope, and so on.

\textsuperscript{42}In the application of our estimator to U.S. banking such information is readily available. Most large industries like banking that are subject to some form of regulatory oversight are likely to report such data. The cable TV industry is another good example; see, for example, the data described in Kelly and Ying (2003) or Byrne (2014).
Substituting this into our estimator, we obtain the modified NLLS part as follows:

\[
\frac{1}{\sum_m J_m} \sum_{j,m} \left[ C_{jm}^d - \sum_l \gamma_l \psi_l (q_{jm}, w_{jm}, MR_{jm} (\theta) - r_{jm}) \right]^2.
\]

That is, as long as we can obtain information on the financial opportunities that the firm has other than production, we can incorporate them into our estimator. In such cases, the estimator will not be subject to bias even if the cost data we use corresponds to accounting costs.

**Fixed costs**

So far we have implicitly assumed that the cost data corresponds to variable costs. For the more general case where only total cost is given, our method can still be applied if we impose some additional assumptions on the firm’s cost structure. For example, suppose there are fixed costs that correspond to rental payments, licensee fees, and so on that vary with variables in \( x_{jm} \), but that do not vary with \( q_{jm} \), \( w_{jm} \) nor \( MR_{jm} \). We can modify the NLLS part of our estimator to account for such fixed costs as follows,

\[
\frac{1}{M} \sum_{j,m} \left[ C_{jm}^d - \sum_l \gamma_l \psi_l (q_{jm}, w_{jm}, MR_{jm} (\theta)) - x_{jm} \zeta \right]^2,
\]

where \( \zeta \) is an additional fixed cost parameter to be estimated.

**Missing cost data and multi product firms**

Until now we have assumed cost data are available for all firms in the sample. In the data, it could very well be the case that we only observe costs for some firms and not others. In that case, we can estimate the structural parameters consistently by constructing the NLLS part using only firms for which we have cost data. Because the NLLS part of our estimator does not involve any instruments, only choosing firms with available cost data in estimation will not
result in selection bias. It is important to notice, however, that we still need demand-side data for all firms in the same market to compute the marginal revenue and the GMM part of the objective function. Luckily, such demand-side data tends to be available to researchers for many industries.\textsuperscript{43}

A more difficult case of unobservable costs would be when firms produce multiple products, but only the total cost across all products is observable in the data.\textsuperscript{44} Suppose that each firm produces \( F \) outputs. Then, as long as the numbers of products is not too large (otherwise, we would face a Curse of Dimensionality issues in estimation), the NLLS component can be extended as follows,

\[
\frac{1}{M} \sum_{jm} \left[ C_{jm}^d - \sum_l \gamma_l \psi_l (q_{jm,1:F}, w_{jm}, \text{MR}_{j1:F} (X_{m1:F}, p_{m1:F}, s_{m1:F}, \theta)) \right]^2 ,
\]

where \( q_{m1:F} = (q_{m1}, ..., q_{mF}) \) is the vector of output of product 1 to product \( F \). \( X_{m1:F}, p_{m1:F} \) and \( s_{m1:F} \) are similarly defined.

If the number of products is large, one should consider imposing more structure on the pseudo-cost function to avoid the Curse of Dimensionality.\textsuperscript{45} Such a cost function could be specified as:

\[
C_f^d = \sum_{jm} C (q_{jm}, w_{jm}, v_{jm}, \tau) I_{jm} (f) + \eta_f = \sum_{jm} PC (q_{jm}, w_{jm}, MR (X_m, p_m, s_m, \theta_0)) I_{jm} (f) + \eta_f
\]

where \( I_{jm} (f) \) is an indicator function that equals 1 if branch \( j \) in market \( m \) belongs to firm \( f \) and 0 otherwise. \( C_f \) is the total cost of the firm that includes the cost of all branches, and \( \eta_f \) is the i.i.d. distributed measurement error of firm \( f \)'s total cost. Denoting \( F \) to be the total

\textsuperscript{43}This is evidenced by the large number of applications across many industries in empirical IO the followed Berry (1994) and BLP.

\textsuperscript{44}This is practical issue for our U.S. banking application. We have total costs for a given bank in a local market, however we do not know the individual branch-level costs for the bank within a market.

\textsuperscript{45}This will likely be the case in our U.S. banking application where banks have potentially many branches in some Metropolitan Statistical Areas.
number of firms in the data, the NLLS component of our estimator can be modified as follows,

\[
\frac{1}{F} \sum_{f} \left[ C_{f}^{d} - \sum_{jm} \sum_{l} \gamma_{l} \psi_{l}(q_{jm}, w_{jm}, MR_{jm}(\theta)) I_{jm}(f) \right]^{2}.
\]

4 Large Sample Properties

Our estimator is derived from minimizing the objective function that is the sum of two components. The first NLLS component is sieve based, and the second component is the GMM objective function. In the Appendix, we prove consistency and asymptotic normality of the estimator. These proofs are based on the asymptotic analysis of sieve estimators by Chen (2007) and Bierens (2014), and the GMM asymptotics by Newey and McFadden (1994) and others.

5 Monte Carlo Experiments

This section presents results from some Monte-Carlo experiments that highlight the finite sample performance of our estimator. To generate samples, we use the following random coefficients logit demand model:

\[
s_{jm}(\theta) = \int_{\alpha} \int_{\beta} \frac{\exp (x_{jm} \beta + \alpha p_{jm} + \xi_{jm})}{\sum_{j=0}^{J} \exp (x_{jm} \beta + \alpha p_{jm} + \xi_{jm})} \frac{1}{\sigma_{\alpha}} \phi \left( \frac{\alpha - \mu_{\alpha}}{\sigma_{\alpha}} \right) \frac{1}{\sigma_{\beta}} \phi \left( \frac{\beta - \mu_{\beta}}{\sigma_{\beta}} \right) d\alpha d\beta,
\]

where we set the number of product characteristics \( K \) to be 1, and \( \phi() \) is the density for the standard normal distribution. We assume that each market has four firms that each produce one product (e.g., \( J = 4 \)). Hence consumers in each market have a choice of \( j = 1, \ldots, 4 \) differentiated products or not purchasing at all (\( j = 0 \)).

On the supply-side, we assume firms compete on prices ala differentiated Bertrand taking product characteristics as exogenously given, use labor and capital inputs in production, and
have Cobb-Douglas production functions. We further assume input prices to be the same for all firms in a given market; the assumption is motivated by the practical reality that researchers typically only have access to market-level aggregate cost data. Then, given output, input prices \( w = [w \ r]' \) (where \( w \) is the wage and \( r \) is the rental rate of capital) and a productivity shock, total cost and marginal cost functions are specified as,

\[
C(q, w, r, \upsilon) = \left[ \frac{w^{\alpha_c} r^{\beta_c}}{B} \left( \frac{\beta_c}{\alpha_c} + \frac{\alpha_c}{\beta_c} \right) vq \right]^{\frac{1}{\alpha_c + \beta_c}}
\]

\[
MC(q, w, r, \upsilon) = \left[ \frac{w^{\alpha_c} r^{\beta_c}}{B} \left( \frac{\beta_c}{\alpha_c} + \frac{\alpha_c}{\beta_c} \right) vq \right]^{\frac{1}{\alpha_c + \beta_c}} q^{\frac{1}{\alpha_c + \beta_c} - 1}.
\]

Notice that in the above specification the cost function is homogenous of degree 1 in input prices.\(^{46}\)

To create our Monte-Carlo samples, we generate wages, rental rates, cost shocks \( \upsilon \), market size \( Q \), the idiosyncratic component of the demand shock \( \varrho_\xi \), and observable product characteristics \( x \) as follows,

\[
w \sim TN(\mu_w, \sigma_w), \quad e.g., \quad w = \mu_w + \varrho_w, \quad \varrho_w \sim TN(0, \sigma_w)
\]

\[
r \sim TN(\mu_r, \sigma_r), \quad e.g., \quad r = \mu_r + \varrho_r, \quad \varrho_r \sim TN(0, \sigma_r)
\]

\[
v \sim TN(\mu_v, \sigma_v), \quad e.g., \quad v = \mu_v + \varrho_v, \quad \varrho_v \sim TN(0, \sigma_v)
\]

\[
Q \sim U(Q_L, Q_H), \quad \varrho_\xi \sim TN(0, 1), \quad x \sim TN(\mu_x, \sigma_x).
\]

We draw variables from the truncated normal distribution \( TN(\cdot) \) to ensure that the true cost

\(^{46}\)The cost function given the Cobb-Douglas production technology is defined as

\[
C(q, w, r, \upsilon) = \argmin_{L,K} wL + rK \quad \text{subject to } q = Bv^{-1} L^{\alpha_c} K^{\beta_c}.
\]
function is positive and bounded, and the compactness of the set \( W \) (which recall contains \((q, w, MR)\)). We truncate both upper and lower 0.82 percentiles. We further assume market size to be uniformly distributed with lower bound \( Q_L \) and upper bound \( Q_H \).

Importantly, we specify the unobserved quality so as to allow for correlation between \( \xi \) and input price, cost shock and market size. Specifically, we set:

\[
\xi = \delta_0 + \delta_1 \varrho_\xi + \delta_2 \varrho_w + \delta_3 \varrho_r + \delta_4 \varrho_v + \delta_5 \Phi^{-1} \left( \frac{Q - Q_L}{Q_H - Q_L} \right)
\]

where \( \Phi \) is the cumulative distribution function of the standard normal distribution. We set \( \delta_l > 0 \) for \( l = 1, \ldots, 5 \). Hence, by construction, no variable can be used as a valid instrument for prices in demand estimation.

To solve for the equilibrium price, quantity, and market share for each monopolist, we use golden section search on price.\(^{47}\) In our Monte-Carlo experiments, we explicitly solve for the equilibrium price, market share, and quantity. Therefore, in our case, the impact of instruments

\(^{47}\)For the oligopoly market, we compute the equilibrium for each market \( m \) as follows.

**Step 1:** We generate \( Q_m, X_m, w_m, r_m, v_m \) and \( \xi_m \) based on the above specification.

**Step 2:** For firm \( j \) in market \( m \), given other firms’ price, market share and output \( p_{-jm}, s_{-jm}, q_{-jm} \), we solve for the optimal price \( p_{jm} \), market share \( s_{jm} \), and output \( q_{jm} \) by using the F.O.C. of profit maximization.

\[
MR_{jm} = \frac{\partial C(q_{jm}, w_m, r_m, v_{jm})}{\partial q_{jm}}
\]

where \( q_{jm} = Q_m s_{jm} \). We do so by first bracketing \( p_{jm} \), e.g., finding the interval \( p_{jm} \in (\underline{p}, \overline{p}) \) so that \( \underline{p} \) and the corresponding \( s, q \) satisfies

\[
\underline{p} + \left[ \frac{\partial s(p_m, X_m, \xi_m, j, \theta)}{\partial p_{jm}} \right]^{-1} s < \frac{\partial C(q, w_m, r_m, v_{jm})}{\partial q}.
\]

A similar procedure for \( \overline{p}, \overline{s}, \) and \( \overline{q} \) yields

\[
\overline{p} + \left[ \frac{\partial s(\overline{p}, p_{-jm}, X_m, \xi_m, j, \theta)}{\partial p} \right]^{-1} \overline{s} > \frac{\partial C(q, w_m, r_m, v_{jm})}{\partial q}.
\]

Then, we use the bisection method to compute the equilibrium price \( p_{jm} \in (\underline{p}, \overline{p}) \) that satisfies

\[
p_{jm} + \left[ \frac{\partial s(p_m, X_m, \xi_m, j, \theta)}{\partial p_{jm}} \right]^{-1} s_{jm} = \frac{\partial C(q_{jm}, w_m, r_m, v_{jm})}{\partial q_{jm}}.
\]

We repeat the above algorithm for each \( j = 1, \ldots, J_m \) until convergence, e.g. the F.O.C. condition for profit maximization being satisfied for each firm in market \( m \).
on the endogenous variable is highly nonlinear and heterogeneous.

Table 1 summarizes the parameter setup of the Monte-Carlo experiments. Table 2 presents sample statistics from the corresponding simulated data where the sample size is set to 1000 market-firm observations (e.g., there are 250 local markets). We set the standard deviation of measurement error to be 0.1, about five percent of the total cost. The parameter estimates are obtained by the following minimization algorithm,

$$
\hat{\theta}_M, \hat{\gamma}_M = \arg\min_{(\theta, \gamma) \in \Theta \times \Gamma_M(T)} \left[ \frac{1}{\sum_{m=1}^{M} \sum_{j=1}^{J_m}} \left( \sum_{m=1}^{M} \sum_{j=1}^{J_m} \left( \frac{C_{jm}}{r_m} - \sum_{l} \gamma_l \psi_l \left( q_{jm}, \frac{w_m}{r_m}, \frac{MR_{jm}(\theta)}{r_m} \right) \right)^2 \right) + A \left[ \frac{\sum_{m=1}^{M} \sum_{j=1}^{J_m} \hat{\xi}_{jm}(\theta) X_m}{\sum_{m=1}^{M} \sum_{j=1}^{J_m} 1} \right]' \mathbf{W}_M \left[ \frac{\sum_{m=1}^{M} \sum_{j=1}^{J_m} \hat{\xi}_{jm}(\theta) X_m}{\sum_{m=1}^{M} \sum_{j=1}^{J_m} 1} \right] \right],
$$

where note that in estimation we restrict the cost function to be homogenous of degree one in input price. Further, we set the weighting matrix $\mathbf{W}_M$ to be

$$
\mathbf{W}_M = \left[ \frac{\sum_{m=1}^{M} \sum_{j=1}^{J_m} \left( \hat{\xi}_{jm}(\theta) X_m \right) \left( \hat{\xi}_{jm}(\theta) X_m \right)'}{\sum_{m=1}^{M} \sum_{j=1}^{J_m} 1} \right]^{-1}
$$

We adopt the continuously updating GMM approach and estimate the weighting matrix $\mathbf{W}_M$ simultaneously with the estimation of the parameters.

In Table 3, we present the Monte-Carlo results for our NLLS-GMM estimator. We report the mean, standard deviation, and square root of the mean squared errors (RMSE) from 100 Monte-Carlo simulation/estimation replications. From the table, we see that as sample size increases, the standard deviation and the RMSE of the parameter estimates decrease. This
Table 2: Sample Statistics of Simulated Data.

<table>
<thead>
<tr>
<th>variables</th>
<th>Mean</th>
<th>Std. Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price ((p_m))</td>
<td>3.3532</td>
<td>0.8352</td>
</tr>
<tr>
<td>Output ((q_m))</td>
<td>1.1865</td>
<td>0.9068</td>
</tr>
<tr>
<td>Quality ((\xi_m))</td>
<td>3.9932</td>
<td>0.4385</td>
</tr>
<tr>
<td>Market Share ((s_m))</td>
<td>0.1578</td>
<td>0.1104</td>
</tr>
<tr>
<td>Wage ((w_m))</td>
<td>2.0011</td>
<td>0.1961</td>
</tr>
<tr>
<td>Rent ((r_m))</td>
<td>1.9842</td>
<td>0.1781</td>
</tr>
<tr>
<td>Cost ((C_m))</td>
<td>1.7935</td>
<td>0.7600</td>
</tr>
<tr>
<td>(x_m)</td>
<td>0.9791</td>
<td>0.4636</td>
</tr>
</tbody>
</table>

Measurement error std. dev.: \(\sigma_\eta = 0.1\)

Highlights the consistency of our estimator. It is noteworthy that the means of the estimates are quite close to their true values even with a small sample size of 100. Furthermore, since the estimated parameter values are very close to their true values, the standard deviations and RMSEs are very close to each other as well. Overall, these Monte-Carlo results demonstrate the validity of our approach.\(^{48}\)

In Table 4, we report and additional set of Monte-Carlo results where we estimate \(\mu_\alpha, \sigma_\alpha,\) and \(\sigma_\beta\) by minimizing the NLLS objective function, whereas \(\mu_\beta\) is estimated by minimizing the GMM objective function. Overall, the means of the parameter estimates are again close to their true values, and the standard deviations and RMSEs continue to decrease with sample size. Moreover, the standard deviations and RMSEs tend to be larger than those of the NLLS-GMM estimates from Table 3, with the following exceptions: standard deviation and RMSE of \(\hat{\mu}_\alpha\) are lower on average than those of the NLLS-GMM estimator for a sample size of 100, and standard deviation and RMSE of \(\hat{\mu}_\beta\) are lower on average than those of the NLLS-GMM estimator for a sample size of 1,000. We conclude that the NLLS component of the estimator is sufficient for the estimation of \(\mu_\alpha, \sigma_\alpha,\) and \(\sigma_\beta.\) However, the additional GMM component in the NLLS-GMM is effective in improving efficiency, in particular the efficiency of \(\hat{\sigma}_\alpha\) and \(\hat{\sigma}_\beta,\) coefficients that determine the degree of heterogeneity and price elasticity in random coefficient models.

\(^{48}\)Results with measurement error standard deviations larger than 0.1 are similar to the one presented, but with larger standard deviations and RMSEs.
Table 3: NLLS-GMM Estimator of Random Coefficient Demand Parameters.

<table>
<thead>
<tr>
<th>Market Size</th>
<th>Sample Size</th>
<th>No. Poly</th>
<th>$\hat{\mu}_\alpha$</th>
<th>Std. Dev</th>
<th>RMSE</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>100</td>
<td>27</td>
<td>-2.0264</td>
<td>0.5345</td>
<td>0.5325</td>
<td>0.4702</td>
<td>0.1271</td>
<td>0.1299</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>32</td>
<td>-2.0104</td>
<td>0.2628</td>
<td>0.2617</td>
<td>0.4978</td>
<td>0.0626</td>
<td>0.0623</td>
</tr>
<tr>
<td>100</td>
<td>400</td>
<td>38</td>
<td>-1.9972</td>
<td>0.1271</td>
<td>0.1265</td>
<td>0.4987</td>
<td>0.0369</td>
<td>0.0367</td>
</tr>
<tr>
<td>250</td>
<td>1000</td>
<td>48</td>
<td>-1.9986</td>
<td>0.0672</td>
<td>0.0668</td>
<td>0.4979</td>
<td>0.0194</td>
<td>0.0194</td>
</tr>
<tr>
<td>True</td>
<td></td>
<td></td>
<td>-2.0000</td>
<td></td>
<td></td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Market Size</th>
<th>Sample Size</th>
<th>No. Poly</th>
<th>$\hat{\sigma}_\alpha$</th>
<th>Std. Dev</th>
<th>RMSE</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>100</td>
<td>27</td>
<td>-2.0077</td>
<td>0.4924</td>
<td>0.4900</td>
<td>0.4572</td>
<td>0.1449</td>
<td>0.1504</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>32</td>
<td>-2.0289</td>
<td>0.2718</td>
<td>0.2719</td>
<td>0.5011</td>
<td>0.0529</td>
<td>0.0526</td>
</tr>
<tr>
<td>100</td>
<td>400</td>
<td>38</td>
<td>-2.0002</td>
<td>0.1492</td>
<td>0.1485</td>
<td>0.5025</td>
<td>0.0407</td>
<td>0.0406</td>
</tr>
<tr>
<td>250</td>
<td>1000</td>
<td>48</td>
<td>-1.9878</td>
<td>0.0874</td>
<td>0.0878</td>
<td>0.4996</td>
<td>0.0237</td>
<td>0.0236</td>
</tr>
<tr>
<td>True</td>
<td></td>
<td></td>
<td>-2.0000</td>
<td></td>
<td></td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Two-Step Estimator of Random Coefficient Demand Parameters.

<table>
<thead>
<tr>
<th>Market Size</th>
<th>Sample Size</th>
<th>No. Poly</th>
<th>$\hat{\mu}_\beta$</th>
<th>Std. Dev</th>
<th>RMSE</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>100</td>
<td>27</td>
<td>0.9892</td>
<td>0.1633</td>
<td>0.1628</td>
<td>0.1939</td>
<td>0.0716</td>
<td>0.0715</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>32</td>
<td>0.9936</td>
<td>0.0864</td>
<td>0.0862</td>
<td>0.1985</td>
<td>0.0529</td>
<td>0.0526</td>
</tr>
<tr>
<td>100</td>
<td>400</td>
<td>38</td>
<td>1.0074</td>
<td>0.0650</td>
<td>0.0653</td>
<td>0.2023</td>
<td>0.0197</td>
<td>0.0198</td>
</tr>
<tr>
<td>250</td>
<td>1000</td>
<td>48</td>
<td>0.9993</td>
<td>0.0374</td>
<td>0.0372</td>
<td>0.2017</td>
<td>0.0108</td>
<td>0.0108</td>
</tr>
<tr>
<td>True</td>
<td></td>
<td></td>
<td>1.0000</td>
<td></td>
<td></td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Market Size</th>
<th>Sample Size</th>
<th>No. Poly</th>
<th>$\hat{\sigma}_\beta$</th>
<th>Std. Dev</th>
<th>RMSE</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>100</td>
<td>27</td>
<td>0.9921</td>
<td>0.1695</td>
<td>0.1688</td>
<td>0.1957</td>
<td>0.1178</td>
<td>0.1173</td>
</tr>
<tr>
<td>50</td>
<td>200</td>
<td>32</td>
<td>1.0042</td>
<td>0.1177</td>
<td>0.1172</td>
<td>0.2031</td>
<td>0.0547</td>
<td>0.0545</td>
</tr>
<tr>
<td>100</td>
<td>400</td>
<td>38</td>
<td>1.0103</td>
<td>0.0768</td>
<td>0.0771</td>
<td>0.2044</td>
<td>0.0404</td>
<td>0.0404</td>
</tr>
<tr>
<td>250</td>
<td>1000</td>
<td>48</td>
<td>0.9974</td>
<td>0.0360</td>
<td>0.0359</td>
<td>0.1991</td>
<td>0.0203</td>
<td>0.0203</td>
</tr>
<tr>
<td>True</td>
<td></td>
<td></td>
<td>1.0000</td>
<td></td>
<td></td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Measurement error std. deviation: 0.1

In Table 5, we present Monte-Carlo results where we estimate parameters using the standard IV approach. We use wage, rental rate and market size as instruments. We experienced numerical instability when we used the GMM estimator from BLP for the random coefficient model for this exercise. Since our main focus is on potential bias of the IV estimator, and not numerical issues, we decided to instead use the simpler and numerically more stable logit model. All parameter settings are the same as those from the BLP Monte-Carlo exercise, except for the restriction that $\sigma_\alpha = 0$ and $\sigma_\beta = 0$ and different values for $\delta_i$, $i = 2, \ldots, 5$, which we will discuss.
Table 5: IV Estimator for Logit Demand Parameters.

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Sample Size</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>MSE</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>NLLS-GMM$^a$</td>
<td>-1.9963</td>
<td>0.0623</td>
<td>0.0621</td>
<td>1.0015</td>
<td>0.0320</td>
<td>0.0319</td>
</tr>
<tr>
<td>1000</td>
<td>IV1$^b$</td>
<td>-2.0163</td>
<td>0.1263</td>
<td>0.1267</td>
<td>1.0057</td>
<td>0.0451</td>
<td>0.0452</td>
</tr>
<tr>
<td>1000</td>
<td>IV2$^c$</td>
<td>-0.8365</td>
<td>0.2276</td>
<td>1.1853</td>
<td>0.6906</td>
<td>0.0789</td>
<td>0.3192</td>
</tr>
<tr>
<td>True</td>
<td></td>
<td>-2.0000</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a: $\delta_2 = \delta_3 = \delta_4 = \delta_5 = \delta_1$, b: $\delta_2 = \delta_3 = \delta_4 = \delta_5 = 0$, c: $\delta_2 = \delta_3 = \delta_4 = \delta_5 = 0.3\delta_1$

In detail later. We also change the notation and use $\alpha$ instead of $\mu_\alpha$ and $\beta$ instead of $\mu_\beta$ to be consistent with Berry (1994).

In the first row of the table, we show results of the NLLS-GMM estimator. We still obtain parameter estimates that are close to their true values. The results in the second row are the ones for the IV estimator where instruments are not correlated with the demand shock, and thus, valid (e.g., where we set $\delta_2 = \delta_3 = \delta_4 = \delta_5 = 0$). We can see that means of the estimated parameters are close to their true values, although the standard deviations are relatively large. This is because of the inefficiency of the simple IV. In the third row, we show results where the instruments are invalid. We first tried the specification of $\delta_2 = \delta_3 = \delta_4 = \delta_5 = \delta_1$, as in the NLLS-GMM case. However, we faced numerical instability during estimation even for the simple IV estimator. We then reduced the degree of endogeneity to $\delta_2 = \delta_3 = \delta_4 = \delta_5 = 0.3\delta_1$ and reported the results from this exercise. We can see that in this case the estimated price coefficient is much higher than the true value of $-2.0$, e.g., we have an upward bias. The positive direction of bias is reasonable because the error term, which is the unobserved quality, is set up to be positively correlated with the instruments.

6 Conclusion

In this paper, we developed a new methodology for estimating demand and cost parameters of the differentiated goods models when cost data and input prices are available, in addition to
the standard data on aggregate market shares and prices of products. Our approach, which exploits cost data and profit maximization of firms can, without instruments, identify demand parameters in the presence of price endogeneity, and the cost function nonparametrically in the presence of output endogeneity. Moreover, we have shown that the marginal revenue function is nonparametrically identified.

As the Monte-Carlo experiments show, our method works well in situations where instruments are correlated with structural unobservables in the model, and thus standard IV based estimation methods break down.

This is the reason why the estimator proposed in this paper could be useful in policy analysis, such as Anti-Trust cases, where governments may prefer to use the detailed cost data, which in some cases it may have the authority to obtain via subpoena, rather than instruments, whose choice could be a source of disagreement among various parties.

We believe that our results have implications for estimation of the models that assume profit maximization by firms. In most empirical literature on firm behavior, researchers have essentially used methods that are similar to the ones used in estimation of optimal behavior of individuals. The assumption behind it is that the researcher cannot observe any data on the objective function of individuals, i.e. their utility. On the other hand, for firms, we can actually observe a measure of the objective function, i.e. their revenue and cost, hence, their profit. Our results show that with data on the objective function, the exogenous variation that is conventionally used in nonparametric identification and estimation of structural parameters is no longer necessary.

Finally, when cost data is available, by comparing the results with cost data and without cost data but with instruments, one could check the validity of various instruments, which would be a useful guide on instrument choice even for industries whose cost data is not available.
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Appendix

A Proof of Proposition 1

Proof. For each firm the observed cost is

\[ C^{d}_{jm} = C_{jm} + \eta_{jm} \]

for firm/product \( j \) in market \( m \), and \( \eta_{jm} \) is the measurement error. Denote the sieve function of \( q_{jm}, w_{jm} \) and \( MR_{jm} \) as

\[
\psi(q_{jm}, w_{jm}, MR_{jm}(\theta), \gamma) \equiv \sum_{l=1}^{\infty} \gamma_l \psi_l(q_{jm}, w_{jm}, MR_{jm}(\theta)).
\]

Then, because of Assumption 9,

\[
E \left[ \left( C^{d}_{jm} - \psi(q_{jm}, w_{jm}, MR_{jm}(\theta), \gamma) \right)^2 \right] = E \left[ \left( C_{jm} - \psi(q_{jm}, w_{jm}, MR_{jm}(\theta), \gamma) \right)^2 \right] + 2E \left[ (C_{jm} - \psi(q_{jm}, w_{jm}, MR_{jm}(\theta), \gamma)) \eta_{jm} \right] + E(\eta_{jm}^2) \]

From Assumption 10, there exists an infinite sequence \( \gamma_0 = \{ \gamma_0 \} \) such that

\[ C_{jm} = PC(q_{jm}, w_{jm}, MR_{jm}(\theta_0)) = \psi(q_{jm}, w_{jm}, MR_{jm}(\theta_0), \gamma_0) = \sum_{l=1}^{\infty} \gamma_0 \psi_l(q_{jm}, w_{jm}, MR_{jm}(\theta_0)). \]

Therefore,

\[
E \left[ \left( C^{d}_{jm} - \sum_{l=1}^{\infty} \gamma_0 \psi_l(q_{jm}, w_{jm}, MR_{jm}(\theta_0)) \right)^2 \right] | q_{jm} = q, w_{jm} = w, MR_{jm}(\theta_0) = 0 + \sigma_n^2.
\]

From Assumption 11. 2, if \( \theta \neq \theta_0 \),

\[
MR(\hat{p}_m, \tilde{s}_m, j, \theta) = MR(\hat{p}_m, \hat{s}_m, j, \theta) \]

\[
MR(\hat{p}_m, \hat{s}_m, j, \theta_0) \neq MR(\hat{p}_m, \tilde{s}_m, j, \theta_0).
\]

Hence,

\[
\sum_{l=1}^{\infty} \gamma_0 \psi_l(q, w, MR(\hat{p}_m, \hat{s}_m, j, \theta)) = \sum_{l=1}^{\infty} \gamma_0 \psi_l(q, w, MR(\hat{p}_m, \hat{s}_m, j, \theta)) = \sum_{l=1}^{\infty} \gamma_0 \psi_l(q, w, MR(\hat{p}_m, \tilde{s}_m, j, \theta)).
\]

Because the true pseudo-cost function is strictly increasing in \( MR \), \( MR(\hat{p}_m, \hat{s}_m, j, \theta_0) \neq MR(\hat{p}_m, \tilde{s}_m, j, \theta_0) \)

implies

\[
\sum_{l=1}^{\infty} \gamma_0 \psi_l(q, w, MR(\hat{p}_m, \tilde{s}_m, j, \theta_0)) \neq \sum_{l=1}^{\infty} \gamma_0 \psi_l(q, w, MR(\hat{p}_m, \hat{s}_m, j, \theta_0)).
\]

Then, given \( \gamma \) and \( \gamma_0 \) from continuity of pseudo-cost function with respect to marginal cost, and continuity of marginal revenue function with respect to \( p \) and \( s \), for sufficiently small open ball \( \bar{B} \) that contains \((\hat{p}_m, \hat{s}_m)\) and \( \hat{B} \) that contains \((\hat{p}_m, \tilde{s}_m)\),

\[
\sup_{\bar{B}} | \psi(q, w, MR(\hat{b}, j, \theta), \gamma) - \psi(q, w, MR(\hat{p}_m, \hat{s}_m, j, \theta), \gamma) | < \frac{\varepsilon}{16}, \quad \gamma = \gamma_0,
\]

\[
\sup_{\bar{B}} | \psi(q, w, MR(\hat{b}, j, \theta), \gamma) - \psi(q, w, MR(\hat{p}_m, \hat{s}_m, j, \theta), \gamma) | < \frac{\varepsilon}{16}, \quad \gamma = \gamma_0.
\]

\[
\sup_{\bar{B}} | \psi(q, w, MR(\hat{b}, j, \theta_0), \gamma) - \psi(q, w, MR(\hat{p}_m, \hat{s}_m, j, \theta_0), \gamma) | < \frac{\varepsilon}{16}, \quad \gamma = \gamma_0.
\]

\[
\sup_{\bar{B}} | \psi(q, w, MR(\hat{b}, j, \theta_0), \gamma) - \psi(q, w, MR(\hat{p}_m, \tilde{s}_m, j, \theta_0), \gamma) | < \frac{\varepsilon}{16}, \quad \gamma = \gamma_0.
\]
are satisfied for $\epsilon$ such that

$$0 < \epsilon < \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l (q, w, MR (\tilde{b}_m, \tilde{s}_m, j, \theta_0)) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}_m, \tilde{s}_m, j, \theta_0 \right) \right) \right|.$$ 

Then, from Assumption 11, for any $\tilde{b} \in \tilde{B}, \tilde{b} \in \tilde{B},$

$$\left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right| < \frac{\epsilon}{8},$$

and

$$\left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right| > \frac{7}{8} \epsilon.$$ 

Then,

$$\frac{7}{8} \epsilon < \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right|$$

$$\leq \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right|$$

$$+ \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right|$$

$$+ \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right|,$$

implying

$$\frac{3}{4} \epsilon < \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right|$$

$$+ \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right|.$$ 

Hence, given $\tilde{b} \in \tilde{B}$ and $b \in \tilde{B}$, either

$$\frac{3}{8} \epsilon < \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right|$$

or

$$\frac{3}{8} \epsilon < \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right|.$$ 

or both. Now, because of equation (19), this implies that either

$$\frac{1}{8} \epsilon < \sup_{b \in \tilde{B}} \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right|$$

or

$$\frac{1}{8} \epsilon < \sup_{b \in \tilde{B}} \left| \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) - \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right|.$$ 

or both.

This implies that either

$$E \left[ \left( \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right) \right]$$

$$- \left( \sum_{l=1}^{\infty} \gamma_{10} \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right) \right] ^2 \mid (q, w, \tilde{b}) \in A \times \tilde{B} > 0,$$
or

\[
E \left[ \left( \sum_{l=1}^{\infty} \gamma_l \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta_0 \right) \right) \right)^2 \right] - \sum_{l=1}^{\infty} \gamma_l \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta \right) \right) \bigg| \left( q, w, \tilde{b} \right) \in A \times \tilde{B} \bigg] > 0,
\]

or both. Therefore, integrating over \( q, w \) and \( MR \), we obtain that for \( \theta \neq \theta_0 \),

\[
E \left[ \left( C_{jm} - \sum_{l=1}^{\infty} \gamma_l \psi_l \left( q_{jm}, w_{jm}, MR_{jm}(\theta) \right) \right)^2 \right] \geq E \left[ \left( \sum_{l=1}^{\infty} \gamma_l \psi_l \left( q_{jm}, w_{jm}, MR_{jm}(\theta) \right) \right)^2 \right] - E \left[ \left( \sum_{l=1}^{\infty} \gamma_l \psi_l \left( q, w, MR \left( \tilde{b}, j, \theta \right) \right) \right)^2 \right] \bigg| \left( q, w, \tilde{b} \right) \in A \times \tilde{B} \bigg] \cdot \text{Prob} \left( A \times \tilde{B} \right)
\]

Therefore,

\[
E \left[ \left( C_{jm} - \sum_{l=1}^{\infty} \gamma_l \psi_l \left( q, w, MR_{jm}(\theta) \right) \right)^2 \right] \geq \sigma^2_n
\]

with equality only holding for \( \theta = \theta_0 \).

\[\text{B Parametric Identification of marginal revenue}\]

\[\text{B.1 Proof of Lemma 3: Logit Model}\]

**Proof.** It is easy to show that the Berry (1994) logit demand model satisfies Assumption 11. For the parameter \( \alpha \neq \alpha_0 \), pick the two firms \( j \) and \( j' \) in two different markets \( m, m' \) with prices \( p_{jm}, p_{j'm'} \) and market shares \( s_{jm}, s_{j'm'} \) such that under \( \alpha \) their marginal revenues are equated, i.e.

\[
p_{jm} + \frac{1}{(1 - s_{jm}) \alpha} = p_{j'm'} + \frac{1}{(1 - s_{j'm'}) \alpha} \Rightarrow \alpha = -\frac{1}{p_{jm} - p_{j'm'}} \left[ \frac{1}{1 - s_{jm}} = \frac{1}{1 - s_{j'm'}} \right].
\]

Then, for \( \alpha \neq \alpha_0 \),

\[
\alpha_0 \neq -\frac{1}{p_{jm} - p_{j'm'}} \left[ \frac{1}{1 - s_{jm}} - \frac{1}{1 - s_{j'm'}} \right],
\]

thus,

\[
p_{jm} + \frac{1}{(1 - s_{jm}) \alpha_0} \neq p_{j'm'} + \frac{1}{(1 - s_{j'm'}) \alpha_0}.
\]

Therefore, the price coefficient satisfies Assumption 11. \( \blacksquare \)
B.2 Proof of Lemma 3: BLP Model.

Proof. Next, we prove that the random coefficient BLP model also satisfies Assumption 11 in monopoly markets. We consider the data with \( \alpha = 0 \). Then, per period log utility component of a purchase is \( u = \alpha p + \xi \), where \( \alpha \sim N(\mu_\alpha, \sigma_\alpha) \). Consider the pair \((s, p, \xi)\) and \((s', p', \xi')\) that satisfy the share equation. Then,

\[
\int_\alpha \frac{\exp(\xi + \alpha p)}{1 + \exp(\xi + \alpha p)} \frac{1}{\sigma_\alpha} \phi \left( \frac{\alpha - \mu_\alpha}{\sigma_\alpha} \right) d\alpha = \int_\alpha \frac{\exp(p(\alpha + \xi/p))}{1 + \exp(p(\alpha + \xi/p))} \frac{1}{\sigma_\alpha} \phi \left( \frac{\alpha - \mu_\alpha}{\sigma_\alpha} \right) d\alpha = s
\]

and

\[
\int_\alpha \frac{\exp(p'(\alpha + \xi'/p'))}{1 + \exp(p'(\alpha + \xi'/p'))} \frac{1}{\sigma_\alpha} \phi \left( \frac{\alpha - \mu_\alpha}{\sigma_\alpha} \right) d\alpha = s'
\]

and we assume that they have the same marginal revenue:

\[
MR = p + p \left[ \int_\alpha \frac{p \exp(p(\alpha + \xi/p))}{1 + \exp(p(\alpha + \xi/p))} \frac{1}{\sigma_\alpha} \phi \left( \frac{\alpha - \mu_\alpha}{\sigma_\alpha} \right) d\alpha \right]^{-1} s
\]

\[
= p' + p' \left[ \int_\alpha \frac{p' \exp(p'(\alpha + \xi'/p'))}{1 + \exp(p'(\alpha + \xi'/p'))} \frac{1}{\sigma_\alpha} \phi \left( \frac{\alpha - \mu_\alpha}{\sigma_\alpha} \right) d\alpha \right]^{-1} s'.
\]

Now, denote \( \eta = \mu_\alpha / \sigma_\alpha \), \( \eta_0 = \mu_\alpha / \sigma_\alpha \), \( a(p) = \xi / (p \sigma_\alpha) \), \( a'(p) = \xi / (p' \sigma_\alpha) \), and \( a_0(p) = \xi / (p \sigma_\alpha) \), \( a_0(p) = \xi / (p' \sigma_\alpha) \). Furthermore, denote \( \tilde{\alpha} = \alpha / \sigma_\alpha \) and \( \alpha' = \alpha' / \sigma_\alpha \). Then, by change of variables, \( \int_\alpha \frac{\exp(p \sigma_\alpha (\tilde{\alpha} + a(p))}{1 + \exp(p \sigma_\alpha (\tilde{\alpha} + a(p)))} \phi (\tilde{\alpha} - \eta) d\alpha = s \), \( \int_\alpha \frac{\exp(p' \sigma_\alpha (\tilde{\alpha} + a(p))}{1 + \exp(p' \sigma_\alpha (\tilde{\alpha} + a(p)))} \phi (\tilde{\alpha} - \eta) d\alpha = s' \)

and the marginal revenue equation becomes

\[
MR = p + p \left[ \int_\alpha \frac{p \sigma_\alpha \exp(p \sigma_\alpha (\tilde{\alpha} + a(p))}{1 + \exp(p \sigma_\alpha (\tilde{\alpha} + a(p)))} \frac{1}{\sigma_\alpha} \phi (\tilde{\alpha} - \eta_0) d\tilde{\alpha} \right]^{-1} s
\]

\[
= p' + p' \left[ \int_\alpha \frac{p' \sigma_\alpha \exp(p' \sigma_\alpha (\tilde{\alpha} + a'(p))}{1 + \exp(p' \sigma_\alpha (\tilde{\alpha} + a'(p)))} \frac{1}{\sigma_\alpha} \phi (\tilde{\alpha} - \eta_0) d\tilde{\alpha} \right]^{-1} s'.
\]

Suppose Assumption 11 does not hold, then given \((\eta, \sigma_\alpha)\) and \((\eta_0, \sigma_0)\) such that \((\eta, \sigma_\alpha) \neq (\eta_0, \sigma_0)\), for any \((s, p)\) and \((s', p')\) such that \((s, p) \neq (s', p')\) satisfying equations (20) and (21),

\[
\int_\alpha \frac{\exp(p \sigma_\alpha (\tilde{\alpha} + a(p))}{1 + \exp(p \sigma_\alpha (\tilde{\alpha} + a(p)))} \phi (\tilde{\alpha} - \eta_0) d\tilde{\alpha} = s, \quad \int_\alpha \frac{\exp(p' \sigma_\alpha (\tilde{\alpha} + a'(p))}{1 + \exp(p' \sigma_\alpha (\tilde{\alpha} + a'(p)))} \phi (\tilde{\alpha} - \eta_0) d\tilde{\alpha} = s'
\]

and

\[
MR_0 = p + p \left[ \int_\alpha \frac{p \sigma_\alpha \exp(p \sigma_\alpha (\tilde{\alpha} + a_0(p))}{1 + \exp(p \sigma_\alpha (\tilde{\alpha} + a_0(p)))} \frac{1}{\sigma_\alpha} \phi (\tilde{\alpha} - \eta_0) d\tilde{\alpha} \right]^{-1} s
\]

\[
= p' + p' \left[ \int_\alpha \frac{p' \sigma_\alpha \exp(p' \sigma_\alpha (\tilde{\alpha} + a_0'(p))}{1 + \exp(p' \sigma_\alpha (\tilde{\alpha} + a_0'(p)))} \frac{1}{\sigma_\alpha} \phi (\tilde{\alpha} - \eta_0) d\tilde{\alpha} \right]^{-1} s'.
\]

Consider first the case \( \eta_0 \neq \eta \). Using integration by parts, we obtain

\[
\int_\alpha \frac{\exp(p \sigma_\alpha (\tilde{\alpha} + a(p))}{1 + \exp(p \sigma_\alpha (\tilde{\alpha} + a(p)))} \phi (\tilde{\alpha} - \eta)_0 d\tilde{\alpha} = 1 - \int_\alpha \frac{p \sigma_\alpha \exp[p \sigma_\alpha (\tilde{\alpha} + a(p))]}{1 + \exp[p \sigma_\alpha (\tilde{\alpha} + a(p))]} \Phi (\tilde{\alpha} - \eta) d\tilde{\alpha}
\]

Then, applying Taylor series expansion of \( \Phi (\tilde{\alpha} - \eta) \) around \(-a(p)\), we obtain

\[
= 1 - \int_\alpha \frac{p \sigma_\alpha \exp[p \sigma_\alpha (\tilde{\alpha} + a(p))]}{1 + \exp[p \sigma_\alpha (\tilde{\alpha} + a(p))]} [\Phi (-a(p) - \eta) + (\tilde{\alpha} + a(p)) \phi (-a(p) - \eta) - \frac{1}{2} (\tilde{\alpha} + a(p))^2 \phi' (-a(p) - \eta) + \frac{1}{6} (\tilde{\alpha} + a(p))^3 \phi'' (-a(p) - \eta) + \frac{1}{24} (\tilde{\alpha} + a(p))^4 \phi''' (\tilde{\alpha} - \eta)] d\tilde{\alpha}
\]

where \( a^* (\tilde{\alpha}) \) is a continuous function of \( \tilde{\alpha} \), and \( \sup_{a} \phi''' (a^*(\tilde{\alpha}) - \eta) < B \) for some bounded constant \( B > 0 \). Notice that \( \frac{p \sigma_\alpha \exp[p \sigma_\alpha (\tilde{\alpha} + a(p))]}{1 + \exp[p \sigma_\alpha (\tilde{\alpha} + a(p))]} \) is symmetric around \(-a(p)\). Hence,

\[
\int_\alpha \frac{p \sigma_\alpha \exp[p \sigma_\alpha (\tilde{\alpha} + a(p))]}{1 + \exp[p \sigma_\alpha (\tilde{\alpha} + a(p))]} (\tilde{\alpha} + a(p)) d\tilde{\alpha} = \int_\alpha \frac{p \sigma_\alpha \exp[p \sigma_\alpha (\tilde{\alpha} + a(p))]}{1 + \exp[p \sigma_\alpha (\tilde{\alpha} + a(p))]} (\tilde{\alpha} + a(p))^3 d\tilde{\alpha} = 0.
\]
Furthermore, from the formula for the variance of the logistic function,
\[ \int_{\bar{a}} \frac{p\sigma, \exp[p\sigma, (\bar{a} + a(p))]}{[1 + \exp[p\sigma, (\bar{a} + a(p))]]^2} (\bar{a} + a(p))^2 \, d\bar{a} = \frac{\pi^2}{3p^2} \]
and from the fourth central moment, we can derive that
\[ \left| \frac{1}{24} \int_{\bar{a}} \frac{p\sigma, \exp[p\sigma, (\bar{a} + a(p))]}{[1 + \exp[p\sigma, (\bar{a} + a(p))]]^2} (\bar{a} + a(p))^4 \phi''(a^*(\bar{a}) - \eta) \, d\bar{a} \right| \leq \frac{1}{24} \int_{\bar{a}} \frac{p\sigma, \exp[p\sigma, (\bar{a} + a(p))]}{[1 + \exp[p\sigma, (\bar{a} + a(p))]]^2} (\bar{a} + a(p))^4 B \bar{d} \bar{a} \right| \leq BC \frac{\pi^4}{p^4} (2^4 - 2) = O(p^{-4}) \]
where \( C > 0 \) is a constant.
Together, we obtain,
\[ (24) = 1 - \Phi(-a(p) - \eta) - \frac{\pi^2}{6p^2} \phi'(-a(p) - \eta) + O(p^{-4}) = s = 1 - \Phi(-a - \eta) = \Phi(a + \eta) \]
where \( a = \Phi^{-1}(s) - \eta = \lim_{p \to \infty} a(p) \). Therefore,
\[ -(a - a(p)) \phi(-a^*(p) - \eta) - \frac{\pi^2}{6p^2} \phi'(-a(p) - \eta) + O(p^{-4}) = 0 \]
where \( a^*(p) \) is in between \( a \) and \( a(p) \). Hence,
\[ (a - a(p)) = -\frac{\phi'(-a(p) - \eta) \pi^2}{6\phi(-a(p) - \eta) p^2} + O(p^{-4}) = O(p^{-2}) \]
and
\[ \frac{\phi'(-a(p) - \eta)}{6\phi(-a^*(p) - \eta)} = \frac{\phi'(-a - \eta) - (a(p) - a) \phi''(-a(p) - \eta) + (a^*(p) - a) \phi'(-a^*(p) - \eta) + \frac{\phi'(-a - \eta)}{6\phi^2(-a(p) - \eta)} \phi'(-a^*(p) - \eta)}{6\phi(-a - \eta)} \]
\[ + O((a(p) - a)^2) + O((a^*(p) - a) \phi(-a(p) - \eta) + O(p^{-2})) = \frac{\phi'(-a - \eta)}{6\phi(-a - \eta)} + O(p^{-2}) \]
Therefore,
\[ (a - a(p)) = -\frac{\phi'(-a - \eta) \pi^2}{6\phi(-a - \eta) p^2} + O(p^{-4}) \]
Similarly, by applying Taylor series approximation of \( \phi(\bar{a} - \eta) \) with respect to \( \bar{a} \) around \( -a(p) \), we obtain
\[ \int_{\bar{a}} \frac{p\sigma, \exp[p\sigma, (\bar{a} + a(p))]}{[1 + \exp[p\sigma, (\bar{a} + a(p))]]^2} d\bar{a} = \int_{\bar{a}} \frac{p\sigma, \exp[p\sigma, (\bar{a} + a(p))]}{[1 + \exp[p\sigma, (\bar{a} + a(p))]]^2} (\bar{a} + a(p)) \phi(\bar{a} - \eta) \, d\bar{a} \]
\[ -a(p) \int_{\bar{a}} \frac{p\sigma, \exp[p\sigma, (\bar{a} + a(p))]}{[1 + \exp[p\sigma, (\bar{a} + a(p))]]^2} \phi(\bar{a} - \eta) \, d\bar{a} \]
\[ = \int_{\bar{a}} \frac{p\sigma, \exp[p\sigma, (\bar{a} + a(p))]}{[1 + \exp[p\sigma, (\bar{a} + a(p))]]^2} \left[(\bar{a} + a(p)) \phi(-a(p) - \eta) + (\bar{a} + a(p))^2 \phi'(-a(p) - \eta) \right] \, d\bar{a} \]
\[ + \frac{1}{2}(\bar{a} + a(p))^3 \phi''(-a(p) - \eta) + \frac{1}{6}(\bar{a} + a(p))^4 \phi'''(-a^*(\bar{a}) - \eta) \right] \, d\bar{a} \]
\[ -a(p) \int_{\bar{a}} \frac{p\sigma, \exp[p\sigma, (\bar{a} + a(p))]}{[1 + \exp[p\sigma, (\bar{a} + a(p))]]^2} \left[\phi(-a(p) - \eta) + (\bar{a} + a(p)) \phi'(-a(p) - \eta) \right] \, d\bar{a} \]
\[ + \frac{1}{2}(\bar{a} + a(p))^3 \phi''(-a(p) - \eta) + \frac{1}{6}(\bar{a} + a(p))^4 \phi'''(-a(p) - \eta) + \frac{1}{24}(\bar{a} + a(p))^4 \phi''''(-a^*(\bar{a}) - \eta) \right] \, d\bar{a} \]
Therefore,
\[
\int_{\hat{\alpha}} p \sigma_{\alpha} \exp \left[ p \sigma_{\alpha} (\hat{\alpha} + a (p)) \right] \frac{\hat{\alpha} \phi (\hat{\alpha} - \eta) d\hat{\alpha}}{1 + \exp \left[ p \sigma_{\alpha} (\hat{\alpha} + a (p)) \right]} = -a (p) \phi (-a (p) - \eta) + \left( -\frac{a (p)}{2 \phi' (-a (p) - \eta)} + \frac{\phi'' (-a (p) - \eta)}{2 \phi (-a (p) - \eta)} \right) \frac{\pi^2}{6 p^2} + O \left( p^{-4} \right)
\]
\[
= -a \phi (-a - \eta) + \left( -\frac{a^2 \phi' (-a - \eta) + a \phi' (-a - \eta)}{2 \phi (-a - \eta)} + a \phi'' (-a - \eta) - \frac{a}{2} \phi'' (-a - \eta) \right) \frac{\pi^2}{6 p^2}
+ O \left( p^{-4} \right)
\]
\[
= -a \phi (-a - \eta) + O \left( p^{-2} \right)
\]
Therefore,
\[
MR = p \left[ 1 - \left( \Phi^{-1} (s) - \eta \right) \phi (\Phi^{-1} (s)) + O \left( p^{-2} \right) \right].
\]
Then, obtain from the data all the market shares \( s \) whose corresponding prices \( p \) satisfy \( p > \tilde{p} \) for a large \( p < \mathcal{P} \), and let the set of market share with such a price to be \( \mathcal{V} \). Then, because of Assumption \( 6 \), we need to make sure that price derivative of market share is negative and marginal revenue is positive. Therefore, we only focus on the parameters that satisfy \( \eta < \inf_{s \in \mathcal{V}} \left[ \Phi^{-1} (s) - 1 / \phi (\Phi^{-1} (s)) s \right] \). Then, there exist \((s, p), (s', p')\); \( s \neq s' \) with \( p \) and \( p' \) large enough satisfying those two conditions.

We pick different values of \( s, s' \in \mathcal{S} \), and the relative prices \( P = p/p' \) so that they satisfy the following equation.
\[
MR = p \left[ 1 - \left( \Phi^{-1} (s) - \eta \right) \phi (\Phi^{-1} (s)) + O \left( p^{-2} \right) \right] = p' \left[ 1 - \left( \Phi^{-1} (s') - \eta \right) \phi (\Phi^{-1} (s')) + O \left( p'^{-2} \right) \right].
\]
Equation (26) can be rewritten as
\[
MR = p - \frac{ps \phi^{-1} (\Phi^{-1} (s))}{(\Phi^{-1} (s) - \eta) + O \left( p^{-2} \right)} = p' - \frac{p's' \phi^{-1} (\Phi^{-1} (s'))}{(\Phi^{-1} (s') - \eta) + O \left( p'^{-2} \right)}.
\]
Now, consider \( \tilde{p} \) and \( \tilde{p}' \) such that
\[
\tilde{p} - \frac{p s \phi^{-1} (\Phi^{-1} (s))}{(\Phi^{-1} (s) - \eta)} = \tilde{p}' - \frac{p's' \phi^{-1} (\Phi^{-1} (s'))}{(\Phi^{-1} (s') - \eta)}.
\]
Denote \( B = \Phi^{-1} (s), B' = \Phi^{-1} (s'), C = s / \phi (\Phi^{-1} (s)), C' = s' / \phi (\Phi^{-1} (s')) \), and \( \tilde{P} = \tilde{p}' / \tilde{p} \). Then
\[
\left( B - \eta \right) \left( B' - \eta \right) \left( 1 - \tilde{P} \right) - C \left( B' - \eta \right) + \tilde{P} C' (B - \eta) = 0
\]
\[
\eta^2 - \left[ B + B' - \frac{C - \tilde{P} C'}{1 - \tilde{P}} \right] \eta + BB' - CB' - \frac{CB' - \tilde{P} C'B}{1 - \tilde{P}} = 0
\]
Then
\[
\eta = \frac{1}{2} \left[ B + B' - \frac{C - \tilde{P} C'}{1 - \tilde{P}} \right] \pm \frac{1}{2} A, \quad A = \sqrt{B + B' - \frac{C - \tilde{P} C'}{1 - \tilde{P}}}^2 + \frac{4}{1 - \tilde{P}} = \frac{4CB' - \tilde{P} C'B}{1 - \tilde{P}}.
\]
Now, set \( s = 1/2 \), hence, \( B = 0 \) and \( C = 1 / (2 \phi (0)) \). Then, from the assumption, it is easy to see that the slope of market share with respect to price \( C/\eta \) is negative and the marginal revenue \( 1 + C/\eta \) is positive. In that case,
\[
\eta = \frac{1}{2} \left[ B' - \frac{C - \tilde{P} C'}{1 - \tilde{P}} \right] \pm \frac{1}{2} A, \quad A = \sqrt{B' - \frac{C - \tilde{P} C'}{1 - \tilde{P}}}^2 + \frac{4}{1 - \tilde{P}} = \frac{CB'}{1 - \tilde{P}}.
\]
Then, for \( B' << 0 \) such that \( B' > \eta \) close to \( \eta \), \( C'/\left( B' - \eta \right) \) can be made arbitrarily large. Hence, from Intermediate Value Theorem, one can choose \( s' < s \), \( B' < 0 \) such that \(-C/\eta < C'/\left( B' - \eta \right) < 1 \). Then, \( \tilde{P} > 1 \), hence
\( CB'/ \left( 1 - \hat{P} \right) > 0. \) Then, if we denote

\[
\eta_1 = \frac{1}{2} \left[ B + B' - \frac{C - \hat{P}C'}{1 - \hat{P}} \right] + \frac{1}{2} A, \quad \eta_2 = \frac{1}{2} \left[ B + B' - \frac{C - \hat{P}C'}{1 - \hat{P}} \right] - \frac{1}{2} A,
\]

\( \eta_1 > 0, \) and \( \eta_2 < 0. \) Hence, only \( \eta_2 \) is consistent with the negative demand curve slope. Furthermore \( \eta = \eta_2 \) satisfying equation (27) can be made arbitrarily close to \( \eta \) satisfying equation (26). Therefore, claim holds.

Next, consider the case where \( \eta_0 = \eta, \alpha_{00} \neq \alpha. \) First, consider \( \sigma_{\alpha} \) such that \( \sigma_{00} > \sigma. \) Suppose Assumption 11 is not satisfied. Then, consider \( s \neq s', \) and \( p, p' \) in the data such that the following holds: Given \( a(p), a'(p) \) satisfying

\[
\int_{\alpha} \frac{\exp (p a + \eta)}{1 + \exp (p a + \eta)} \phi (\alpha - \eta) d\alpha = s
\]

then,

\[
\int_{\alpha} \frac{\exp (p' a + \eta)}{1 + \exp (p' a + \eta)} \phi (\alpha - \eta) d\alpha = s'.
\]

Now, because of the assumption of nonidentification, the same relationship holds for \( \sigma_{00} \) instead of \( \sigma_{\alpha}, \) that is, given \( a_0(p), a'_0(p) \) satisfying

\[
\int_{\alpha} \frac{\exp (p a_0 + \eta)}{1 + \exp (p a_0 + \eta)} \phi (\alpha - \eta) d\alpha = s
\]

then,

\[
\int_{\alpha} \frac{\exp (p' a_0 + \eta)}{1 + \exp (p' a_0 + \eta)} \phi (\alpha - \eta) d\alpha = s'.
\]

In that case, if we define \( \rho^{(1)} \) and \( \rho^{(1)}' \) such that \( \rho^{(1)} \sigma_{\alpha} = p \sigma_{00}, \rho^{(1)}' \sigma_{\alpha} = p' \sigma_{00} \) then, \( \rho^{(1)} = (\sigma_{00}/\sigma_{\alpha}) \rho > p, \rho^{(1)}' = (\sigma_{00}/\sigma_{\alpha}) \rho' > p' \) and

\[
(28) \times \sigma_{00} = \rho^{(1)} \sigma_{\alpha} + p^{(1)} \sigma_{\alpha} \left[ \int_{\alpha} \frac{\exp (p^{(1)} a_0 + \eta)}{1 + \exp (p^{(1)} a_0 + \eta)} \phi (\alpha - \eta) d\alpha \right]^{-1} s
\]

\[
= \rho^{(1)}' \sigma_{\alpha} + p^{(1)}' \sigma_{\alpha} \left[ \int_{\alpha} \frac{\exp (p^{(1)}' a_0 + \eta)}{1 + \exp (p^{(1)}' a_0 + \eta)} \phi (\alpha - \eta) d\alpha \right]^{-1} s'.
\]

This way, we can generate an increasing sequence of prices \((p^{(0)}, p^{(0)}'), (p^{(1)}, p^{(1)}'), \ldots, (p^{(k)}, p^{(k)}'), \ldots\) such
that \( (p^{(0)}, p^{(0)\prime}) = (p, p^\prime) \), \( (p^{(k)}, p^{(k)\prime}) = (\sigma_{\alpha_0}/\sigma_\alpha)^k p, (\sigma_{\alpha_0}/\sigma_\alpha)^k p^\prime \), and for any integer \( k \geq 1 \) such that

\[
p^{(k)\prime} + p^{(k)} \left[ \int_{\tilde{\alpha}} \frac{p^{(k)} \sigma_\alpha \exp \left[ p^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)} \right) \right]}{1 + \exp (p^{(k)} \sigma_\alpha \left( \tilde{\alpha} - \eta \right))} \tilde{\alpha} \phi \left( \tilde{\alpha} + a^{(k)} \right) d\tilde{\alpha} \right]^{-1} s \\
= p^{(k)\prime} + p^{(k)} \left[ \int_{\tilde{\alpha}} \frac{p^{(k)} \sigma_\alpha \exp \left[ p^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)} \right) \right]}{1 + \exp (p^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)} \right))} \tilde{\alpha} \phi \left( \tilde{\alpha} + a^{(k)} \right) d\tilde{\alpha} \right]^{-1} s' \\
= p^{(k)\prime} + p^{(k)} \left[ \int_{\tilde{\alpha}} \frac{p^{(k)} \sigma_{\alpha_0} \exp \left[ p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right]}{1 + \exp (p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right))} \tilde{\alpha} \phi \left( \tilde{\alpha} + a_0^{(k)} \right) d\tilde{\alpha} \right]^{-1} s \\
= p^{(k)\prime} + p^{(k)} \left[ \int_{\tilde{\alpha}} \frac{p^{(k)} \sigma_{\alpha_0} \exp \left[ p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right]}{1 + \exp (p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right))} \tilde{\alpha} \phi \left( \tilde{\alpha} - \eta \right) d\tilde{\alpha} \right]^{-1} s' 
\]

where \( a^{(k)} \) satisfies

\[
\int_{\tilde{\alpha}} \frac{\exp \left( p^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)} \right) \right)}{1 + \exp (p^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)} \right))} \phi \left( \tilde{\alpha} - \eta \right) d\tilde{\alpha} = s 
\]

and \( a_0^{(k)} \) satisfies

\[
\int_{\tilde{\alpha}} \frac{\exp \left( p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right)}{1 + \exp (p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right))} \phi \left( \tilde{\alpha} - \eta \right) d\tilde{\alpha} = s 
\]

and \( a^{(k)\prime} \) satisfying

\[
\int_{\tilde{\alpha}} \frac{\exp \left( p^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)\prime} \right) \right)}{1 + \exp (p^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)\prime} \right))} \phi \left( \tilde{\alpha} - \eta \right) d\tilde{\alpha} = s' 
\]

and \( a_0^{(k)\prime} \) satisfies

\[
\int_{\tilde{\alpha}} \frac{\exp \left( p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)\prime} \right) \right)}{1 + \exp (p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)\prime} \right))} \phi \left( \tilde{\alpha} - \eta \right) d\tilde{\alpha} = s' 
\]

Therefore,

\[
p^{(k+1)\prime} = \frac{1}{p^{(k+1)}} \left[ \int_{\tilde{\alpha}} \frac{\exp \left[ p^{(k+1)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k+1)} \right) \right]}{1 + \exp \left[ p^{(k+1)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k+1)} \right) \right]} \tilde{\alpha} \phi \left( \tilde{\alpha} - \eta \right) d\tilde{\alpha} \right]^{-1} s \\
= \frac{1}{p^{(k+1)}} \left[ \int_{\tilde{\alpha}} \frac{\exp \left[ p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right]}{1 + \exp \left[ p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right]} \tilde{\alpha} \phi \left( \tilde{\alpha} - \eta \right) d\tilde{\alpha} \right]^{-1} s' \\
= \frac{1}{p^{(k+1)}} \left[ \int_{\tilde{\alpha}} \frac{\exp \left[ p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right]}{1 + \exp \left[ p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right]} \tilde{\alpha} \phi \left( \tilde{\alpha} - \eta \right) d\tilde{\alpha} \right]^{-1} s' \\
= p^{(k)\prime} = \ldots = \frac{p'}{p} 
\] (29)

and by taking the limit,

\[
\lim_{k \to \infty} \frac{1}{p^{(k+1)}} \left[ \int_{\tilde{\alpha}} \frac{\exp \left[ p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right]}{1 + \exp \left[ p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right]} \tilde{\alpha} \phi \left( \tilde{\alpha} - \eta \right) d\tilde{\alpha} \right]^{-1} s \\
= \left[ \int_{\tilde{\alpha}} \frac{\exp \left[ p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right]}{1 + \exp \left[ p^{(k)} \sigma_{\alpha_0} \left( \tilde{\alpha} + a_0^{(k)} \right) \right]} \tilde{\alpha} \phi \left( \tilde{\alpha} - \eta \right) d\tilde{\alpha} \right]^{-1} s' \\
= 1 + \left[ \left( \eta - \Phi^{-1} \left( s' \right) \right) \phi \left( \Phi^{-1} \left( \eta \right) \right) \right]^{-1} s' = \frac{p'}{p} 
\]

Thus, for any \( k \)

\[
G \equiv \frac{p'}{p} = \frac{1 + \left[ \eta - \Phi^{-1} \left( \eta \right) \right] \phi \left( \Phi^{-1} \left( \eta \right) \right]}{1 + \left[ \eta - \Phi^{-1} \left( \eta \right) \right] \phi \left( \Phi^{-1} \left( \eta \right) \right)} = \frac{1}{1 + \left[ \eta - \Phi^{-1} \left( \eta \right) \right] \phi \left( \Phi^{-1} \left( \eta \right) \right)} \\
= \frac{1}{1 + \left[ \eta - \Phi^{-1} \left( \eta \right) \right] \phi \left( \Phi^{-1} \left( \eta \right) \right)} \\
= \frac{1}{1 + \left[ \eta - \Phi^{-1} \left( \eta \right) \right] \phi \left( \Phi^{-1} \left( \eta \right) \right)} \\
= \frac{1}{1 + \left[ \eta - \Phi^{-1} \left( \eta \right) \right] \phi \left( \Phi^{-1} \left( \eta \right) \right)} \\
= \frac{1}{1 + \left[ \eta - \Phi^{-1} \left( \eta \right) \right] \phi \left( \Phi^{-1} \left( \eta \right) \right)} \\
= \frac{1}{1 + \left[ \eta - \Phi^{-1} \left( \eta \right) \right] \phi \left( \Phi^{-1} \left( \eta \right) \right)} 
\]
Hence, if we denote
\[
B^{(k)} = \int \frac{p^{(k)} \sigma_\alpha \exp \left[ p^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)} \right) \right]}{\left[ 1 + \exp \left[ p^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)} \right) \right] \right]^2} \tilde{\alpha} \phi (\tilde{\alpha} - \eta) \, d\tilde{\alpha},
\]
\[
B'^{(k)} = \int \frac{p'^{(k)} \sigma_\alpha \exp \left[ p'^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)} \right) \right]}{\left[ 1 + \exp \left[ p'^{(k)} \sigma_\alpha \left( \tilde{\alpha} + a^{(k)} \right) \right] \right]^2} \tilde{\alpha} \phi (\tilde{\alpha} - \eta) \, d\tilde{\alpha},
\]
\[
\frac{1 + B^{(k-1)} s}{1 + B'^{(k-1)} s'} = \frac{p'}{p} \equiv G
\]
\[
B'^{(k)} s - GB^{(k)} s' = B^{(k)} B'^{(k)} (G - 1)
\]

Now, denote \( B^{(k)} = B + B' \left( p^{(k)} \right), B'^{(k)} = B' + B' \left( G p^{(k)} \right), \) where \( B = \lim_{p \to \infty} \eta (\Phi^{-1} (s)) \phi (\Phi^{-1} (s)), \)
\( B' = \lim_{p \to \infty} B' (p) = (\eta - \Phi^{-1} (s')) \phi (\Phi^{-1} (s')). \)

\[
\left( B' + B' \left( G p^{(k)} \right) \right) s - G \left( B + B \left( p^{(k)} \right) \right) s' = \left( B + B \left( p^{(k)} \right) \right) \left( B' + B' \left( G p^{(k)} \right) \right) (G - 1)
\]

Because
\[
B's - GBs' = BB'(G - 1),
\]
\[
B' \left( G p^{(k)} \right) s - GB \left( p^{(k)} \right) s' = \left[ BB' \left( G p^{(k)} \right) + B'B \left( p^{(k)} \right) + B' \left( G p^{(k)} \right) B \left( p^{(k)} \right) \right] (G - 1)
\]
\[
s - B(G - 1) \frac{s}{B(Gp^{(k)})} = \frac{B'(G - 1) + Gs'}{B'(Gp^{(k)})} + (G - 1)
\]

Now, from equation (25), we know that
\[
B(p) = \left[ (-\phi (a - \eta) + a \phi' (-a - \eta)) \phi' (-a - \eta) + \phi' (-a - \eta) - \frac{a}{2} \phi'' (-a - \eta) \right] \frac{\pi^2}{6p^2} + O (p^{-3})
\]
\[
B'(p) = \left[ (-\phi (-a' - \eta) + a' \phi' (-a' - \eta)) \phi' (-a' - \eta) + \phi' (-a' - \eta) - \frac{a'}{2} \phi'' (-a' - \eta) \right] \frac{\pi^2}{6G^2p^2} + O (p^{-3})
\]

Therefore, we can write the above equation as
\[
\frac{s - B(G - 1)}{p^{(k)}b(p^{(k)})} = \frac{B'(G - 1) + Gs'}{G^2p^{(k)+2}b'(Gp^{(k)})} + (G - 1)
\]

where
\[
b(p) = \left[ (-\phi (a - \eta) + a \phi' (-a - \eta)) \phi' (-a - \eta) + \phi' (-a - \eta) - \frac{a}{2} \phi'' (-a - \eta) \right] \frac{\pi^2}{6} + O (p^{-2})
\]
\[
b'(p) = \left[ (-\phi (-a' - \eta) + a' \phi' (-a' - \eta)) \phi' (-a' - \eta) + \phi' (-a' - \eta) - \frac{a'}{2} \phi'' (-a' - \eta) \right] \frac{\pi^2}{6G^2} + O (p^{-2})
\]

Hence,
\[
\frac{[s - B(G - 1)] b' \left( Gp^{(k)} \right)}{G^2} - \frac{B'(G - 1) + Gs'}{G^2} b \left( p^{(k)} \right) = (G - 1) p^{(k)+2} b' \left( Gp^{(k)} \right) b \left( p^{(k)} \right)
\]

Notice that \( B'(G - 1) + Gs' = B's / B, \) \( (s - B(G - 1)) = GBs' / B'. \) Hence,
\[
\frac{GBs'}{B'} b' \left( Gp^{(k)} \right) - \frac{B'sb \left( p^{(k)} \right)}{BG^2} = (G - 1) p^{(k)+2} b' \left( Gp^{(k)} \right) b \left( p^{(k)} \right)
\]

The RHS is a linear function of \( p^{(k)+2} \) and \( p^{(k)+2} O \left( p^{(k)+2} \right), \) whereas the LHS is a linear function of constant and \( O \left( p^{(k)+2} \right) \). Therefore, in order for the equation to hold, either \( G = 1, \) or \( b' \left( Gp^{(k)} \right) = O \left( p^{(k)+2} \right) \) or \( b \left( p^{(k)} \right) = O \left( p^{(k)+2} \right) \) has to hold for any large \( k. \) That is, either \( G = 1 \) (implies \( p^{(k)} = p^{(k)} \)), or \( b' \left( Gp^{(k)} \right) = O \left( p^{(k)+2} \right) \) or \( b \left( p^{(k)} \right) = O \left( p^{(k)+2} \right). \) Now, consider \( b \left( p^{(k)} \right) \), whose constant term is
\[
(-\phi (-a - \eta) + a \phi' (-a - \eta)) \phi' (-a - \eta) + \phi' (-a - \eta) - \frac{a}{2} \phi'' (-a - \eta) = \left[(a + \eta)^2 + 1\right] \frac{a}{2} \phi (-a - \eta).
\]
which is not 0 unless \( \phi(-a - \eta) = 0 \), i.e. \( a = \pm \infty \) or \( a = 0 \). If \( a = \pm \infty \), then \( s = \Phi(a + \eta) \) either equals 1 or 0. If \( a = 0 \), then \( s = \Phi(\eta) \). That is, in order for \( b\left(p^{(k)}\right) = O\left(p^{-(k+2)}\right) \) to hold at high \( k \), \( s \) has to be either close to 0 or 1, or close to \( \Phi(\eta) \). Similarly for \( s' \). Therefore, as long as both \( s \), \( s' \) take on values that are not close to 0, or 1, or \( \Phi(\eta) \), equation (29) cannot hold for large \( k \). Therefore, for those \( s \), \( s' \), and \( p \neq p' \), claim holds.

Next, consider the case for \( \sigma_\alpha > \sigma_{\alpha_0} \). Similarly, we generate a decreasing sequence of prices \( (p^{(0)}, p^{(0)r}) \), \( (p^{(1)}, p^{(1)r}) \), ..., \( (p^{(k)}, p^{(k)r}) \), ..., such that \( (p^{(0)}, p^{(0)r}) = (p, p') \), \( (p^{(k)}, p^{(k)r}) = (\sigma_{\alpha_0}/\sigma_\alpha) k p < p^{(k-1)} \). Then, consider an arbitrarily large \( (p^{(0)}, p^{(0)r}) = (p, p') \). Then, as before, we can show identification. Therefore, claim holds. ■

### B.3 Proof of Lemma 4

**Proof.** The identification of the price coefficient \( \alpha \) of the logit model of demand with covariates \( \mathbf{X}_m \) is the same as in the proof of Lemma 3. Next, consider including the observed product characteristics into the BLP random coefficient model. Since we have shown in Lemma 3 that Assumption 11 is satisfied for \( \mu_\alpha, \sigma_\alpha \) for the data with \( \mathbf{X}_m = 0 \), we assume that \( \mu_\alpha, \sigma_\alpha \) are identified. Here, for simplicity, we assume its dimension to be one, and denote it as \( \alpha \). Then,

\[
\int_{\alpha} \frac{\exp(\xi + p \alpha + X \beta)}{1 + \exp(\xi + p \alpha + X \beta)} \frac{1}{\sigma_\alpha} \phi\left(\frac{\alpha - \mu_\alpha}{\sigma_\alpha}\right) \frac{1}{\sigma_\beta} \phi\left(\frac{\beta - \mu_\beta}{\sigma_\beta}\right) d\alpha d\beta = \int_{\alpha} \frac{\exp(\xi + p (\alpha + X \beta))}{1 + \exp(\xi + p (\alpha + X \beta))} \frac{1}{\sigma_\alpha} \phi\left(\frac{\alpha - \mu_\alpha}{\sigma_\alpha}\right) \frac{1}{\sigma_\beta} \phi\left(\frac{\beta - \mu_\beta}{\sigma_\beta}\right) d\alpha d\beta.
\]

Now, for identification, we choose in the data only firms whose observed control \( X \) is highly correlated with the observed price \( p \). That is, we choose data with \( X = X_p \) for some positive constant \( X_p \). Since \( \alpha \) and \( \beta \) are assumed to be normally distributed and independent, \( \gamma = \alpha + X \beta \sim N(\mu_\gamma, \sigma_\gamma) \), where a \( \mu_\gamma = \mu_\alpha + X \mu_\beta \), and \( \sigma_\gamma = \sqrt{\sigma_\alpha^2 + X \sigma_\beta^2} \). Similarly, we choose the other constant \( A' \neq X \) such that \( X' = X_p' \). Without loss of generality, we assume \( A' > X \geq 0 \). Then, as before, find \( s, s', p \), and \( p' \) such that

\[
\int_{\alpha, \beta} \frac{\exp(\xi + p \alpha + X \beta)}{1 + \exp(\xi + p \alpha + X \beta)} \frac{1}{\sigma_\alpha} \phi\left(\frac{\alpha - \mu_\alpha}{\sigma_\alpha}\right) \frac{1}{\sigma_\beta} \phi\left(\frac{\beta - \mu_\beta}{\sigma_\beta}\right) d\alpha d\beta = \int_{\gamma} \frac{p \exp(p(\gamma + \xi/p))}{1 + \exp(p(\gamma + \xi/p))} \frac{1}{\sigma_\gamma} \phi\left(\frac{\gamma - \mu_\gamma}{\sigma_\gamma}\right) d\gamma = s.
\]

and

\[
\int_{\gamma} \frac{p' \exp(p'(\gamma + \xi'/p'))}{1 + \exp(p'(\gamma + \xi'/p'))} \frac{1}{\sigma_\gamma} \phi\left(\frac{\gamma - \mu_\gamma}{\sigma_\gamma}\right) d\gamma = s'.
\]

and if we denote \( \sigma_\gamma = \gamma, \mu_\gamma = X \mu_\beta \), the corresponding marginal revenue equations are:

\[
MR = p + p' \left[ \int_{\gamma} \frac{p \exp(p(\gamma + \xi/p))}{1 + \exp(p(\gamma + \xi/p))} \frac{1}{\sigma_\gamma} \phi\left(\frac{\alpha - \mu_\alpha}{\sigma_\alpha}\right) \frac{1}{\sigma_\beta} \phi\left(\frac{(\gamma - \alpha) - \mu_\beta}{\sigma_\beta}\right) d\gamma \right]^{-1} s.
\]

Now, we have

\[
\left(\frac{\alpha - \mu_\alpha}{\sigma_\alpha}\right)^2 + \left(\frac{\alpha + X \beta - \gamma}{\sigma_\beta}\right)^2 = \left(\frac{\alpha - \mu_\alpha}{\sigma_\alpha}\right)^2 + \left(\frac{\alpha - \mu_\alpha + \gamma - \mu_\gamma}{\sigma_\beta}\right)^2 - \frac{1}{\sigma_\beta^2} \left(\frac{\sigma_\alpha}{\sigma_\alpha} (\alpha - \mu_\alpha) - \frac{\sigma_\alpha}{\sigma_\gamma} (\gamma - \mu_\gamma) \right)^2 - \frac{\sigma_\alpha^2}{\sigma_\beta^2} \left(\gamma - \mu_\gamma\right)^2 = \frac{\sigma_\alpha^2}{\sigma_\beta^2} \left(\alpha - \mu_\alpha - \frac{\sigma_\alpha}{\sigma_\gamma} (\gamma - \mu_\gamma) \right)^2 + \frac{1}{\sigma_\gamma^2} (\gamma - \mu_\gamma)^2
\]

where, if we set \( g(p) = \xi/(\sigma_\gamma p) \),
\[
\int_\alpha \frac{p \exp (p (\gamma + \xi/p))}{1 + \exp (p (\gamma + \xi/p))} \alpha \frac{1}{\sigma_\alpha} \phi \left( \frac{\alpha - \mu_\alpha}{\sigma_\alpha} \right) \frac{1}{\sigma_{X \beta}} \phi \left( \frac{(\gamma - \alpha) - \mu_{X \beta}}{\sigma_{X \beta}} \right) \, d\alpha
\]

\[
= \exp \left( -\frac{1}{2} \left( \frac{\gamma - \mu_\gamma}{\sigma_\gamma} \right)^2 \right) \frac{1}{\sigma_\alpha \sigma_{X \beta}} \frac{p \exp (p (\gamma + \sigma_\gamma g (p)))}{1 + \exp (p (\gamma + \sigma_\gamma g (p)))} \int_\alpha \alpha \exp \left( -\frac{1}{2} \left( \frac{\alpha - \mu_\alpha - \frac{\sigma_\alpha}{\sigma_\gamma} (\gamma - \mu_\gamma)}{\sigma_{X \beta} \sigma_\alpha / \sigma_\gamma} \right)^2 \right) \, d\alpha
\]

\[
= \frac{p \exp (p (\gamma + \sigma_\gamma g (p)))}{1 + \exp (p (\gamma + \sigma_\gamma g (p)))} \frac{1}{\sigma_\gamma} \left( \mu_\alpha + \left( \frac{\sigma_\alpha}{\sigma_\gamma} \right) (\gamma - \mu_\gamma) \right) \exp \left( -\frac{1}{2} \left( \frac{\gamma - \mu_\gamma}{\sigma_\gamma} \right)^2 \right)
\]

Hence, for large \( p \),

\[
\int_\gamma \frac{p \exp (p (\gamma + \xi/p))}{1 + \exp (p (\gamma + \xi/p))} \frac{1}{\sigma_\alpha} \phi \left( \frac{\alpha - \mu_\alpha}{\sigma_\alpha} \right) \frac{1}{\sigma_{X \beta}} \phi \left( \frac{(\gamma - \alpha) - \mu_{X \beta}}{\sigma_{X \beta}} \right) \, d\alpha \, d\gamma
\]

\[
= \int_\gamma \frac{p \exp (p (\gamma + \sigma_\gamma g (p)))}{1 + \exp (p (\gamma + \sigma_\gamma g (p)))} \frac{1}{\sigma_\gamma} \left[ \mu_\alpha + \left( \frac{\sigma_\alpha}{\sigma_\gamma} \right) (\gamma - \mu_\gamma) \right] \exp \left( -\frac{1}{2} \left( \frac{\gamma - \mu_\gamma}{\sigma_\gamma} \right)^2 \right) \, d\gamma
\]

\[
= \left[ \frac{\mu_\alpha}{\sigma_\gamma} + \left( \frac{\sigma_\alpha}{\sigma_\gamma} \right) s \right] \exp \left( -\frac{1}{2} \Phi^{-1} (s)^2 \right) + O \left( p^{-1} \right)
\]

Furthermore,

\[
\int_\gamma \frac{p \exp (p (\gamma + \xi/p))}{1 + \exp (p (\gamma + \xi/p))} \phi (\gamma - \eta_\gamma) \, d\gamma = \Phi (g (p) + \eta_\gamma) + O \left( p^{-1} \right) = s,
\]

where

\[
g = \lim_{p \to \infty} g (p), \quad g = \Phi^{-1} (s) - \eta_\gamma,
\]

\[
\eta_\gamma = \frac{\mu_\gamma}{\sigma_\gamma} = \frac{\mu_\alpha + \sigma_\alpha X \beta}{\sqrt{\sigma_\alpha^2 + \sigma_X^2 \sigma_\beta^2}}
\]

Now, take \( A_X > 0, A_X = 0 \) and \( s' = s \). Then, \( \sigma_\alpha = \sigma_\gamma \). Choose large \( p, p' \) such that the two points have the same marginal revenue, i.e.

\[
MR = p + \left[ \frac{\mu_\alpha}{\sigma_\gamma} - \Phi^{-1} (s) \right] \exp \left( -\frac{1}{2} \Phi^{-1} (s)^2 \right) + O \left( p^{-1} \right)
\]

\[
= p + \left[ \frac{\mu_\alpha}{\sigma_\gamma} - \Phi^{-1} (s) \right] \exp \left( -\frac{1}{2} \Phi^{-1} (s)^2 \right) + O \left( p^{-1} \right)
\]

(30)

Let \( \nu' = 1/\sigma_\gamma \) be the precision of \( \gamma' \). If we define \( G = p' / p \), then for large \( p, p' \), the below equation is approximately satisfied.

\[
\frac{MR - p'}{p'} \left[ \nu' \mu_\alpha - \sigma_\alpha^2 \Phi^{-1} (s) \nu'^2 \right] \exp \left( -\frac{1}{2} \Phi^{-1} (s)^2 \right) = s
\]

(31)

\[
\sigma_\alpha^2 \Phi^{-1} (s) \nu'^2 - \nu' s \exp \left( \frac{1}{2} \Phi^{-1} (s)^2 \right) \frac{p'}{p' - MR} = 0
\]

, whose RHS is a function of \( \nu' \). Because the constant term is negative, LHS is negative if \( \nu' = 0 \). Therefore, if we choose \( s > 1/2, \Phi^{-1} (s) > 0 \), then one solution of \( \nu' \) is positive and the other negative. Because \( \nu' \) has to be positive, there is only one value that satisfies the above equation. Since \( \nu' = 1/\sigma_\gamma \), satisfying equation (31) can be made arbitrarily close to \( \nu' = 1/\sigma_\gamma \), satisfying equation (30) by making \( p \) arbitrarily large, \( \sigma_\gamma = \nu'^{-1} > 0 \) is identified. Furthermore, if \( s = 1/2, \Phi^{-1} (s) = 0 \), then

\[
1 + 1/ \left[ \frac{2\mu_\alpha}{\sigma_\gamma} \right] = G + G \left[ \frac{2\mu_\alpha}{\sigma_\gamma} \right]
\]

holds approximately for large \( p, p' \) and thus, \( \sigma_\gamma \) is identified in the same manner. Therefore, using data on market share satisfying \( s \geq 1/2 \), we can identify \( \sigma_\beta \).
C Nonparametric Identification of Marginal Revenue.

C.1 Proof of Proposition 2

Proof.

a. Given the above model set-up, we can write the conditional expectation of the firm’s total cost as:

\[
E \left[ C_m^d (q_m, p_m, s_m) \right] = E \left[ C_m + \eta_m \right] (q_m, p_m, s_m) = PC(q_m, MR(p_m, s_m)) = C_m
\]

where the first equality follows from Assumption 9, while the remaining equalities use Lemma 2 as well. Notice also that the pseudo-cost function can be expressed as a function of \( q, p \) and \( s \) because it is a function of \( p, w \) and \( MR \), where \( w \) is suppressed and \( MR \) can be expressed as a function of \( p \) and \( s \). For \( q_m = q_{m'} = q \) it immediately follows from Lemma 2,

\[
MR_m > MR_{m'} \iff E \left[ C^{d|} (q, p_m, s_m) \right] > E \left[ C^{d|} (q, p_{m'}, s_{m'}) \right]
\]

\[
MR_m < MR_{m'} \iff E \left[ C^{d|} (q, p_m, s_m) \right] < E \left[ C^{d|} (q, p_{m'}, s_{m'}) \right]
\]

and

\[
MR_m = MR_{m'} \iff E \left[ C^{d|} (q, p_m, s_m) \right] = E \left[ C^{d|} (q, p_{m'}, s_{m'}) \right].
\]

Therefore,

\[
MR (p_m, s_m) = \zeta \left( q, E \left[ C^{d|} (q, p_m, s_m) \right] \right),
\]

where \( \zeta \) is an increasing and continuous function of the second element. That is, \( E \left[ C^{d|} (q, p_m, s_m) \right] \), is the nonparametric estimator of the relative ranking of the marginal revenue, given \( q \).

b. Under the profit maximization assumption, \( MR_i = MC_i \) at both points \( i = 1, 2 \). Given \( Q_1 < Q_2 \), it follows from the strict convexity of the cost function that

\[
MR (p_1, \xi) < \frac{\partial C (Q_2 s_1, v)}{\partial q} = C (Q_2 s_2, v)
\]

\[
C (Q_2 s_2, v)
\]

\[
\frac{\partial C (Q_2 s_2, v)}{\partial q} = \frac{\partial C (Q_1 s_1, v)}{\partial q} = MR (p_1, \xi).
\]

It follows from equations (32) and (33), and the Intermediate Value Theorem that there exists \( p_2 > p_1 \) and \( s_2 \) such that \( s < s_2 = s (p_2, \xi) < s_1 \),

\[
MR (p_2, \xi) = \frac{\partial C (Q_2 s_2, v)}{\partial q}
\]

are satisfied. Furthermore, \( q_1 = Q_2 \tilde{s} < Q_2 s_2 = q_2 \). It is also straightforward to show that \( s_2 - s_1 \) is a continuous function of \( Q_2 - Q_1 \) given \( q \) and \( v \) remaining unchanged.

To complete the proof of part b. it remains to show that,

\[
\text{\( p_1 \left[ 1 + \frac{\ln p_2 - \ln p_1}{\ln s_2 - \ln s_1} \right] = \frac{\partial C (q_1, p_2, s_2)}{q_2 - q_1} - \frac{\partial C (q_1, p_1, s_1)}{q_2 - q_1} + O (|Q_2 - Q_1|). \)}
\]

It is easy to show that the first order condition for profit maximization can be re-written as,

\[
MR_i = p_i \left[ 1 + \left( \frac{\partial \ln s (p_1, \xi)}{\partial \ln p} \right)^{-1} \right] = MC_i = \frac{\partial C (Q_1 s_1, v)}{\partial q},
\]

where \( \left( \frac{\partial \ln s (p_1, \xi)}{\partial \ln p} \right) \) is the elasticity of demand. Marginal cost can be approximated using finite differences in total costs and quantities between points 1 and 2:

\[
\frac{\partial C (Q_1 s_1, v)}{\partial q} = \frac{C (Q_2 s_2, v) - C (Q_1 s_1, v)}{Q_2 s_2 - Q_1 s_1} + O (|Q_2 s_2 - Q_1 s_1|) = \frac{C (Q_2 s_2, v) - C (Q_1 s_1, v)}{Q_2 s_2 - Q_1 s_1} + O (|Q_2 - Q_1|).
\]
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Now, notice that both price $p$ and market share $s$ can be expressed as a function of exogenous variables $(Q, \xi, v)$, i.e., $p = p(Q, \xi, v)$ and $s = s(Q, \xi, v)$, where we continue to simplify notation and suppress the dependence on observed product characteristics $x$ and input prices $w$. This is because, given $p$, $\xi$ uniquely determines $s$, i.e., $s = s(p, \xi)$. Then, given $Q$, $q = QS$ and $\xi$, $v$ uniquely determines $p$ by,

$$MR = p \left[ 1 + \left( \frac{\partial \ln s(p, \xi)}{\partial p} \right)^{-1} \right] = MC = \frac{\partial C(q, v)}{\partial q},$$

Then, similarly as before, the elasticity of demand can be approximated using finite differences in prices and market shares between points 1 and 2:

$$\left( \frac{\partial \ln s(p_1, \xi)}{\partial p} \right)^{-1} = \frac{\ln (p(Q_2, \xi, v)) - \ln (p(Q_1, \xi, v))}{\ln (s(Q_2, \xi, v)) - \ln (s(Q_1, \xi, v))} + O(|Q_2 - Q_1|).$$

The last part of the proposition immediately follows from the above re-written first order condition and these two approximations.

c. In proving the final part of the proposition, it is useful to distinguish between the true marginal cost and its estimate. We denote the true marginal cost as $MC_1 = \frac{\partial C(q_1, v_1)}{\partial q}$, and $\widehat{MC}_1$ as the marginal cost estimate at $(q_1, v_1)$. From the first order condition, we know that the true marginal cost and marginal revenue are equal to each other. That is,

$$MC_1 = MR(p_1, \xi_1) = p_1 \left[ 1 + \left( \frac{\partial \ln s(p_1, \xi)}{\partial p} \right)^{-1} \right],$$

which can be re-arranged to obtain the following equation,

$$\left( \frac{\partial \ln s(p_1, \xi)}{\partial p} \right)^{-1} = \frac{MC_1}{p_1} - 1.$$

Recall from our proof of part b that for sufficiently small $\Delta Q > 0$, the points $(p(Q_1 + \Delta Q, \xi_1, v_1), s(Q_1 + \Delta Q, \xi_1, v_1))$ satisfy the following equation,

$$p(Q_1, \xi_1, v_1) \left[ 1 + \frac{\ln (p(Q_1 + \Delta Q, \xi_1, v_1)) - \ln (p(Q_1, \xi_1, v_1))}{\ln (s(Q_1 + \Delta Q, \xi_1, v_1)) - \ln (s(Q_1, \xi_1, v_1))} \right] = MC_1 + O((\Delta Q)).$$

Hence,

$$\frac{\ln (p(Q_1 + \Delta Q, \xi_1, v_1)) - \ln (p(Q_1, \xi_1, v_1))}{\ln (s(Q_1 + \Delta Q, \xi_1, v_1)) - \ln (s(Q_1, \xi_1, v_1))} = \frac{MC_1}{p(Q_1, \xi_1, v_1)} - 1 + O((\Delta Q)).$$

Now, suppose that the estimated marginal cost is less than the true marginal cost, i.e., $\widehat{MC}_1 < MC_1$. Then, consider a vector of price and market share $(\hat{p}, \hat{s})$ such that $\hat{s} = s(Q_1 + \Delta Q, \xi_1, v_1)$ and $\hat{p}$ satisfy

$$p(Q_1, \xi_1, v_1) \left[ 1 + \frac{\ln (\hat{p}) - \ln (p(Q_1, \xi_1, v_1))}{\ln (\hat{s}) - \ln (s(Q_1, \xi_1, v_1))} \right] = \widehat{MC}_1.$$

That is,

$$\frac{\ln (\hat{p}) - \ln (p(Q_1, \xi_1, v_1))}{\ln (\hat{s}) - \ln (s(Q_1, \xi_1, v_1))} = \frac{\widehat{MC}_1}{p(Q_1, \xi_1, v_1)} - 1 + \frac{MC_1}{p(Q_1, \xi_1, v_1)} - 1 + O((\Delta Q)).$$

for sufficiently small $\Delta Q > 0$. Hence, for sufficiently small $\Delta Q > 0$, we have

$$\frac{\ln (\hat{p}) - \ln (p(Q_1, \xi_1, v_1))}{\ln (\hat{s}) - \ln (s(Q_1, \xi_1, v_1))} < \frac{\ln (p(Q_1 + \Delta Q, \xi_1, v_1)) - \ln (p(Q_1, \xi_1, v_1))}{\ln (s(Q_1 + \Delta Q, \xi_1, v_1)) - \ln (s(Q_1, \xi_1, v_1))} < 0.$$
\[ \hat{p} > p(Q_1 + \Delta Q, \xi_1, v_1) \text{ imply } s(\hat{p}, \xi_1) < s(p(Q_1 + \Delta Q, \xi_1, v_1), \xi_1). \] Since from Assumption 13, \( \lim_{\xi_1 \to s} s(\hat{p}, \xi) = 1 > s(p(Q_1 + \Delta Q, \xi_1, v_1), \xi_1) \), it follows from the Intermediate Value Theorem that there exists such \( \xi_2 > \xi_1 \).

Next, we show that there exists \( v_2 \) that equates marginal revenue to marginal cost at \((\hat{p}, \hat{s})\). The marginal revenue of the point \((\hat{p}, s(\hat{p}, \xi_2))\) is

\[
MR(\hat{p}, \xi_2) = \hat{p} \left[ 1 + \left( \frac{\partial \ln s(\hat{p}, \xi_2)}{\partial \ln p} \right)^{-1} \right].
\]

Since in Assumption 3', we assume that \( MC \) is an increasing and continuous function of \( v \), \( \lim_{v \to 0} MC(\hat{s}(Q_1 + \Delta Q), v) = 0 \) and \( \lim_{v \to \infty} MC(\hat{s}(Q_1 + \Delta Q), v) = \infty \), again, by Intermediate Value Theorem, we can find such \( v_2 \) that satisfies

\[
MR(\hat{p}, \xi_2) = MC(\hat{s}(Q_1 + \Delta Q), v_2).
\]

Figure 1 provides an illustrative exposition of the above argument, where \((p(Q_1 + \Delta Q, \xi_2, v_2), s(Q_1 + \Delta Q, \xi_2, v_2))\) is point \( F \) on the (incorrect) red demand curve one would infer based on the incorrect marginal cost estimate. Since the inferred demand curve (in red) has a steeper slope \( \left[ \frac{\partial p}{\partial \ln s} \right] \) than the true demand curve (in blue) in the figure, point \( F \) necessarily lies above the true demand curve going through point \( E \). Because \( \hat{s} = s(p(Q_1 + \Delta Q, \xi_2, v_2), \xi_2) = s(p(Q_1 + \Delta Q, \xi_1, \xi_1)) \) and \( p(Q_1 + \Delta Q, \xi_2, v_2) > p(Q_1 + \Delta Q, \xi_1, \xi_1) \), from Assumption 12 we know that the marginal revenue is higher at such a point (e.g., point \( F \) in the example):

\[
MR(p(Q_1 + \Delta Q, \xi_2, v_2), \xi_2) > MR(p(Q_1 + \Delta Q, \xi_1, \xi_1), \xi_1)
\]

The two red downward sloping lines in Figure 2 are the (true) demand curve going through point \( F \), and its marginal revenue curve. Furthermore,

\[
s(Q_1 + \Delta Q, \xi_2, v_2)(Q_1 + \Delta Q) = s(Q_1 + \Delta Q, \xi_1, v_1)(Q_1 + \Delta Q) \equiv q_1 + \Delta q.
\]

Therefore,

\[
MR(p(Q_1 + \Delta Q, \xi_2, v_2), \xi_2) = \frac{\partial C(q_1 + \Delta q, v_2)}{\partial q} > \frac{\partial C(q_1 + \Delta q, v_1)}{\partial q} = MR(p(Q_1 + \Delta Q, \xi_1, v_1), \xi_1),
\]

which implies that \( v_2 > v_1 \). The upward sloping red line in Figure 2 is the marginal cost curve with \( v_2 \). Therefore,

\[
MC(q_1, v_2) > MC(q_1, v_1) > \tilde{MC}_1
\]

and thus, for sufficiently small \( \Delta q > 0 \),

\[
\frac{C(q_1 + \Delta q, v_2) - C(q_1, v_1)}{\Delta q} > \frac{C(q_1 + \Delta q, v_2) - C(q_1, v_2)}{\Delta q} > \tilde{MC}_1
\]

and \((C(q_1 + \Delta q, v_2) - C(q_1, v_1))/\Delta q - \tilde{MC}_1\) won’t converge to zero as \( \Delta q \) goes to zero. Therefore, equation \((17)\) does not hold. The proof for the case with the estimated marginal cost is greater than the true marginal cost (e.g., \( \tilde{MC}_1 > MC_1 \)) follows similarly. ■
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\[ s(s(Q_1 + \Delta Q), \xi_1, \vartheta_1) \]
\[ = s(s(Q_1 + \Delta Q), \xi_2, \vartheta_2) \]
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\[ p(Q_1 + \Delta Q, \xi_1, \vartheta_1) \]
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C.2 Nonparametric Identification of Oligopoly Marginal Revenue.

Let \( \mathbf{p}_m = (p_{1m}, \mathbf{p}_{-1m}) \), where \( p_{1m} \) is the price of firm 1 in market \( m \) and \( \mathbf{p}_{-1m} \) is the vector of prices of firms other than 1. Market share and other variables of market \( m \) are denoted similarly. Market share can be expressed as a function of price \( \mathbf{p}_m \) and the unobserved product characteristics \( \xi_m \), i.e. \( s(\mathbf{p}_m, \xi_m) \). Let \( s(\mathbf{p}_m, \xi_m, j) \) be the corresponding market share of firm \( j \) in market \( m \). Then, marginal revenue of firm 1 can be expressed as a function of own price \( p_{1m} \), price of other firms \( \mathbf{p}_{-1m} \), and the vector of unobserved product (firm) characteristics \( \xi_m \) of all firms in the market, i.e., \( MR(p_{1m}, \mathbf{p}_{-1m}, \xi_m, 1) \). Here, we again suppress observed product characteristics \( \mathbf{X} \) and input price \( \mathbf{w} \). They are assumed to be the same for all markets under consideration in the following Lemma.
Next, we impose the following two assumptions, which are similar to Assumptions 11 and 12 for the monopoly case.

**Assumption 14** Marginal revenue is strictly increasing in own price \( p_{1m} \) given \( p_{-1m} \) and \( \xi_m \). Furthermore, suppose that we have two markets with \( (p_1, s_1, \xi_1) \) and \( (p_2, s_2, \xi_2) \), such that \( s_{11} = s_{12} \equiv s \), \( p_{11} > p_{12} \), and \( p_{-11} = p_{-12} \equiv p_{-1} \). Then,

\[
MR_1 (p_{11}, p_{-1}, s, s_{11}, \xi_1, 1) > MR(p_{12}, p_{-1}, s, s_{12}, \xi_2, 1).
\]

**Assumption 15** Given the price \( p \) and the unobserved quality of other firms \( \xi_{-1} \), market share of firm 1, \( s(p, \xi, \xi_{-1}, 1) \) is strictly increasing and continuous in \( \xi \). Furthermore, given the other firms’ prices \( p_{-1} \) and the unobserved characteristics \( \xi \), market share of firm 1, \( s(p, p_{-1}, \xi, 1) \) is strictly increasing and continuous in \( p \). Furthermore,

\[
\lim_{\xi \downarrow \xi_0} s(p, \xi, \xi_{-1}, 1) = 0, \quad \lim_{\xi \uparrow \xi_1} s(p, \xi, \xi_{-1}, 1) = 1 \quad \text{and} \quad \lim_{p \uparrow \infty} s(p, p_{-1}, \xi, 1) = 0.
\]

**Lemma 5** Suppose Assumptions 1,2,3',4,5 and Assumptions 13,14 are satisfied. Then,

a. Given \( q \), the ordering of marginal revenue is nonparametrically identified from the cost data.

b. Suppose we have two points, \( (q_1, q_{11}, p_{11}, s_1) \) and \( (q_2, q_{12}, p_{12}, s_2) \), with the same demand shocks \( (\xi_1 = \xi_2 = \xi) \), cost shocks that satisfy \( v_{11} = v_{12} = v \), and different market sizes: \( q_1 < q_2 \). Then, there exist cost shocks \( v_{-11} \) and \( v_{-12} \) that are consistent with \( p_{-11} = p_{-12} = p_{-1} \). Furthermore, it follows that

\[
s_{11} > s_{12}, \quad p_{11} < p_{12}, \quad q_{11} < q_{12}, \quad \text{and} \quad \lim_{q \rightarrow q_1} \left[ 1 + \frac{ln p_{12} - ln p_{11}}{ln s_{12} - ln s_{11}} \right] = \frac{E[C^d(q_{11}, p_{11}, s_1)] - E[C^d(q_{12}, p_{12}, s_2)]}{q_{12} - q_{11}} + O((q_{2} - q_{1})). \tag{35}
\]

c. Consider two close points, \( (q_1, q_{11}, p_{11}, s_1) \) and \( (q_2, q_{12}, p_{12}, s_2) \), such that

\[
q_1 < q_2, \quad s_{11} > s_{12}, \quad p_{11} < p_{12}, \quad q_{11} < q_{12}, \quad \text{and} \quad p_{-11} = p_{-12} = p_{-1}.
\]

Then, the true marginal cost at point 1, \( MC_1 \) satisfies

\[
MC_1 = \frac{E[C^d(q_{11}, p_{11}, s_1)] - E[C^d(q_{12}, p_{12}, s_2)]}{q_{12} - q_{11}} + O((q_{2} - q_{1})). \tag{35}
\]

**Proof.**

a. The proof is the same as in Proposition 2, except for the price and market share being the vector \( p_m, s_m \) instead of the scalar \( p_m, s_m \).

b. Under the profit maximization assumption, \( MR_{im} = MC_{1m} \) at both markets \( m = 1, 2 \). Given \( q_2 > q_1 \), it follows from the strict convexity of the cost function,

\[
MR(p_{11}, p_{-1}, \xi, 1) < \frac{\partial C(q_{2}s_{11}, v)}{\partial q}. \tag{36}
\]

Furthermore, consider \( \tilde{s} \) such that \( Q_2 \tilde{s} = Q_1 s_{11} \) which implies \( \tilde{s} < s_{11} \). From Assumption 14, there exists \( \tilde{p} > p_{11} \) such that \( \tilde{s} = s(\tilde{p}, p_{11}, \xi_1, 1) \). Since, from Assumption 13, \( MR(p_{11}, \xi, 1) \) is strictly increasing in \( p \),

\[
MR(\tilde{p}, p_{11}, \xi, 1) > \frac{\partial C(q_{2} \tilde{s}, v)}{\partial q} = \frac{\partial C(q_{1}s_{11}, v)}{\partial q} = MR(p_{11}, p_{-1}, \xi, 1). \tag{37}
\]

Because both marginal revenue and marginal cost functions are continuous, it follows from equations (36) and (37), and the Intermediate Value Theorem that there exists \( p_{12} > p_{11} \) and \( s_{12} \) such that \( \tilde{s} < s_{12} = s(p_{12}, p_{-1}, \xi, 1) < s_{11} \) and

\[
MR(p_{12}, p_{-1}, \xi, 1) = \frac{\partial C(q_{2}s_{12}, v)}{\partial q}. \tag{36}
\]

---

\[\text{The notation } C^d(q, p, s), \text{ where } q \text{ is the own firm’s (or, wlog. firm } j \text{’s) output and } p, s \text{ are the vectors of prices and market shares of all firms in the market, is valid because, suppressing } w, \text{ the pseudo-cost function is defined to be } PC(q, MR_j(p, s)).\]
Then, \( q_{12} = Q_2 s_{12} > Q_1 \hat{s} = q_{11} \).

We also need to show that cost shocks \( v_{-11} \) and \( v_{-12} \) can be chosen at such level such that \( p_{-11} = p_{-12} = p_{-1} \) is satisfied. But this is obvious from Assumption 3', i.e. for any \( j \neq 1 \), one can find \( v_{j1} \) such that

\[
MR(p_{11}, p_{-1}, \xi, j) = \frac{\partial C(Q_1 s_{11}, p_{11}, p_{-1}, \xi, j), v_{j1}}{\partial q}
\]

and similarly, one can find \( v_{j2} \) such that

\[
MR(p_{12}, p_{-1}, \xi, j) = \frac{\partial C(Q_1 s_{12}, p_{12}, p_{-1}, \xi, j), v_{j2}}{\partial q}
\]

Finally, it remains to show that,

\[
p_{11} \left[ 1 + \frac{\ln p_{12} - \ln p_{11}}{\ln s_{12} - \ln s_{11}} \right] = E \left[ C^d(q_{12}, p_{2}, s_2) \right] - E \left[ C^d(q_{11}, p_{1}, s_1) \right] + O(|Q_2 - Q_1|)
\]

It is easy to show that the first order condition for profit maximization for firm 1 can be re-written as,

\[
p_1 \left[ 1 + \left( \frac{\partial \ln s_{11}}{\partial \ln p} p_{11, \xi, 1} \right)^{-1} \right] = MC_1 = \frac{\partial C(Q_1 s_{11}, v)}{\partial q},
\]

where \( \left( \frac{\partial \ln s_{11}}{\partial \ln p} p_{11, \xi, 1} \right)^{-1} \) is the elasticity of demand. Further, marginal cost can be approximated using finite differences in total costs and quantities of firm 1 in markets 1 and 2,

\[
\frac{\partial C(Q_1 s_{11}, v)}{\partial q} = \frac{C(Q_2 s_{12}, v) - C(Q_1 s_{11}, v)}{Q_2 s_{12} - Q_1 s_{11}} + O(|Q_2 - Q_1|) = \frac{C(Q_2 s_{12}, v) - C(Q_1 s_{11}, v)}{Q_2 s_{12} - Q_1 s_{11}} + O(|Q_2 - Q_1|)
\]

because both \( s_{11} \) and \( s_{12} \) are continuous functions of \( Q_1, Q_2 \), respectively. Now, we can also express price and market share of firm 1 as functions of relevant exogenous variables (market size \( Q \), demand shock \( \xi \), own cost shock \( v \)) and the price of other firms \( p_{-1} \). The argument for this is similar as the one for the monopoly case. That is, given \( p_{-1} \) and \( p \), from market share equation, \( \xi \) uniquely determines \( s_1 \) as a function of \( p \) by \( s_1 = s(p, p_{-1}, \xi, 1) \). Then, given \( Q, q = Q s_1 \), and \( v \) uniquely determines \( q, p \) and \( s_1 \) from the F.O.C:

\[
p \left[ 1 + \left( \frac{\partial \ln s_{11}}{\partial \ln p} p_{11, \xi, 1} \right)^{-1} \right] = MC_1 = \frac{\partial C(q, v)}{\partial q}.
\]

To see this, suppose that for the same \( Q, \xi \) and \( v \), we have two values of own price \( p^* \), \( p' \) such that \( p^* > p' \) that satisfy the F.O.C. Then, because marginal revenue is increasing in \( p \), \( MR^* > MR' \). On the other hand, since \( s_1^* < s_1', q^* < q' \), and thus, \( MC^* > MC' \), contradicting the F.O.C. Therefore, the elasticity of demand can be approximated using finite differences in prices and market shares of firm 1 in markets 1 and 2,

\[
\left( \frac{\partial \ln s_{11}}{\partial \ln p} p_{11, \xi, 1} \right)^{-1} = \frac{\ln p (Q, \xi, v, p_{-1}, 1)}{\ln s (Q, \xi, v, p_{-1}, 1)} - \frac{\ln p (Q, \xi, v, p_{-1}, 1)}{\ln s (Q, \xi, v, p_{-1}, 1)} + O(|Q_2 - Q_1|).
\]

The last part of the proposition immediately follows from the above re-written first order condition and these two approximations.

c. In proving the final part of the proposition it is useful to distinguish between the true marginal cost and its estimate. Denote the true marginal cost as

\[
MC_1 = \frac{\partial C(q_{11}, v_{11})}{\partial q_{11}},
\]

and let \( \hat{MC}_1 \) be the marginal cost estimate at \((q_{11}, v_{11})\). From the first order condition we know that true marginal cost and marginal revenue must be equal

\[
MC_1 = MR(p_{11}, p_{-1}, \xi, 1) = p_{11} \left[ 1 + \frac{\partial \ln s_{11}}{\partial \ln p_{11}} p_{11, \xi, 1} \right]^{-1},
\]

which can be re-arranged to obtain the following equation,

\[
\left( \frac{\partial \ln s_{11}}{\partial \ln p_{11}} \right)^{-1} = \frac{MC_1}{p_{11}} - 1.
\]
Recall from our proof of part b that for sufficiently small $\Delta Q > 0$, the points $(p(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1), s(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1))$ satisfy the following equation:

$$p(Q_1, \xi_1, v_{11}, p_{-1}, 1) \left[ 1 + \frac{\ln(p(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1) - \ln(p(Q_1, \xi_1, v_{11}, p_{-1}, 1))}{\ln(s(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1) - \ln(s(Q_1, \xi_1, v_{11}, p_{-1}, 1))} \right] = MC_1 + O(\Delta Q).$$

Hence,

$$\frac{\ln(p(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1)) - \ln(p(Q_1, \xi_1, v_{11}, p_{-1}, 1))}{\ln(s(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1)) - \ln(s(Q_1, \xi_1, v_{11}, p_{-1}, 1))} = \frac{MC_1}{p(Q_1, \xi_1, v_{11}, p_{-1}, 1)} - 1 + O(\Delta Q).$$

Now, suppose that the estimated marginal cost for firm 1 is less than the true marginal cost, i.e., $\hat{MC}_1 < MC_1$. Then, consider a vector of price and market share $(\hat{p}, \hat{s})$ such that $\hat{s} = s(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1)$ and $\hat{p}$ satisfies

$$p(Q_1, \xi_1, v_{11}, p_{-1}, 1) \left[ 1 + \frac{\ln(\hat{p}) - \ln(p(Q_1, \xi_1, v_{11}, p_{-1}, 1))}{\ln(\hat{s}) - \ln(s(Q_1, \xi_1, v_{11}, p_{-1}, 1))} \right] = \hat{MC}_1.$$

Hence, for sufficiently small $\Delta Q > 0$, we have

$$\frac{\ln(\hat{p}) - \ln(p(Q_1, \xi_1, v_{11}, p_{-1}, 1))}{\ln(\hat{s}) - \ln(s(Q_1, \xi_1, v_{11}, p_{-1}, 1))} < \frac{\ln(p(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1)) - \ln(p(Q_1, \xi_1, v_{11}, p_{-1}, 1))}{\ln(s(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1)) - \ln(s(Q_1, \xi_1, v_{11}, p_{-1}, 1))} < 0.$$

Given $s = s(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1) < s(Q_1, \xi_1, v_{11}, p_{-1}, 1)$, for the above inequality to hold, it must follow that $\hat{p} > p(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1)$.

We now show that there exists such pair $(\hat{p}, \hat{s})$, specifically that there exists $(\xi_2, v_2)$ such that $\xi_{12} \geq \xi_{11}, \xi_{-12} = \xi_{-11}$, and $\hat{s} = s(Q_1 + \Delta Q, \xi_2, v_{12}, p_{-1}, 1)$, $\hat{p} = p(Q_1 + \Delta Q, \xi_2, v_{12}, p_{-1}, 1)$, $s(p, \xi_1, p_{-1}, 1)$ being a continuous and decreasing function of price and $\hat{p} > p(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1)$ implies $s(\hat{p}, \xi_1, p_{-1}, 1) < s(p(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1), \xi_1, p_{-1}, 1)$. Since $s(p, \xi_1, p_{-1}, 1)$ is continuous in $\xi$ and $\lim_{\xi \rightarrow \xi_{12}} s(\hat{p}, \xi, \xi_{12}, \xi_{12}, p_{-1}, 1) = 1 > s(p(Q_1 + \Delta Q, \xi_1, v_{11}, p_{-1}, 1), \xi_1, p_{-1}, 1)$, it follows from the Intermediate Value Theorem that there exists such $\xi_2$.

Next, we show that there exists $v_2$ that equates marginal revenue to marginal cost. The marginal revenue of the point $s(p, \xi_2, p_{-1}, 1)$ is

$$MR(\hat{p}, \xi_2, p_{-1}, 1) = \hat{p} \left[ 1 + \left( \frac{\partial \ln s(\hat{p}, \xi_2, p_{-1}, 1)}{\partial p} \right)^{-1} \right].$$

Since $MC$ is an increasing and continuous function of $v$ and $\lim_{v \rightarrow 0} MC(\hat{s}(Q_1 + \Delta Q), v) = 0$ and $\lim_{v \rightarrow \infty} MC(\hat{s}(Q_1 + \Delta Q), v) = \infty$, from Intermediate Value Theorem, there exists $v_{12}$ that satisfies

$$MR(\hat{p}, \xi_2, p_{-1}, 1) = MC(\hat{s}(Q_1 + \Delta Q), v_{12}).$$

Similarly, we can show that there exists $v_{j2}, j \neq 1$ such that

$$MR(\hat{p}, \xi_{2}, p_{-1}, j) = \frac{\partial C(Q_1, s(\hat{p}, p_{-1}, 1, \xi_{2}, v_{j2}))}{\partial q}.$$
which implies that \( v_{12} > v_{11} \). Therefore,

\[ MC(q_{11}, v_{12}) > MC(q_{11}, v_{11}) > \tilde{MC}_1 \]

and thus, for sufficiently small \( \Delta q \) \( > 0 \),

\[ \frac{C(q_{11} + \Delta q_1, v_{12}) - C(q_{11}, v_{11})}{\Delta q_1} > \frac{C(q_{11} + \Delta q_1, v_{12}) - C(q_{11}, v_{12})}{\Delta q_1} > \tilde{MC}_1 \]

and \( C(q_{11} + \Delta q_1, v_{12}) - C(q_{11}, v_{11}) / \Delta q_1 - \tilde{MC}_1 \) won’t converge to zero as \( \Delta q_1 \) goes to zero. Therefore, equation (35) does not hold. The proof for the case with the estimated marginal cost is greater than the true marginal cost (e.g., \( \tilde{MC}_1 > MC_1 \)) follows similarly.

\[ \square \]

**D Semi-Parametric Cost Function Estimation.**

Once we have estimated the market share parameters, we can use the recovered marginal revenue and the pseudo-cost function to nonparametrically reconstruct the cost function. We do so in 3 steps, where we extensively use the supply-side F.O.C.’s and estimated marginal revenue.

**Step 1**

Suppose that we already estimated the pseudo-cost function \( \hat{PC}(q, w, MR, \gamma_M) \). Then, we can derive the nonparametric pseudo-marginal cost function as follows:

\[ \tilde{MC}(q, w, C) = \sum_{jm} MR(X_m, p_m, s_m, j, \hat{\theta}_M) W_h(q - q_{jm}, w - w_{jm}, C - \hat{PC}(q_{jm}, w_{jm}, MR_{jm} (\theta_M), \gamma_M)) \]

where the weight function is

\[ W_h(q - q_{jm}, w - w_{jm}, C - \hat{PC}_{jm}) = \frac{K_{h_k} (q - q_{jm}) K_{h_w} (w - w_{jm})}{\sum_{kl} K_{h_k} (q - q_{kl}) K_{h_w} (w - w_{kl})} \cdot \frac{K_{h_{MR}} (C - \hat{PC}_{jm})}{\hat{PC}_{kl}} \]

\( MR(X_m, p_m, s_m, j, \hat{\theta}_M) \) can be both parametric or nonparametric.

**Step 2**

Start with an input price, output and (true) cost triple \( w, \bar{q}, \bar{C} \). Then, there exists a cost shock \( \bar{\bar{v}} \) that corresponds to \( MR = \tilde{MC}(\bar{q}, w, \bar{C}) = MC(\bar{q}, w, \bar{\bar{v}}) \). Notice that we cannot derive the value of \( \bar{\bar{v}} \) because we have not constructed the cost function yet. For small \( \Delta q \), the cost estimate for output \( \bar{q} + \Delta q \), input price \( w \) and the same cost shock \( \bar{\bar{v}} \) is

\[ \tilde{C}(\bar{q} + \Delta q, w, \bar{\bar{v}}) = \tilde{C} + \bar{MR} \Delta q. \]

Then, from the consistency of the marginal revenue estimator (which we will prove later) and the Taylor series expansion, \( \tilde{C}(\bar{q} + \Delta q, w, \bar{\bar{v}}) = C(\bar{q} + \Delta q, w, \bar{\bar{v}}) + \bar{MR} \Delta q + O((\Delta q)^2) + o_p(1) \Delta q \).

At iteration \( k = 1 \), given \( \tilde{C}_{k-1} = \tilde{C}(\bar{q} + (k - 1) \Delta q, w, \bar{\bar{v}}) \)

\[ \tilde{C}(\bar{q} + k \Delta q, w, \bar{\bar{v}}) = \tilde{C}_{k-1} + \tilde{MC}(\bar{q} + (k - 1) \Delta q, w, \tilde{C}_{k-1}) \Delta q. \]

Thus, from Taylor expansion, we know that for any \( k > 0 \),

\[ \tilde{C}(\bar{q} + k \Delta q, w, \bar{\bar{v}}) = C(\bar{q} + k \Delta q, w, \bar{\bar{v}}) + O(k(\Delta q)^2) + ko_p(1) \Delta q \]

Thus, we can derive the approximate cost function for given input price \( \tilde{w} \) and quantity \( q \)

**Step 3**

Next we derive the nonparametric estimate of the input demand. Denote \( \hat{I}(q, w, C) \) to be the vector of input demand given output \( q \), input price \( w \) and cost \( C \). Then, its nonparametric estimate is:

\[ \hat{I}(q, w, C) = \sum_{jm} 1_{jm} W_h(q - q_{jm}, w - w_{jm}, C - \hat{PC}(q_{jm}, w_{jm}, MR_{jm} (\theta_M), \gamma_M)). \]
where $1_m$ is the vector of inputs of firm $j$ in market $m$. Notice that from Shepard’s Lemma,

$$1 = \frac{\partial C(q, w, v)}{\partial w}$$

Start, as before, with $\bar{q}$, $w$, and $C$. Next, we derive the cost for the output $\bar{q} + \Delta w$ for small $\Delta w$ that has the same cost shock $\bar{v}$. It is approximately:

$$\hat{C}_1 = \hat{C}(\bar{q}, w + \Delta w, \bar{v}) = \hat{C} + \bar{v}(\frac{\partial \hat{C}}{\partial w}) + O\left(\frac{(\|\Delta w\|^2)}{\|\Delta w\|}\right).$$

At iteration $k = 1$, given $\hat{C}_{k-1} = \hat{C}(\bar{q}, w + (k-1)\Delta w, \bar{v})$

$$\hat{C}(\bar{q}, w + k\Delta w, \bar{v}) = \hat{C}_{k-1} + \bar{v}(\frac{\partial \hat{C}_{k-1}}{\partial w}) + O\left(\frac{(k\|\Delta w\|^2)}{\|\Delta w\|}\right)$$

By iterating this, we can derive the approximated cost function, which satisfies

$$\hat{C}(\bar{q}, w + k\Delta w, \bar{v}) = C(\bar{q}, w + k\Delta w, \bar{v}) + O\left((k\|\Delta w\|^2) + ko_p(1)\|\Delta w\|\right)$$

for any $k > 0$.

## E Large Sample Properties of the NLLS-GMM Estimator.

In this section we show that the estimator is consistent and asymptotically normal. Notice that in our sample, we have oligopolistic firms in the same market. Because of strategic interaction, equilibrium prices and outputs of the firms in the same market are likely to be correlated. To avoid the difficulty arising from such within-market correlation, our consistency proof will primarily exploit the large number of isolated markets, with the assumption that wages, unobserved product quality and cost shocks are independent across markets\(^{31}\). Without loss of generality, we assume that in each market, the number of firms is $J$. Notice that in our objective function, we have two separate components: one that involves the difference between the cost in the data and the nonparametrically identified cost shock $\bar{v}$. It is approximately:

$$\hat{C}(\bar{q}, w, \bar{v}) = C(\bar{q}, w, \bar{v}) + O\left(\frac{(\|\Delta w\|^2)}{\|\Delta w\|}\right)$$

for any $\bar{v}$. The second component is the objective function that is based on the orthogonality condition $\xi_m \perp X_m$, which identifies $\beta$ for the logit model and $\mu_\beta$ for the BLP. We denote $\theta = (\theta_\beta, \theta_c)$, where $\theta_c$ is the vector of the parameters identified from the difference between the cost data and the pseudo-cost function. That is, $\theta_c = \alpha$ for the Berry logit model and $\theta_c = (\mu_\alpha, \sigma_\alpha, \sigma_\beta)$ for the BLP model. We denote $\theta_{\bar{v}}$ to be the vector of parameters that are identified by the orthogonality condition $\xi_m \perp X_m$, which is $\beta$ for the Berry logit model and $\mu_\beta$ for the BLP model.

In our proof, for the pseudo-cost function part, we follow Bierens (2014) closely. Most of the assumptions below are slight modifications of the ones by Bierens 2014, where we changed the signs to use them for minimization of the joint objective function rather than maximization of the likelihood function.

Let $y_m = (q_{m}, \text{vec} (W_m)'', C_m, \text{vec} (X_m)'', \text{vec} (p_m)', \text{vec} (s_m))'$, where $C_m = (c_1, c_2, ..., c_J)'$, $W_m = (w_{1m}, w_{2m}, ..., w_{jm})'$ and define

$$f(y_m, \chi) = \sum_{j=1}^{J} \left[ C_{jm} - \sum_{l} \gamma_l \psi_l(q_{jm}, w_{jm}, M_R(X_m, p_m, s_m, j, \theta_c)) \right]^{2}, \tag{38}$$

and $Q(\chi) = E[f(y_m, \chi)]$, where $\chi = (\theta_{c}, \gamma)' = (\chi_n)'$, with

$$\chi_n = \begin{cases} \theta_{c,n} & \text{for } n = 1, ..., p, \\ \gamma_{n-p} & \text{for } n \geq p + 1. \end{cases}$$

where $p$ is the number of parameters in $\theta_c$. Parameter space is $\Xi \equiv \Theta_c \times \Gamma(T)$, where $\theta_c \in \Theta_c$ is compact and

$$\Gamma(T) = \{ \gamma = (\gamma_n)'_{n=1}^{\infty} : \|\gamma\| \leq T \},$$

and is endowed with the metric $d(\chi_1, \chi_2) \equiv \|\chi_1 - \chi_2\|$, where $\|\chi\| = \sqrt{\sum_{k=1}^{\infty} \chi_k^2}$.

\(^{31}\)The assumption of independence of variables across markets are employed for simplicity. We leave the asymptotic analysis with some across market dependence for future research. For Strong Law of Large Numbers under weaker assumptions, see Andrews (1988) and the related literature. As we have discussed earlier, those assumptions are not required for identification.
Let $\mathbf{x}_0$ be the vector of true parameters. Define also

$$
\Xi_k = \begin{cases} 
\Theta & \text{for } k \leq p, \\
\Theta \times \Gamma_{k-p}(T) & \text{for } k \geq p + 1,
\end{cases}
$$

where $k \in \mathbb{N}$, $\Gamma_k(T) = \{\pi_k \gamma : \|\pi_k \gamma\| \leq T \}$, and $\pi_k$ is the operator that applies to an infinite sequence $\gamma = \{\gamma_n\}_{n=1}^\infty$ replacing all the $\gamma_n$’s for $n > k$ with zeros.

The following assumptions are made:

**Assumption E.1**

(a) $y_1, y_2, \ldots, y_M$ are i.i.d. with support contained in a bounded open set $\mathcal{V}$ of a Euclidean space.

(b) For each $\mathbf{x} \in \Xi$, $f(y_m, \mathbf{x})$ is a Borel measurable real function of $y_m$.

(c) $f(y_m, \mathbf{x})$ is a.s. continuous in $\mathbf{x} \in \Xi$.

(d) There exists a non-negative borel measurable real function $\chi$ for all $k$ such that $E[f(y_m)] > -\infty$ and $f(y_m, \mathbf{x}) > f(y)$ for all $\mathbf{x} \in \Xi$.

(e) There exists an element $\mathbf{x}_0 \in \Xi$ such that $Q(\mathbf{x}) > Q(\mathbf{x}_0)$ for all $\mathbf{x} \in \Xi \setminus \{\mathbf{x}_0\}$, and $Q(\mathbf{x}_0) < \infty$.

(f) There exists an increasing sequence of compact subspaces $\Xi_k$ in $\Xi$ such that $\mathbf{x}_0 \in \bigcup_{k=1}^\infty \Xi_k = \Xi \subset \Xi$. Furthermore, each sieve space $\Xi_k$ is isomorphic to a compact subset of a Euclidean space.

(g) Each sieve space $\Xi_k$ contains an element $\mathbf{x}_k$ such that, $\lim_{k \to \infty} E[f(y_m, \mathbf{x}_k)] = E[f(y_m, \mathbf{x}_0)]$.

(h) The set $\Xi_\infty = \{\mathbf{x} \in \Xi : E[f(y_m, \mathbf{x})] = \infty\}$ does not contain an open ball.

(i) There exists a compact set $\Xi_k$ containing $\mathbf{x}_0$ such that $Q(\mathbf{x}_0) < E\left[\inf_{\mathbf{x} \in \Xi_k} f(y_m, \mathbf{x})\right] < \infty$.

Assumptions (a)-(f) are well established in the literature (see e.g. Bierens 2014). For example, (d) is satisfied because of the definition of $f() \geq 0$ from equation 38. (e) follows from the identification of $\mathbf{x}_0$ in Proposition 2. (f) is required in order to make estimation feasible. In particular, since minimising $\hat{Q}_M = M^{-1} \sum_{m=1}^M f(y_m, \mathbf{x})$ over $\Xi$ is not possible given that $\Xi$ is not even compact, (f) ensures that the minimization problem can be solved in terms of $\Xi_k$, i.e.

$$
\hat{\mathbf{x}}_M = \arg \min_{\mathbf{x} \in \Xi_k} \hat{Q}_M(\mathbf{x}),
$$

where $k_M$ is an arbitrary sequence of $M$ that satisfies $k_M < M$, $\lim_{M \to \infty} k_M = \infty$. We will assume

$$
E[f(y_m, \mathbf{x}_0)] < \lim_{M \to \infty} E\left[\inf_{\mathbf{x} \in \Xi} f(y_m, \mathbf{x})\right],
$$

where $\Xi_r = \{x_{r,n} : [0, \tau] \leq x_{r,n} \leq [0, \tau] \}$, and $\{\chi_{r,n}\}_{n=1}^\infty$ satisfies $\sum_{n=1}^{\infty} x_{r,n} < \infty$; $\sup_{n \geq 1} |x_{0,n}| / x_{r,n} \leq 1$. Then, there exists $\tau < \infty$ such that, if we set $\Xi_r = \Xi_c$, (i) holds. Then, from Kolmogorov’s Strong Law of Large Numbers, for a given $\mathbf{x} \in \Xi_r$

$$
\frac{1}{M} \sum_{m=1}^M \inf_{\mathbf{x} \in \Xi, \|\mathbf{x} - \mathbf{x}_h\| < \epsilon} f(y_m, \mathbf{x}_h) \stackrel{a.s.}{\rightarrow} E\left[\inf_{\mathbf{x} \in \Xi, \|\mathbf{x} - \mathbf{x}_0\| < \epsilon} f(y_m, \mathbf{x})\right] \text{ as } M \to \infty.
$$

Furthermore, Now, for an arbitrarily small $\eta > 0$, let $\Xi_\eta = \{\mathbf{x} : \|\mathbf{x} - \mathbf{x}_0\| \geq \eta\} \cap \Xi_c$. Then,

$$
\lim_{\eta \downarrow 0} \inf_{\mathbf{x} \in \Xi, \|\mathbf{x} - \mathbf{x}_0\| < \epsilon} f(y_m, \mathbf{x}_h) \geq f(y_m, \mathbf{x})
$$

And from Monotone Convergence Theorem,

$$
\lim_{\eta \downarrow 0} E\left[\inf_{\mathbf{x} \in \Xi, \|\mathbf{x} - \mathbf{x}_h\| < \epsilon} f(y_m, \mathbf{x}_h)\right] \geq E[f(y_m, \mathbf{x})]
$$

Let $\{B_n(\mathbf{x}_h)\}_{h \in \Xi_n}$ be the open cover of the compact set $\Xi_n$, i.e. $B_n(\mathbf{x}_h) = \{\mathbf{x} : \|\mathbf{x} - \mathbf{x}_h\| < \epsilon\}$, then it has a finite subcover of $\{B_n(\mathbf{x}_h)\}_{h \in \Xi_n}$ satisfying

$$
\min_{k=1, \ldots, K_n} \frac{1}{M} \sum_{m=1}^M \inf_{\mathbf{x} \in B_n(\mathbf{x}_h) \cap \Xi_n} f(y_m, \mathbf{x}_h) \stackrel{a.s.}{\rightarrow} \min_{k=1, \ldots, K_n} E\left[\inf_{\mathbf{x} \in B_n(\mathbf{x}_h) \cap \Xi_n} f(y_m, \mathbf{x}_h)\right] \text{ as } M \to \infty.
$$

Therefore, from Assumption E.1, (e)

$$
\inf_{\mathbf{x} \in \Xi_n} \min_{k=1, \ldots, K_n} E\left[\inf_{\mathbf{x} \in B_n(\mathbf{x}_h) \cap \Xi_n} f(y_m, \mathbf{x}_h)\right] = \inf_{\mathbf{x} \in \Xi_n} E[f(y, \mathbf{x})] > E[f(y_m, \mathbf{x}_0)].
$$

(39)
Furthermore, from SLLN, we obtain
\[
\inf_{\chi \in \mathbb{E}} \frac{1}{M} \sum_{m=1}^{M} f (y_m, \chi) \geq \frac{1}{M} \sum_{m=1}^{M} \inf_{\chi \in \mathbb{E}} f (y_m, \chi) \overset{a.s.}{\rightarrow} E \left[ \inf_{\chi \in \mathbb{E}} f (y_m, \chi) \right] > E [f (y_m, \chi_0)]. \tag{40}
\]

From 39 and 40, we derive
\[
\inf_{\chi \in \mathbb{E}, \|\chi - \chi_0\| \geq \eta} \mathfrak{P}_{M \to \infty} \frac{1}{M} \sum_{m=1}^{M} f (y_m, \chi) > E [f (y_m, \chi_0)].
\]

Next, we consider the moment-based objective function. Denote \( v_m = (y_m, vec(Z_m)) \) where \( Z_{jm} \) is the vector of instruments for firm \( j \). Furthermore, let \( g(v_m, j, \theta) = \xi_j (p_m, X_m, s_m, \theta) Z_{jm}, g_M (j, \theta) = \frac{1}{M} \sum_{m=1}^{M} \xi_j (p_m, X_m, s_m, \theta) Z_{jm}, \)
i.e.,
\[
g (v_m, \theta) = \begin{bmatrix}
g (v_m, 1, \theta) \\
\vdots \\
g (v_m, J, \theta)
g_M (\theta) = \begin{bmatrix}
g_M (v_m, 1, \theta) \\
\vdots \\
g_M (v_m, J, \theta)
\end{bmatrix}
\]
and \( G_M (\theta) = \frac{\partial g_M (\theta)}{\partial \theta} \). Then, we assume the following.

**Assumption E.2**

a) We assume that \( v_1, ..., v_M \) are i.i.d. distributed, and therefore, for any parameter \( \theta \in \Theta, g (v_m, \theta), m = 1, ..., M \) are also i.i.d. distributed.
b) \( W \) is symmetric and positive definite, and \( WE [g (v_m, \theta)] = 0 \) only if \( \theta_0 = \theta_{\beta 0} \).
c) \( g (v_m, \theta) \) is a continuously differentiable function of \( \theta \).
d) \( E [\sup_{\theta \in \Theta} \| g (v_m, j, \theta) \|] < \infty \).
e) \( E [g (v_m, \theta_0) g (v_m, \theta_0)^T] \) is positive definite.
f) \( \sup_{\| \theta - \theta_0 \| \leq \delta_M} \| \frac{\partial g_M (\theta)}{\partial \theta} \| = O_p (1) \) for \( \delta_M \to 0 \) as \( M \to \infty \).

Assumption (c) and (f) implies stochastic equicontinuity, which implies Assumption (v) of Theorem 7.2, Newey and McFadden (1994). This result is used late for asymptotic normality proof.

Following the proof by Newey and McFadden (1994), Theorem 2.6, we can show that
\[
\sup_{\theta \in \Theta} \left[ \| g_M (\theta)^T W g_M (\theta) - E [g (v_m, \theta)^T W E [g (v_m, \theta)]] \right] \overset{P}{\longrightarrow} 0.
\]

For any \( \theta \neq \theta_0 \), suppose first that \( \theta_0 = \theta_{\gamma 0}, \) i.e. \( \| \theta_0 - \theta_{\gamma 0} \| \geq \eta \) for some \( \eta > 0 \). Then,
\[
\mathfrak{P}_{M \to \infty} g_M (\theta)^T W g_M (\theta) \geq 0 = E [g (v_m, \theta_0)^T W E [g (v_m, \theta_0)]] = \mathfrak{P}_{M \to \infty} g_M (\theta_0)^T W g_M (\theta_0).
\]

Furthermore, since \( \| \chi - \chi_0 \| \geq \| \theta_0 - \theta_{\gamma 0} \| \geq \eta \)
\[
\mathfrak{P}_{M \to \infty} \inf_{\chi \in \mathbb{E}, \| \chi - \chi_0 \| \geq \eta} \frac{1}{M} \sum_{m=1}^{M} f (y_m, \chi) \geq E [f (y_m, \chi_0)].
\]

Therefore, \( \lim_{M \to \infty} P (\| \mu_M - \mu_0 \| \geq \eta) \cup (\| \theta_M - \theta_0 \| \geq \eta) = 0 \), and we have shown that \( \mathfrak{P}_{M \to \infty} \theta_M = \theta_0 \). Then, if \( \theta_M \) is the estimator with the initial positive definite weight matrix \( W_0 \), then, we have shown that \( \mathfrak{P}_{M \to \infty} \theta_{0 M} = \theta_0 \). Hence, from continuity of \( g (v_m, \theta) \) with respect to \( \theta \), and intertialilty of \( E [g (v_m, \theta) g (v_m, \theta)^T] \),
\[
\mathfrak{P}_{M \to \infty} W_M = W.
\]

Then, since the assumptions of theorem 2.6, Newey and McFadden (1994) are satisfied, \( \theta_M \overset{P}{\rightarrow} \theta_0 \) as \( M \to \infty \).

Next, we prove asymptotic normality. To do so, let
\[
\Gamma_r (T) = \left\{ \gamma = \{ \gamma_n \}_{n=1}^{\infty} : \sum_{n=1}^{\infty} n^r |\gamma_n| \leq T \right\}.
\]
for some $T$ large enough such that $\gamma_0 \in \Gamma_r (T)$ and associated metric $\| \gamma_1 - \gamma_2 \|_r = \sum_{n=1}^{\infty} n^r | \gamma_{1,n} - \gamma_{2,n} |$, $\gamma = \{ \gamma_{n,n} \}_{n=1}^\infty$. Furthermore, the sieve space is replaced by
\[
\Xi_r = \{ \chi = \{ \chi_n \}_{n=1}^\infty : \| \chi \|_r < T, T > \| \chi_0 \|_r \};
\]
\[
\Xi_{r,k} = \{ \pi_k \chi : \| \pi_k \chi \|_r < T \}.
\]

The following assumptions are employed:

**Assumption E.3**

(a) Parameter space $\Xi$ is defined with a norm $\| \chi \|_R = \sum_{n=1}^\infty n^r | \chi_n |$ and the associated metric $d(\chi_1, \chi_2) = \| \chi_1 - \chi_2 \|_R$.

(b) True parameter $\chi_0 = \{ \chi_{0,n} \}_{n=1}^\infty$ satisfies $\| \chi_0 \|_R < \infty$.

(c) There exists $k \in \mathbb{N}$ such that for $k$ large enough $\chi_{0,k} = \pi_k \chi_0 \in \Xi_k$, where $\Xi_k$ is the interior of the sieve space $\Xi$.

(d) $f(y_m, \chi)$ is a.s. twice continuously differentiable in an open neighborhood of $\chi_0$.

(e) For any subsequence $k = k_M$ of the sample size $M$ satisfying $k_M \rightarrow \infty$ as $M \rightarrow \infty$, $p \lim_{M \rightarrow \infty} || \hat{\chi}_{k_M} - \chi_0 ||_r = 0$.

(b) imposes a boundedness condition on the true parameter values. (c) employs stronger requirements on the parameters than Assumption E.1. That is, the true parameters need to be in the interior of the parameter space. The differentiability of the objective function in (d) is necessary for the derivation of the asymptotic distribution of the estimator. (e) is straightforward to show given (a)-(d) and Assumption E.1. Furthermore, we also assume:

**Assumption E.4**

(a) There exists a nonnegative integer $r_0 < r$ such that the following local Lipschitz conditions hold for all positive integer $j \in \mathbb{N}$ we have
\[
E \left[ \| \nabla_j f (y, \chi_0) \| \right] = C_j \| \chi_0 - \chi_{0,k} \|_{r_0}
\]
where \( \nabla_j f (y_m, \chi_0) = \partial f (y_m, \chi_0) / \partial \chi_{0,j} \), and \( \sum_{j=1}^\infty 2^{-j} C_j < \infty \) and the sieve order $k = k_M$ is chosen such that
\[
\lim_{M \rightarrow \infty} \sqrt{M} \sum_{n=k_M+1}^{\infty} n^{r_0} | \chi_{0,n} | = 0.
\]

(b) For all $j \in \mathbb{N}$, $E[\| \nabla_j f (y, \chi_0) \|] = 0$.

(c) $\sum_{j=1}^\infty 2^{-j} E \left[ \| \nabla_j f (y, \chi_0) \|^2 \right] < \infty$.

For some $\tau > 0$,

(d) $\sum_{j=1}^\infty \sum_{n=1}^\infty (jn)^{-\tau} E \left[ \| \nabla_j f (y, \chi_0) \| \right] < \infty$, where \( \nabla_j (y_m, \chi_0) = \partial^2 f (y_m, \chi_0) / \partial \chi_{0,j} \).

(e) $\lim_{\tau \rightarrow 0} \sum_{j=1}^\infty \sum_{n=1}^\infty (jn)^{-\tau} E \left[ \sup_{|| \chi - \chi_0 || \leq \epsilon} \left\| \nabla_j f (y, \chi) - \nabla_j f (y, \chi_0) \right\| \right] = 0$.

(f) For at least one pair of positive integers $j, n$, $E[\nabla_{j+n} f (y, \chi_0)] \neq 0$.

(g) rank $(B_{k,k}) = k$ for each $k \geq p$, where
\[
B_{k,k} = \begin{bmatrix}
E [\nabla_{1,1} f (y, \chi_0)] & \cdots & E [\nabla_{1,n} f (y, \chi_0)] \\
\vdots & \ddots & \vdots \\
E [\nabla_{n,1} f (y, \chi_0)] & \cdots & E [\nabla_{n,n} f (y, \chi_0)]
\end{bmatrix}.
\]

(b) postulates that the F.O.C. holds for the true parameter value, which we know is satisfied. (c) imposes boundedness for the first-order derivatives. (d),(e) are necessary in order to extract the parameters of interest via projection residuals. (f), (g) impose necessary regularity conditions on the second-order derivatives, in fact (f) is already implied by identification of $\chi_0$.

Let
\[
\hat{W}_n (u) = \sum_{k=1}^{K_n} \left[ \frac{1}{\sqrt{M}} \sum_{j=1}^{M} \nabla_j f_j (\hat{\chi}_n) \right] \eta_k (u)
\]
\[
\hat{V}_n (u) = \sum_{k=1}^{K_n} \left[ \frac{1}{\sqrt{M}} \sum_{j=1}^{M} (\nabla_j f_j (\chi_0) - \nabla_j f_j (\hat{\chi}_n)) \right] \eta_k (u)
\]
\[
\hat{Z}_n (u) = \sum_{k=1}^{K_n} \left[ \frac{1}{\sqrt{M}} \sum_{j=1}^{M} \nabla_j f_j (\hat{\chi}_n) \right] \eta_k (u)
\]
where \( \eta_k(u) = 2^{-k} \sqrt{2\cos(k\pi u)} \). Recall that in this case, \( n \) denotes the number of parameters, including sieve polynomials. Now, as in Bierens 2014, let
\[
\hat{a}_n(u) = (\hat{a}_{1,n}(u), \hat{a}_{2,n}(u), \ldots, \hat{a}_{p,n}(u))
\]
be the residual of the following projection
\[
\hat{b}_{l,n}(u) = A \begin{bmatrix} \hat{b}_{l+1,n}(u) \ldots \hat{b}_{n,n}(u) \end{bmatrix} + \hat{a}_{l,n}(u)
\]
Then, given the Assumptions E.1-E.4 we have
\[
\int_0^1 \hat{a}_n(u) \hat{a}_n(u)\, du \sqrt{M} (\hat{\theta}_M - \theta_0) = \int_0^1 \hat{a}_n(u) \left( \hat{Z}_n(u) - \hat{W}_n(u) - \hat{V}_n(u) \right) \, du
\]
where \( \hat{a}_n(u) \hat{a}_n(u)' \) is a \( p \) by \( p \) matrix, and \( \hat{\theta}_M - \theta_0 \) a \( p \) by 1 vector. Now, from the arguments similar to the Theorem 7.2 of Newey and McFadden (1994),
\[
\begin{align*}
G_M(\theta_M)' W_M G_M(\theta_M) &= G_M(\theta_M)' W_M G_M(\theta_0) + G_M(\theta_M)' W_M G_M(\hat{\theta})(\theta_M - \theta_0).
\end{align*}
\]
where \( G_M(\theta_M) = \frac{\partial g_M(\theta_M)}{\partial \theta} \) and \( \hat{\theta} \) is the intermediate value between \( \theta_0 \) and \( \theta_M \). Hence, together,
\[
\begin{align*}
\begin{bmatrix}
\begin{bmatrix}
A \left[ G_M(\theta_M)' W_M G_M(\theta) \right]_{1,1} & A \left[ G_M(\theta_M)' W_M G_M(\hat{\theta}) \right]_{1,2:p}
\end{bmatrix} &
\begin{bmatrix}
A \left[ G_M(\theta_M)' W_M G_M(\theta) \right]_{2,1} & A \left[ G_M(\theta_M)' W_M G_M(\hat{\theta}) \right]_{2,2:p}
\end{bmatrix}
\end{bmatrix} &
\begin{bmatrix}
\sqrt{M} \left[ \hat{\theta}_M - \theta_0 \right]
\end{bmatrix}
\end{align*}
\]
Now, we impose an additional assumption that
\[
\text{Assumption E.5}
\]
\[
F = \begin{bmatrix}
A [G'WG]_{1,1} & A [G'WG]_{1,2:p}
A [G'WG]_{2,1} & A [G'WG]_{2,2:p} + \int_0^1 a(u) a'(u) \, du
\end{bmatrix}
\]
is a full rank matrix, thus, invertible.

Then,
\[
\sqrt{M} (\theta_M - \theta_0) \overset{d}{\to} N_p \left( 0, F^{-1} \Psi F^{-1} \right),
\]
where
\[
\Psi = \begin{bmatrix}
A^2 [G'W \Sigma_g W G]_{1,1} & A^2 [G'W \Sigma_g W G]_{1,2:p}
A^2 [G'W \Sigma_g W G]_{2,1} & A^2 [G'W \Sigma_g W G]_{2,2:p} + \int_0^1 a(u) \, du
\end{bmatrix}
\]
and \( \Gamma(u_1, u_2) = E[Z(u_1)Z(u_2)] \).