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How important are agglomer ation effectsfor plant performance?
Empirical evidencefor Ger many

Michaela Fuch's Oliver Ludewig

Abstract

The question whether agglomeration effects aranpiortance for regional development has a long
tradition in regional science. This paper askdfional characteristics and specifically agglonienat
effects influence the performance of plants in Gernand, if so, in which direction. Hence, we aim
at contributing to the still sparse empirical sagdin this field of research by adding three asptrt
the existing evidence. First, we provide the foisint-level evidence on regional agglomerationctffe
for Germany. Second, while earlier papers lookdg ahfew sectors of the economy or only at manu-
facturing, we extend our analysis to the serviezdcs. Finally, we are among the first who identify
agglomeration effects while controlling for theamal structure of the establishments using aseath

of plant characteristics that are likely to inflagenproductivity. To this end we estimate plant-leve
production functions augmented by regional charasties and controlling in detail for plant-specifi
features. The analysis is conducted both withitaticsand a dynamic panel framework. We use the
IAB Establishment Panel, a large-scale German kshatent survey covering around 16,000 estab-
lishments each year. In the static framework we Bapport for the positive impact of localization
economies and market size, while urbanization sdenfeve a negative influence. Results for the
dynamic models are rather inconclusive.
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1. Introduction

Agglomeration effects on regional development anodpctivity are one major issue in regional
science. The idea that regional characteristidaénte the productivity of firms that are locataedhe
respective region dates back as far as to Margtg8l0). Knowledge and information spillovers, labor
pooling as well as backward and forward linkageg dgn this view rise to productivity increases.
There is a vivid discussion whether these posiixternalities arise from specialization or divacsif
tion, like Jacobs (1969) postulated. In order tedeagglomeration effects many studies in the fodl
regional science were dedicated to these issues.

Beugelsdijk (2007) and Raspe/van Oort (2008) atgaethese relationships should most profoundly
hold at the micro or firm level. Between singlergtawithin a sector or region there is considerable
heterogeneity, and within each plant complex preegsof employment, output and productivity

growth interact (Raspe/van Oort 2008, 104). Howewasst of the existing papers look at regional
aggregates (e.g. Glaeser et al. 1992 or Hendetsdn1®995) while the theoretical arguments focas o

the establishment level.

Only since Henderson’s (2003) seminal paper thesmiincreasing effort to look into these relation-
ships at the micro level that is at the level ahB, establishments or plants. This is surprisiecpbse
one should expect that the agglomeration exteresvould show primarily on the plant production
function (Cingano/Schivardi 2004, Rosenthal/StraBg@4). Hence, in this study we ask: do regional
agglomeration characteristics influence establistirpeoductivity and, if so, in which direction?

This question has been asked in a rising numbeapérs. Most of them focus on the manufacturing
sector or even sub-sectors (e.g. Henderson 20@8/Gapinath 2009, Anderson/L66f 2009, Baldwin
et al. 2010), the Anglo-Saxon countries (e.g. Hesmle 2003, Maré/Graham 2010) and use adminis-
trative data (e.g. Maré/Graham 2010, Henderson ,28a80/Gopinath 2009, Baldwin et al. 2010,
Cingano/Schivardi 2004), which allows little insigh the organization of the plant. Summarizingthi
literature there is strong focus on the manufaatugector and the Anglo-Saxon countries. Evidence
for the whole range of sectors is rare and othant@s than the Anglo-Saxon ones are seldom inves-
tigated. Specifically there is to our knowledgestiody analyzing agglomeration effects on the estab-
lishment level for Germany. The only recent pamaking at productivity with German data uses
regionally aggregated data (Eckey et al. 2010addition, there is a huge body of literature shawin
the importance of the internal structure of anl@dsment, e.g. industrial relations, part-time kor

the owner structure, for its productivity (e.g. mabwsky et al. 1997, Black/Lynch 2001,
Ludewig/Sadowski 2009). However, these elementsrassing in studies looking at agglomeration
effects on plant level.

We want to contribute to this research area byraftliree aspects to the existing evidence. First, w
will provide the first plant-level evidence on regal agglomeration effects for Germany. Second,
while earlier papers looked only at few sectorshef economy or only at manufacturing, we also in-
clude the services sector. Finally, we will be amdme first who identify the agglomeration effects
while controlling the internal structure of theadsdtshment using a rich set of plant charactegdtiat
are likely to influence productivity. Additionallyye use for the production factor labor the nunddfer
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hours worked instead of the usual number of emgey®er plant. This gives a more precise account
of the labor input.

In order to quantify the impact of geography omplaerformance we estimate plant-level production
functions augmented by regional characteristics @nrolling in detail for plant-specific features.
The analysis is conducted both in a static andreatyc panel framework. The static model answers
the question if the output level of a plant depeoxghe regional economic structure, controlling fo
plant characteristics. The dynamic model deals #ithendogeneity problems that can evolve in the
static models and focuses on the temporal persisteha plant’'s performance subject to the surreund
ing geographic features.

The analysis is based on the IAB Establishment IP&ris an annual representative employer survey
at individual establishments in Germany covering@ach range of establishment characteristics. We
use the years from 2001 to 2006 with roughly 20,6B68ervations for almost 4,000 establishments.
The regional variables are added on the NUTS3-level

The paper is structured as follows. Section 2 dises the theoretical background and the econometric
setup. In section 3, the data and the variablesleseribed. Section 4 is dedicated to the resaitd,
section 5 concludes.

2. Theoretical background and econometric setup

2.1 Theoretical background of agglomer ation economies and productivity

The literature usually distinguishes two types ofifive agglomeration effects: localization effects
and urbanization effects. The term localizatioree§ subsumes those effects which arise from the
spatial concentration of companies of the samesitndRosenthal/Strange 2004, Eckey et al. 2010).
Already Marshall (1890) identified three differaftannels of these localisation effects. Labor papli
allows better matches, reduces search costs,rgaatists and risks for both employer and employee
(Rosenthal/Strange 2004). Knowledge spillovers éedproduct and process innovations and thus
increase productivity. In the localization framewapillovers especially of tacit knowledge are the
more likely the more employees of the same industigract with each other and switch employers
(Jaffe et al. 1993, Rosenthal Strange 2004, Balewvial. 2010). The third effect stems from forward
and backward linkages. The common usage of an impatsupplier can for example free up econo-
mies of scale, of which benefit all establishmentthat specific region and industry (Baldwin et al
2010, Andersson/LA6f 2009).

Urbanization effects instead arise from the spatimicentration of establishments from different in-
dustries. Diversity facilitates the developmenmefv ideas through cross-fertilization and allows fo
knowledge spillovers across industries (Jacobs 1B®&enthal/Strange 2004, Frenken et al. 2007,
Baldwin et al. 2010). Additionally the New Econoneography emphasizes the importance of a big
home market for producers with substantial transpasts (Krugman 1991).

Apart from these agglomeration effects there aeglimeration” — e.g. congestion — effects working
in the opposite direction. For example, in dengalpulated areas the overcrowding of places has un-
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favourable consequences: increasing land pricaffictpproblems, environmental pollution, and an
overstrained infrastructure etc. increase the ebproduction and thus reduce productivity (Eckey e
al. 2010).

The question whether there are positive agglonmragifects and if localization or urbanization ef-
fects dominate is an old one as the cited liteeaiindicates. In the course of time many empirital s
dies have attempted to answer these questions. oy huge part of them is based on regional ag-
gregates (e.g. Glaeser et al. 1992, Henderson £99%, Fuchs 2011). While such studies found evi-
dence for positive agglomeration effects they labkthe wrong level of analysis (Rosenthal/Strange
2004, Cingano/Schivardi 2004). Localization andamibation effects work on the micro level. They
shift the production function of establishments Rathal/Strange 2004).

A still small but rising number of papers that toyidentify agglomeration effects on the plant leve
has been published recently. Henderson (2003gXample, finds in his paper for four high-tech and
five machinery goods industries in the USA thatr¢hare substantial localization economies in the
high-tech industries. Urbanization economies seeapminate the machinery good industries. There
is only weak evidence for dynamic effects. Andensaod Loff (2009) identify substantial agglomera-
tion effects for the Swedish manufacturing sectatr they do not differentiate between localization
and urbanization effects. Baldwin et al. (2010Qfstrong evidence for localization effects in thee C
nadian manufacturing sector. Cingano and Schivaf@i004) results indicate for an Italian firm panel
that there are substantial localization effectsrévand Graham (2010) analyze agglomeration effects
in New Zealand on the one-digit industry level gsinhuge firm level panel data set. Using employ-
ment density, they find substantial agglomeratitastecities, however they do not differentiate be-
tween localization and urbanization effects. Mor@904) shows that productivity is higher in reggo
with higher shares of college graduates. Summinghg available evidence is more in favor of the
localization effects but on balance it seems stithehow inclusive.

For Germany there is to our knowledge until yetshaly that has analyzed the relationship between
regional size and firm performance with firm-lewidta and conditioned on attributes of firms. One
notable exception is Eckey et al. (2009), but thesort to a regional production function in order t
estimate the influence of agglomeration and pomulaeffects on the economic activity of spatial
units. Hence, we estimate in the following sectiestablishment-level production functions including
detailed measures of regional features that acdouregional concentration, specialization and di-

versity.

2.2 Econometric setup

The starting point of our empirical model is a Cdbfuglas establishment-level production function
for planti with the stock of capital and labor included aguits (see also Cingano/Schivardi 2004).
Henderson (2003) and Moretti (2004) report littifedences in parameter estimation between Cobb-

Douglas or more flexible forms of production fulcti Our basic model is

Y, = AKZLE, 1)



with the subscript i=1, 2,..., N referring to a plamd t=1, 2,..., T to a point in tim¥, denotes value
addedA the technology that is available for all plar€g,is plant i’'s capital stock arid; expresses the
amount of labor employed in plant i. To obtain raelr expression and to account for random mea-

surement errors and stochastic shocks, we takeetineal logarithm and add the random error tgrm

InY;; = InA + alnK;; + BInL;; + 1Ineg;. (2)

Equation (2) is our basic estimation equation thailains plant output by the two factors of produc-
tion. Throughout the analysis, we assume that atharacteristics of the firm and the charactesstic
of the location of the firm are transmitted througlk multifactor productivity term A. Similar model

ing frameworks are applied by Henderson (2003),#p(2004), Andersson/L66f (2009) and Bald-

win et al (2010). This results in the following sgEation of A:

InA =y + plnX;; + 9InG,p + App + Nigs 3)

where X is a vector of characteristics relatedltmipi and G is a vector of characteristics that &s-
sociated with region r. In this formulation, aggkemation phenomena ‘shift’ the production function
of the establishments (see Rosenthal/Strange 2@stituting equation (3) into equation (2), we

obtain our full model:

InY, =y + pnX; + 9InG,y + A + 1y + alnKyy + finLy +Ine, (4)

In containing variables for both the plant and thgion, model (4) combines information on two dif-
ferent levels of observation, with some of them vaotying between plants or regions. This multilevel
structure can result in inefficient estimates @& toefficients and in biased estimates of the stahd
errors especially of the variables for the highetel (Moulton 1990). In order to deal with this pro

lem clustering-robust linear regression technicaresused to estimate standard errors that recognize
this clustering of the data. This method relaxesitidlependence assumption and requires only teat th
plant-level observations be independent acros®megBy allowing any given amount of correlation
within regions, clustering-robust techniques estinsppropriate standard errors when many observa-

tions share the same value on some but not alpam#ent variables.

For estimating equation (4), we focus on methodsafshort panel, meaning data on many plants but
few time periods. In a first step, we run statioglaregressions based on the OLS, fixed effect3 (FE
and random effects (RE) estimation techniques. @nhe main benefits of the FE estimator is its
ability to control for time-invariant unobservedtémmgeneity. This benefit comes with downsides,

however. The first downside is that there are nionases for time invariant variables. The FE estima
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tors use only the within variance and forgo thevMeehn variance (Baltagi 2001). This concentration on
the within variance results in the second downsidefficient estimates for variables with low withi

variance are inefficient (Plumper/Tréger 2007).

However, most regional variables show a substammgatia and change only slowly over time, and as
a consequence their within variance is small cosgbdo the between variance (e.g. Anderson/Loof
2009). This is at least true for the regional Malga we use in this paper. Pliumper/Troger (200@) pr
vide their FE vector decomposition estimator alati®n (see for an application Anderson/L66f
2009). However, Greene (2010) and Breusch et 8llQR show severe problems of this approach.
Thus, we rely on an older two-step solution, whigks already applied within a production function
framework. In this two-step approach (see for exar@pack/Lynch 2001), a common FE estimator is
used to estimate a baseline production functiondimgi on the variables which vary substantially
across time. Then the fixed effect is identifiedl arsed as dependent variable. In the second s&p th
establishment-specific effect is explained by timeariant variables and variables with only small
within variance. Although the within variance ftrese quasi-fixed variables is small, it is stikkaper
than zero. Hence, we take the mean of these vasauross time for each establishment and then we

regress for one observation for each establishtherfixed effect on these means.

In the second step of our econometric analysisiesert to dynamic panel data models. The inclusion
of a lagged dependent variablg xXdating back over an a priori unknown period ofgi(m=1,...,M)

allows for the explicit modeling of adjustment pegses and the influence of history on plant output.
InYy, =y +onXy + X8 _ 1 8mYitom +9InGye + App + 0y + alnKy + BlnLy +Ing;  (5)

In dynamic panel models such as (5), OLS estimaediased and inconsistent if the lagged depend-
ent variable is correlated with the error termjtas frequent in dynamic panels with a short tidie
mension (Nickell 1981). We therefore estimate equatb) with a generalized methods of moments
(GMM) estimator and use the two-step system GMNiredbr proposed by Arellano/Bover (1995)
and Blundell/Bond (1998). In comparison to the eliéince GMM estimation technique of
Arellano/Bond (1991) it allows the introductionmbre instruments, which improves efficierfo@ne
further advantage that is important for our analysithat, in contrast to the difference GMM estima

tor, it can include time-invariant regressors.

% Since the Arellano/Bond estimator is based onlporquation in differences, it is also calledatéhce GMM
estimator as opposed to the system GMM estimagar, fer example, Roodman 2009).
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3. Dataand variables

3.1 Data

For information on the level of the individual ptarwe resort to the IAB Establishment Panel, an an-
nual representative employer survey at individisidlelishments in Germany (for details see Fischer
et al. 2009). Approximately 16,000 establishmerasmfall sectors of the economy and of all sizes are
guestioned on a large number of employment-relatdgects, including employment development,
business policy and development, innovations, wagessalaries, working times and general data on
the establishment. The Establishment Panel watedtar Western Germany in 1993 and in Eastern
Germany in 1996. As a comprehensive longitudingh dzt, it forms the basis for detailed research
into the determinants of plant performafice.

We consider only those sectors that are subjatiaiket-based forces, i.e. where our assumptioas of
cost-minimizing firm are appropriate. Hence, plathiat belong to the public sector are excluded. In
addition, those plants are excluded that express lusiness volume by the budget volume (admini-
stration and property budget), i. e. publicly owrestiablishments that belong to market-oriented sec-
tors. Sectors that are strongly dependent on gpbmal features (agriculture, fishing and miningg a
not considered either. Finally, we exclude estabtisnts which have missing values for our relevant
variables. The period of observation covers thesyrTam 2001 to 2006. Our final panel data set com-
prises a total of 20,106 observations on 4,891tplan

The variables characterizing the plant's envirortraem calculated at the NUTS-3 level that comprises

439Kreiseandkreisfreie StadteTable 1 lists all the data sources for the reglioariables used.

3.2 Variables

For the estimation of the basic production functf@) information on output, capital, and labor are
needed. We measure the dependent variable of isptamput with its value added in the respective
year. Regarding the input ofpital, the IAB Establishment Panel provides no diretirimation. As
Muller (2008, 358) notes, this is a general problgfinimany establishment data sets. Measurement
errors in capital stock, however, will lead to leidsestimates and any inference based on such esti-
mates could be misleading. In order to get a ridiateasure of the capital stock, we calculate-t ac
cording to a modified perpetual inventory approaphcifically developed for this purpose by Miiller
(2008). The input ofabor is measured by the number of hours worked by ult¢ifne equivalents in

an establishment The IAB Establishment Panel pesvigs with detailed information on the number of
hours worked for full-time and for part-time workeiFirst of all, the establishments are asked about
the agreed working hours per week for full-time &gpes at present. As regards the part-time em-
ployees, the establishments are asked to groupdkearding to working less than 15 hours per week,

between 15 and 25 hours or more than 25 hoursn@dkie total number of hours per week as refer-

* English versions of the questionnaire can be doad#d under http://fdz.iab.de/en/FDZ_Establishni2ata/
IAB_Establishment_Panel/IAB_Establishment_Panel kWgr Tools.aspx
/



ence, we can then calculate the number of full-tegaivalents and the respective number of hours

worked per establishment.

Region-specific variables

Following the literature on agglomeration econondesussed in section 2.1, three types of external-
ities acting as centripetal forces of agglomeratian be distinguished. First, localization econ@mie
emerge if plants of the same industry are locatesecto each other. Hence, they should be fostered
by a specialized economic structure of a regiormoBe, urbanization economies arise if plants be-
longing to different industries are spatially clogdich should be advanced by a diversified economi
structure. Third, the general features of largeketar with a greater demand make it possible for
plants to adopt more efficient production procesgés attempt to quantify the impact of each of ¢hes
externalities with specific measures of the redia@tnomic structure and add further more general
regional indicators. The respective indices usetthimstudy are calculated on the basis of all eyl

ees liable to social security that are providedheyFederal Employment Office.

The degree of specialization in a region that dae gse tolocalization externalities is measured

with the Krugman specialization index (Sidekum 2006

LZS LS

KSI, =% ( L, L

).

It corresponds to the absolute value of the diffeeebetween the share of employment L in region z
and sector s on total employment in region z amdctirresponding share on the national level. The
values for KSI range between zero and two. If KKS¢qual to zero, the region under consideration has
the same economic structure as the national avefagalue of two indicates that there is no sector

that exists in both regions simultaneously.

Another way to measure localization externalitiesvia the geographic concentration of economic
activities. Establishments that form part of a iggtconcentrated sector can profit from positag
glomeration externalities at work in this sectoolfifes/Stevens 2002, Sidekum 2006). We measure
the spatiakoncentration of sectors with a localization quotient that iscoéated at the 3-digit indus-

try level (see also O’'Donoghue/Gleaves 2004):

LZS/LS
L,/L

LQ,s =

The share of employment L in region z and secisrdivided by the share of employment in sector s
on the national level. If LQ is smaller than orfee sector under consideration is represented inrreg

Z below average. Values larger than one indicatettie sector is concentrated above average.



We measure the degree of economic diversity thatgoze rise tourbanization externalities with a
Hirshman-Herfindahl index across the number of ascper region (Combes 2000, Combes et al
2004, Mameli et al 2008):

DIV, is zero if local employment is concentrated inyoohe sector and equals the logarithm of the
number of sectors if employment is distributed amifly across sectors. If urbanization externalities

should exist in a region, we would expect Dt¥ have a positive influence on plant productivity

For measuringnarket size, we use GDP per district as a proxy for generalagegration effects that
are related to the size of a region. One advanthgesorting to GDP instead of population is that
GDP is measured exactly in the region where itrisdpced, while people do not necessarily live

where they actually work.

One last indicator relevant for the economic protpef a region is itsccessibility. It covers the
geographical position as well as the existencegdal road and rail transport system, an airpogt or
harbor. The accessibility of a region decisivelfluences the costs for the transport of goods and
hence its integration with other regions (see @lgaviano/Puga 1998 and Hoogstra/van Dijk 2004). It

is calculated as the average driving time in misilie car to the nearest highway entry.
Plant-specific control variables

In addition to the region-specific characteristiws, control for several plant-specific variableattare

expected to influence plant performance.

Engaging inexports is an important opportunity for a plant to expahne market for its products. On
the other hand, the establishment is relativelynertm negative demand shocks emanating from the
export partners, so that a priori there is no etedrelationship. Exports also imply a higher eegof
competition, because exporters are selling in auidit markets with additional competitors. Competi-
tion puts pressure on the establishment to be efficéent and thus exporters should be more produc-
tive (see Wagner 2007). We use the share of seleeved abroad on total sales in the last fiscal ye

as indicator of export orientation.

Plant productivity can also be indirectly influedcky the existence of works council that has a
strong impact on many decisions of the plant aedotfyanisational structure (see, e.g., Blanchflower
et al 1991). Additionally, empirical studies fincpasitive correlation between productivity and wsork
councils (e.g. Hubler/Jirfjahn 2003 and for an oi@wHUubler 2003), thus we have to control for it.

This is captured by a dummy variable that takewviélee of one if the establishment has a works or
9



staff council or some other company-specific forhstaff representation (staff spokesperson, round

table conferences).

The influence of external enterprises can gendoatd positive and negative productivity effects
(Bates 1995). On the one hand, the provision dirtelogical or enterpreneurial know-how or net-
works with customers or suppliers can stimulatdtiesproductivity effects. On the other hand, they
can also be negative if an establishment is styoindluenced by strategies and decisions of therext
nal partner. The IAB-Establishment Panel asks df ¢istablishment surveyed is a) iadependent
company or an independent organization without rofhi@ces of business, b) the head office of an
enterprise or an organization with other placesba$iness/offices/branches, c) a place of busi-
ness/office/branch of a larger enterprise or omgitun® The answers are captured with the help of
dummy variables. We also include a dummy variabthd enterprise is mainly or exclusively in for-
eignproperty (see also Henderson 2003 and Baldwin et al 2008).

Plant performance also strongly depends on plaat @ge can argue that, over time, plants age and
slowly lose their ability to compete. On the othand, plants can also improve with age due to {fearn
ing effects (for an overview see Coad et al 20H®&nce, a priori the influence of age on plant per-
formance is important, but if it is positive or @¢ige needs to be answered empirically. We measure
plant age with a dummy variable that takes on #ieevof 1 if the plant is young, i.e. if it was faled
after 2001.

Last, productivity is expected to vary significanbetweensectors. We control for sector-specific
effects by introducing sectoral dummies at the dttdevel of the WZ 2003 (corresponding to the
NACE Rev.1 classification). Since systematic déferes between Eastern and Western Germany still
exist, we also include a dummy variable for the paots of the country. Table 2 summarizes all vari-

ables under consideration. Descriptive statistiegpaovided in table 3.

4. Results

4.1 Static model

In this section, we concentrate on the resulthefdtatic specification and estimate three models i
total. In order to quantify the basic relationshigtween the two factors of production and plant out
put, we first estimate exclusively the influencekgfand L; on Y; (model bl). Then, as a consistency
check we add the plant-level control variables (etad), and finally we move to the full model (4)

that includes the regional variables (model reg):

® It is also asked if it is a middle-level authoritiya multi-level company or a multi-level authgtirganization.
But since this includes basically the public sediioese enterprises are a priori excluded fronattaysis.
10



InY,, =y + plnX;y + 9InG,y + Ay + i + alnK; + finly + Ingy (4)

Since our interest is on the impact of the regiaaaiables, in the following discussion of the fésu
we do not go into the plant characteristics in ilietdable 4 presents the results of the staticehod
We start off with a simple pooled OLS regressioratumns (1) to (3), present the results of the RE
and the FE estimations in columns (4) to (9) ad a®khe results of the two-step method in columns
(10) to (12).

A comparison of the four estimation methods shdws the OLS, the RE and the two-step results are
broadly comparable in the significance and in tize sf the estimates. The FE estimator yields di-
verging results, which is not surprising given thatst of the regional variables show a substantial
inertia over time.

All three consistent estimation methods emphasieéhighly significant and positive role of labodan
capital in explaining output even after includitng tplant and regional variables. Hence, the underly
ing fundamental relationships seem to be robustognthe regional characteristics, the degree of
specialization of the regional economy is not digant. On the other side, the location of a piara
region where the sector the plant belongs to iseotmated geographically exerts a positive andlifigh
significant impact on its performance. This implibat, obviously, localization economies are impor-
tant as long as they act not through the specdEmnomic structure of the region but through the
concentration of the sector the plant belongs thénrespective region.

The estimates on the degree of diversity are saamif and negative. This result can be interpréted
the sense that urbanization economies that areniited through a diversified economic structuee ar
not reflected in plant output. On the contrary, féneer sectors there are in a region, the higheuis
put.

GDP density turns out to be highly significant gaditive. This can be taken as evidence for the-exi
tence of global agglomeration economies that cortee force in large markets. This result is also in
line with the findings of Andersson/L86f (2009). & tast regional indicator, in contrast, has a mathe
weak impact on plant output.

sectoral regressions to come......

To sum up, the first results from the static regi@ss provide evidence of a strong impact of regjion
characteristics on plant performance. Especiakygdographic concentration of plants from the same
industry and the market potential act as promoth@gasures, what can be interpreted as evidence for
the role of localization and global agglomeratiaor@mies. Urbanization economies, on the other

hand, do not seem to be effective.
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Table 4: Production function estimates using OLE, RE and the two-step approach

1 (2 3) (4) (5) (6) (7) (8) ©)] (10) (11) (12)
OLS bl OLS cl OLS reg RE_bl RE_cl RE_reg FE_bl FE_clFE_reg zs_bl zs_cl Zs_reg
Inl 0.915°  0.842" 0.8327 0.896  0.831  0.821° 0.506  0.487° 0.483" 0.506
(95.80)  (73.38) (71.93)  (67.79) (55.60) (53.97) (12.91) (12.35) (12.15) (12.91)
In k 0.190"  0.165" 0.167"  0.199" 0.180" 0.182" 0.161°7 0.133" 0.135" 0.161"
(25.80)  (20.08) (20.05)  (19.63) (16.21) (16.27) (3.95) (3.01) (3.04) (3.95)
In spec -0.047 -0.082 0.180 0.147
(-0.65) (-0.72) (0.45) (1.10)
In conc 0.028" 0.033’ 0.069 0.136"
(3.19) (2.32) (1.86) (7.74)
In div -0.094" -0.078 0.415 -0.190°
(-2.15) (-1.20) (2.06) (-2.44)
In gdp 0.048" 0.049" -0.141 0.079"
area (5.92) (3.80) (-0.59) (5.38)
access 0.002" 0.002 0.001" 0.003
(2.10) (1.29) (2.64) (1.89)
export 0.004™ 0.004™ 0.003" 0.003" 0.001 0.001 0.007" 0.006~
(8.19) (7.74) (5.26) (5.04) (1.11) (1.03) (8.29) (7.18)
counc 0.206™ 0.202™ 0.157"  0.151" -0.086  -0.083 0.869" 0.787"
(8.30) (8.16) (4.65) (4.47) (-1.66)  (-1.59) (23.04)  (20.50)
struct2 0.238" 0.233" 0.168" 0.169" 0.025 0.034 0.331" 0.323"
(8.24) (8.07) (4.92) (4.92) (0.53) (0.71) (6.31) (6.16)
struct3 0.099™ 0.092™ 0.113" 0.109" 0.091"  0.094" 0.398" 0.353"
(3.24) (2.99) (3.45) (3.33) (2.33) (2.40) (6.96) (6.26)
fprop 0.032 0.024 0.048 0.045 -0.091  -0.085 0.121 0.097
(0.90) (0.66) (1.02) (0.95) (-1.29)  (-1.19) (1.81) (1.48)
young -0.060 -0.063 -0.033  -0.031 0.040 0.054 -0.114  -0.110
(-1.28) (-1.33) (-0.62)  (-0.57) (0.42) (0.56) (-1.53)  (-1.47)
east - -0.131" -0.091™ - - - - -
0.132" (-7.48) (-4.84) 0.139" 0.142" 0.098" 0.230"  0.17¢"
(-7.54) (-4.55) (-4.73) (-3.02) (-7.11)  (-5.00)
_cons 4847  5.402” 4.966°  4.822" 5.256° 48517 8.207" 87777 -20.996 8.207"

(74.30)  (57.96) (29.25)  (48.39) (39.08) (19.58) (13.14) (13.22) (-1.76) (13.14) 1.055** 1.3%7**
(-5.58)  (-5.15)

N 20106 20106 20046 20106 20106 20046 20106 20106 04620 20106 4594 4592
R? 0.710 0.728 0.729 0.013 0.015 0.016 0.013 0.3380.353
adj. R? 0.710 0.727 0.728 0.332 0.346
pseudo
N_g 4891.00 4891.00 4887.00 4891.00 4891.00 4887.00 4891.00

0 0 0 0 0 0 0
r2_w 0.013 0.013 0.014 0.013 0.015 0.016 0.013
F 1.5e+04  1202.442 1083.881 98.351 16.720 13.0868.351
chi2 1.7e+04 1.9e+04 2.0e+04

t statistics in parentheses. Time and sector dummitgded but not reported.
p<0.1, p<0.05 p<0.01
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4.2 Dynamic model

This section presents results of the dynamic egugs). Just as in the case of the static modeds, w
first estimate the basic model (bl) and succesgiadt the plant (model cl) and regional characteris
tics (model reg). The models are estimated with Hystem GMM estimator proposed by
Arellano/Bover (1995) and Blundell/Bond (1998), and report heteroskedasticity-robust standard
errors calculated according to the mechanism bydwieijer (2005). After trying out several specifi-
cations for the number of lags included, our optisgecification of equation (5) includes only oag |

of the dependent variable:

InY; =y + olnX; + 6lnY,_1 + 9InG + Ay + 1y + alnKyy + flnl; +Ing;;  (6)

Before turning to the results, the validity of tiggstem GMM estimator should be checked. A com-
parison of the regression results for the laggetbgenous variable with the system GMM estimator
on the one hand and the OLS and FE estimator oothiee hand can serve as an indicator of its valid-
ity (Bond 2002, Roodman 2009). Bond (2002) notes the OLS estimation results for equation (6)
are biased upwards, whereas the FE estimationisemel biased downwards. Accordingly, consistent
GMM results should lie between those of the twarfer estimators.

Table 5 presents the results for the OLS, the FEsystem GMM estimation methods and for the
three models, respectively. In all cases, the sysEIM estimator yields a value for the coefficient
on Yy, that lies between those of the OLS and the FEnastir. Hence, the OLS estimator gives an
upper bound and the FE estimator a lower boundhticoefficient estimated with the system GMM
technique (see also Andersson/L66f 2009). As aemuence, the system GMM estimator should gen-

erate consistent results.

Table 5: Comparison of the results oy Y

1 2 (3 4) %) (6) (7) (8)

OLS bl OLS cl OLS reg FE bl FE cl FE reg GMM_bl @Vl GMM_reg
IN Yeq 0.516" 0.483" 0.480" -0.067°  -0.068" -0.071" 0.163" 0.158" 0.165

(33.79) (30.75) (30.42) (-5.70) (-5.76) (-6.02) (5.08) (3.39) (2.06)
Inl 0.426" 0.420" 0.418" 0.567" 0.539" 0.535" 0.693" 0.628" 0.698"

(24.68) (21.54) (21.40) (9.16) (8.65) (8.54) (5.25) (3.54) (4.00)
In k 0.091" 0.087" 0.088" 0.202" 0.218" 0.215™ 0.147 0.137 0.138

(10.69) (8.74) (8.75) (4.31) (4.19) (4.13) (2.48) (1.99) (0.98)
N 9783 9783 9758 9783 9783 9758 9783 9783

t statistics in parentheses.
p<0.1, p<0.05 p<0.01
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Table 6: Dynamic production function estimates gsypstem GMM

(7) (8) 9)
GMM_bl GMM_cl GMM_reg
IN Yeq 0.163" 0.158" 0.165
(5.08) (3.39) (2.06)
Inl 0.693" 0.628" 0.698"
(5.25) (3.54) (4.00)
Ink 0.147 0.137" 0.138
(2.48) (1.99) (0.98)
In spec -0.783
(-0.70)
In conc 0.316
(0.58)
In div 0.258
(0.76)
In gdp 0.099
area (1.04)
access 0.000
(0.68)
export -0.005 -0.003
(-2.47) (-1.70)
counc -0.067 -0.072
(-0.59) (-0.49)
struct2 -0.027 -0.021
(-0.38) (-0.29)
struct3 0.074 0.046
(1.14) (0.63)
fprop 0.030 0.060
(0.23) (0.47)
young -0.042 -0.032
(-0.48) (-0.32)
east
_cons 4.82% 5.684" 5.148
(3.85) (2.92) (1.38)
N 9,783 9,783 9,758
R
adj. R?
pseuddR??
N_g 2320.000 2320.000 2318.000
F
chi2 83.950 61.823 668.575
r2_w
arml -12.896 -10.144 -6.702
arm2 1.703 1.541 1.250
sargan

t statistics in parentheses. Time and sector dumimifigded but not reported.
p<0.1, p<0.05 p<0.01

The preliminary results of the dynamic panel regi@ss are reported in table 6. Beginning with the
impact of history, the estimate of the lagged outptighly significant and positive. Evidently, tput
is very persistent and exhibits a high path depecyeoutput is higher today when it was alreadyhhig
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in the previous period. Its magnitude changes alightly when moving from the basic to the full
model, so that these findings can be regardedmsto

While the same holds for labor input, the capitatk turns insignificant when we include the regibn
variables. In the dynamic setting, the estimatesfiaegional variables are not significant. ltgii be

the case that the impact we found in the staticelsod contained in the lagged dependent variable,
which requires further investigation.

Sectoral regressions to come....

5. Conclusions

In this paper we investigate the importance ofaegi characteristics for the performance of plants
when controlling for various plant-specific detenamts. To this end we augment a Cobb-Douglas
production function with labor and the capital &t@s inputs by characteristics specific to the fplan
and to its regional environment. In line with thaprical literature on agglomeration economies, the

latter is characterized by regional specializatgmttoral concentration, diversity and market piidien

First results from the static estimation modelsegdupport for the positive impact of localization
economies and market size, while urbanization seenm@ve a negative influence. The preliminary
results for the dynamic models are rather incomatus herefore, further challenges are to investiga
why the influence of the regional variables foundhe static models do not seem to exist in the dy-
namic case. Further work also remains with regaitié sectoral aspects. So far, mainly the manufac-
turing sector has been analyzed. We want to fintdfahere are differences between manufacturing
and services, which is a major advantage of owasaat Finally, the dummy indicating the location in
Eastern Germany is highly significant in the sta&gressions. Further work should be dedicated to
find out if these systematic differences might e tb general differences in the regional structidire

the two regions.
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Appendix

Table 1. Data sourcesfor theregional variables

Variables Data source

Population Federal Statistical Office

Area in knf Federal Statistical Office

GDP Statistical Offices

Accessibility Federal Office for Building and Planning

Number of employees

Number of plants and employees

Federal Employment Office

Establishment History Panel of the IAB

Table 2: Overview over thevariables

variables abbreviation

description

dependent variable

Output y

Value added (in Mill Euro)

Basic production function variables

Labor |

Employees (in full-time equivalents) times working

hours

Capital k

Capital stock (in Mill Euro)

Region-specific variables

Specialization spec
Concentration conc
Diversity div

GDP density gdparea
Accessibility access

Krugman specialization index (KSI)

Localization quotient (LQ)

Hirshman-Herfindahl index across sectors

GDP per kr

Driving time by car to nearest highway (in minutes)

Plant-specific control variables

Export activities export Share of sales abroad on total sales in percent
Works council counc dummy: 1= works council
Dependency structure structl dummy: 1= independent
struct2 dummy: 1= branch
struct3 dummy: 1= head office
Property structure fprop dummy: 1= foreign property
Age young Dummy: 1= plant founded after 2001
Sector Wz Dummies for WZ=15to 74
East-West east dummy: 1= Eastern Germany
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Table 3: Descriptive statistics

Variable Mean Std. Dev. Min Max
y 7.928 42.352 1,05 1.524.292
Iny 7,27 1,72 0,05 14,24
k 36.900.00C 314.000.00( 232,14 16.400.000.00(
In k 14,39 2,24 5,45 23,52
spec 0,62 0,11 0,37 1,32
In spec -0,49 0,17 -1,00 0,27
conc 2,95 8,48 0,00 202,03
In conc 0,30 1,07 -6,22 5,31
div 0,03 0,02 0,02 0,38
In div -3,59 0,28 -4,05 -0,97
gdparea 25,07 37,52 0,53 236,19
In gdparea 2,14 1,52 -0,63 5,46
access 13,77 9,49 0,40 63,67
export 11,58 22,27 0 100
counc 0,35 0,48 0 1
struct2 0,15 0,36 0 1
struct3 0,11 0,31 0 1
fprop 0,08 0,26 0 1
young 0,05 0,22 0 1
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