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Theimpact of crime on apartment prices.
evidence of Stockholm, Sweden

Abstract

This study uses data of about 9000 apartment sal&ockholm, Sweden, to assess the
impact of crime on property prices. The study emploedonic pricing modelling to estimate
the impact of crime controlling for other factopdperty and neighbourhood characteristics).
Geographic Information System (GIS) is used to domlapartment sales by co-ordinates
with offences, land-use characteristics and denpdgcadata of the population. The novelty
of this research is threefold. First, it exploresea of land-use attributes created by spatial
techniques in GIS in combination with detailed gapical data in hedonic pricing
modelling. Second, the effect of crime in neighlogizones at one place can be measured by
incorporating spatial lagged variables of offeneges into the model. Third, the study
provides evidence of the impact of crime on houginges in a capital city of a welfare state
country, information otherwise lacking in the imtational literature. Our results indicate that
apartment prices in a specific area are strondlctdd by crime in its neighbouring zones,
regardless of crime type. When offences were brakamn by types, residential burglary,
theft, vandalism, assault and robbery individualyl a significant negative effect on property
values. However, for residential burglary such Haot is not homogenous across space, and
apartment prices in central areas are often lessodnted by being exposed to crime than
those in the city’s outskirts.

Keywords:. offences, residential property value, hedonic efiaty, GIS, spatial modelling.



1. Introduction

Researchers have long suggested that high crineésleause communities to decline. This
decline may translate into an increasing desinndoe, weaker attachments of residents and
lower house values. This is because buyers ardngilto pay more for livings in
neighbourhoods with lower crime rates or, alten®yi, buyers expect discounts for
purchasing properties in neighbourhoods with higirene rates. In Sweden, security is the
factor that people value the most when they aresing a place to live (Fransson et al., 2002:
57, Magnusson and Berger 19962 Do these security concerns translate into diffees in
house prices in Sweden?

International literature, heavily based on North &man and British evidence, shows
contradictory or less conclusive findings (Thalé@78; Buck et al., 1991, Bowes and
Ihlanfedt, 2001, Lynch and Rasmussen, 2001, Gihb2664, Tita et al., 2006, Toy and
Grove, 2008, Munroe, 2007, Marques et al., 2009aktyvand Thill, 2009). Little empirical
evidence exists under the Swedish conditions,Hmretare reasons to believe that the impact
of crime on residential property prices may diffierSweden from the rest of the Western
world. There is a need to extend the empirical @vog to include cases studies embedded in
more socially oriented forms of capitalism, suchirm&weden. Stockholm is appropriate in
this criterion since it is the capital city of aurdry with a more socially oriented form of
capitalism, in which the planning system incorpesastrong welfare principles (Rothstein,
2001) which affect the way policies are shaped hothards housing and urban security.
Thus, this study aims to assess the impact of comapartment prices using Stockholm City
as the study area.

In order to estimate the impact of crime on propedlues, other conditions that, together
with crime, contribute to lowering property priaesist be taken into account, otherwise, such
an impact may be overstated (Cohen, 1990). Foarnest neighbourhoods with high crime

also may experience fewer environmental ameniges,(close to parks, lakes, playgrounds,
good schools), isolation (poor accessibility), pnaky to major highways and transport nodes
(with noise and air pollution) industrial land use commercial/entertainment areas (e.g.,
close to bars, restaurants, pubs). In this anallaisl use and socio-economic dynamics will
be captured by using spatial analysis in combinatith GIS. These techniques allow more

in-depth geographical analysis of different paftthe city than were done in previous studies
of this area. GIS facilitates the integration ofnyaypes of data into a common spatial

framework and opens up the possibility for detasedtial analysis, which is often necessary
for assessing the impact of crime on housing prices

A hedonic pricing modelling is employed in this dyuto estimate the impact of crime

controlling for other factors (property and neigbbdmwod characteristics). The effect of crime
on housing prices is tested both on total crime@nd set of selected individual property and
violent offences.

185% of the interviewed population in Franssonl.et2902), and in Magnusson and Berger (1996) tgaias
ranked as 4.1 in a scale from 0 to 5.



The novelty of this study is threefold. First, tlsalysis explores a set of land use attributes
created by spatial techniques (e.qg., buffer ancg analysis and inclusion of neighbouring
structure). The neighbourhood context is incorpmtanto the model by attaching to each
sold apartment sold (by co-ordinates) informatioet tharacterises a finely detailed statistical
unit of analysis (basomrade). Then, if a low crimea is surrounded by high crime,
criminogenic conditions in that area may be undemeded because of the high levels of
crime in neighbouring zones. GIS and spatial tesigechniques are then used to tackle this
problem, so the neighbourhood structure is addeédetanodel to capture crime conditions in
each unit of analysis and in its neighbouring urkiteally, the article provides evidence of the
impact of crime on housing prices in a capital @fya welfare state country, information
otherwise lacking in the international literature.

The paper is organized as follows. In section twe discuss the theory linking property
prices to crime in Western European cities and thgses of study for the case of Stockholm.
This is followed by a description of the study areasection three. The data used in the
analysis and modelling work needed to meet thectibgs of the paper are presented in
section four, together with the discussion of #suits. A discussion of the implications of the
findings and directions for future work is presehite section five.

2. Property prices, crime and city structure: theory and hypotheses of study

Traditionally, hedonic price models are used tolym@aproperty values. They are based on
the principle that goods are not homogenous arfdrdif numerous attributes, which can be
implicitly revealed by observed differences in pagRosen, 1974). In the case of housing,
preferences for various attributes are revealeoutyir the price one implicitly pays for these
attributes, which can be expressed as:

y=pBx+¢ 1)

where y is a vector of observations on the saleepX is a matrix observations on the
property attributes? is the associated vector of regression coeffisi¢tiite marginal implicit
price of each attribute) araglis a vector of random error terms. According to [6ay2008),
where housing prices are concerned, the choicétrdfiges often involves characteristics of
the property, characteristics of the property lmeaaind features of the neighbourhood. There
is no consensus on which set of relevant charatteyiof the city structure and environments
should be selected for price determination. Theyaditen related to different environments to
which the property is exposed, and how these malytador subtract from the value the
property. It is difficult, however, to control fall possible relevant neighbourhood factors
(Can, 1990). An apartment facing a lake may addev&b a property, whilst one close to an
industrial site or close to a sex offender resigenay have its price discounted (see e.g.,
Larsen et al., 2003, Linden and Rockoff, 2006, 8svh, 2008, Kryvobokov and Wilhemsson,
2007).

How land use influences property values is not gbveasy to assess. One reason is that
mixed land use affects an area’s attractivenesls positively and negatively. To take the
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example of a transport node (a bus stop or a tailos or an underground station): easy
access to places is good because it reduces conghuaists and attracts other activities to the
area, but it may be less desirable since statiansec noise to local residents, disrupt the
landscape and may attract the activities of undbkargroups (criminals) and affect property
values. Studies in the US and in the UK have showed effects, but in general rail stations
have a positive impact on nearby property valueavi®) 1970, Davis, et al., 1990, Voith,
1993, Amstrong Jr, 1997, Gibbons and Machin, 200#)a more recent study in Atlanta,
Bowers and Ihlanfeldt (2001) show that rail tramsgtations act as crime magnets and affect
housing prices negatively, but this effect depermls contextual factors, such as
neighbourhood median income and distance to tlyecemitre. Another reason is the fact that
spatial patterns and processes tend to operatevanedy of scales or extents (Orford, 2002).
According to Munroe (2007), individual propertieghvin a neighbourhood might vary highly
in their values, while at the same time more gdratierns of high or low values may occur
in different parts of the city.

Another reason for this difficulty is that non-r@sntial land uses interact with other attributes
that indirectly affect house prices. The study bgyland Grove (2008) is a good example of
this phenomenon. Although it was expected that gparbuld affect positively property
values, results show that its desirable effectasincorporated by the housing market in a
homogenous way, and is actually mediated by crewel$. If local crime levels are above the
national average, then park proximity has a negaitipact in property values; but if it is
below that threshold, then housing prices go uph witesence of parks. Also, quality of
schools is influenced by neighbourhood quality,alhin its turn affects housing prices (e.g.,
Kane et al. 2006). These results illustrate tlegardless of the mechanisms linking crime and
housing prices, safety does play an important irolaffecting the property market. We will
now discuss in more detail the nature of this inhpac how it may differ by crime types.

Differences in land use are also important becahsy shape a city’'s dynamics and
determine both the activities found in an area @i@dcomposition of the population at any
given time. Spatial variation in land use affet#s geographical distribution of the number of
human interactions that are criminologically reletvan the sense that they could lead to
offences (Wikstrom, 1991). The identification ofnemnologically relevant interactions rests
on specifying the routine activities of offenderdavictims that generate ‘suitable targets’
(Cohen and Felson 1979) and the spatial awareriedteaders, in particular their cognitive
awareness of criminal opportunities (Brantinghard Brantingham,1981). In brief, offences
occur where criminal opportunities intersect witleas that are cognitively known by the
offender and these are in turn influenced by lasd patterns. The prevalence of non-
residential land use is of particular importancehis context. Evidence shows that mixed
land use influences actual and perceived neighlomarimcivilities and crime (Taylor, 1995,
McCord, et al., 2007, Ceccato, 2009,) place aitragess and consequently, house market
values.

The effect of crime on housing prices is well doemted in the North American literature.
Since the seminal work by Thaler (1978) showing tiraperty crime reduces house values



by approximately three per cent (in Rochester, Newk), subsequent studies have shown
evidence of similar effects. Evidence from the ldsee decades confirms that crime has a
significant impact on house prices (Hellman and d¥arl979, Rizzo, 1979, Dubin and
Goodman, 1982, Clark and Cosgrove, 1990, Feinhaig\ackerson, 2002, Titta et al., 2006,
Munroe, 2007). Hellman and Naroff (1979) reportedetasticity of 0.63 for total crimes in
Boston. Lynch and Rasmussen (2001) find an elastioi 0.05 for violent crimes in
Jacksonville, Florida. Bowes and Ihlanfeldt (20@dported that an additional crime per acre
per year in census tracts in Atlanta decreasesehptises by around 3% whilst Gibbons
(2004) in London, found that a one-tenth standadadion increase in the recorded density
of incidents of criminal damage has a capitalisest ©f just under 1% of property values.
These studies often relied on crime rates as dnatudt of safety, and this indicator seems to
be a good measure of criminogenic activities inaega. Lynch and Rasmussen (1989), for
instance, instead of using crime rates, testedeight the seriousness of offences by the cost
of crime to victims. Findings showed that althougist of crime had no impact on house
prices overall, properties were cheaper in highieriareas. Moreover, evidence shows that
crime in neighbouring places has a similar negagifect on property values as well as crime
in the same neighbourhood (Burnell, 1988). Tittale{2006) have demonstrated that crime
impacts differently in different types of neighbbaods and that violence crime impacted
most significantly.

In the UK, the effect of crime on property pricezed not seem the same across crime types.
Gibbons’ (2004) study showed that residential kamghad no measurable impact on prices,
but criminal damage did affect negatively housimiggs. One explanation for this is that
vandalism, graffiti and other forms of criminal dage motivate fear of crime in the
community and may be taken as signals or symptomgommunity instability and
neighbourhood deterioration in general, pulling $ing prices down.

Crime levels and geography are also dependentgadrral and national contexts. Inequality,
ethnic and spatial segregation relate to diffeedatl levels of crime (offending and
victimisation) (Blau and Blau, 1982, Wohlfarthadt, 2001). We take the view that effect of
crime on housing prices would be higher in pladesra&cterised by higher income, ethnical
and socio-spatial inequalities (and consequentlyremoriminogenic, particularly with

violence) than in less unequal societies, suchnawelfare state countries. Alternatively,
segregation levels are “lower where welfare statedets are characterized by strong
redistribution regimes and more moderate sociajuabty” (Musterd, 2005:342). In Sweden,
for example, income disparities are less pronourtbad in countries with a more market
oriented economy (for instance, Gini coefficient 8weden in mid 2000s was 0.23 whilst in
the UK and USA was 0.34 and 0.38, respectively, DERD09). This pattern goes down to
the city level. Despite of an increase of ethnisagjregation in Stockholm during the last
decades (Biterman, 1994, Harsman, 2006), the catibmof housing, immigration and local
land use policies have played an important rolenmderating the effect of the market in
strengthen inequality and spatial segregation ,(ezig rental control) (Harsman, 2006).
Neighbourhoods in Stockholm often have a mix oftakand owner-occupied apartments,
which arguably generate less segregated housitgrpathan those found in cities of market-



oriented countries. Such moderate heterogeneityerims of types of tenancy and income
inequality is expected to have an effect on crimeels and geography (and consequently on
property prices) that may differ from other citesabedded in more unequal contexts.

For the purpose of this study, we follow the recetmand of Western research on crime and
housing and hypothesise that for the case stu®gamkholm:

(1) Crime impacts negatively on apartment priafier controlling for attributes of the
property and neighbourhood characteristics.

(2) Different types of crimes affect property vedudifferently. As in the UK, we believe
that in Sweden criminal damage has the highestteififiehousing price determination
because its occurrence is visual and indicates aomtyninstability and loss of social
control.

(3) The price of an apartment is dependent orctimee levels at its location as well as the
crime levels in the surrounding areas. This effeaties by offence type because
different types of crimes are generated by differeachanisms.

(4) Crime impacts negatively on apartments prdifsrently in different parts of the city.

(5) The effect of crime on housing prices is lowe Stockholm (a city embedded in a
welfare state country) than in cities of countmath a more market oriented economy.

Before testing these assumptions empirically, wedeiscribe Stockholm as a case study and
its recent structural developments.

3. Framing Stockholm as a case study

Stockholm is the capital and largest city of Swed@&he city of Stockholm had over 810 000
inhabitants in 2008, while the Greater Stockholeaanad over 1.9 million inhabitants. The
case-study area is limited to the city of Stockhalvhich means the inner-city area and those
suburbs belonging to the city of Stockholm.

Water occupies a large part of the urban landsoafeockholm since the city spreads over a
set of islands on the south-east coast of Swed®nislands are well connected by roads and
an efficient public transportation system, computisé buses, Stockholm Metro, rail systems
and commuting trains. The main public transporcfiom is located in the Central Business
District (CBD) area, in the central area of theennity; this area is characterised by office
buildings and a number of large department stgksswell as governmental and ministerial
buildings, the area also contains the major shapamenities of the city, theatres, museums,
restaurants, bars and cinemas. All underground lpaess through the Central Station, which
is the main railway station of the capital, makthgs area a place where many travellers and
workers pass daily. Close by, Segerls torg, a akstjuare and one of the main meeting
points of the city, is a relatively high criminogemrea (Ceccato et al., 2002).



Unlike many Western European cities, large partStickholm inner city are residential,
where citizens enjoy a good quality of life, witlyih housing standards. For instance, one of
the most prestigious and expensive residentialsaile@omposed of apartments facing the
water at the heart of the Swedish capital. Althoatiter types of housing tenancy can also be
found in the inner city areas of Stockholm, prilater cooperatively owned apartments
dominate. Since the early twentieth century, moderrcharacterized the development of the
city as it grew, and new residential areas wereeddd the growth. Some of these areas may
be valued highly in the housing market, especidlpse developments following the
underground system. All over the country new radidé areas were built with clear welfare
principles in mind.

25000 4500

Total crime
4000

20000 + \/\/—/\/ + 3500

Vandalism
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15000 +
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10000 +
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Figure 1 — Crime rates in Stockholm city, 1997-2007

However, the industrialized and mass-produced IslatKlats built in the 1960s and 1970s do
not perform equally well in the market. Low prica® often linked to poor architecture, lack
of amenities and social problems, such as crimieljpdisorder and fear of crime. Despite the
fact that total number of recorded offences in Etotm city was not significantly higher in
2007 than in 1997, there are certain parts of $tolck where people feel less safe (USK,
2008). This may indicate that there have been damng offence type. Police recorded
statistics show significant increases in violerfen€es and vandalism. The latter has almost
doubled between 1997 and 2007 for Stockholm Citiguife 1). But crime, particularly
property crime, is not concentrated in these masdyzed blocks of flats. Highly desirable
housing central areas are often targeted by criBmme of them are new apartment
developments that took over old industrial areasStafckholm, offering buyers both good



accessibility and urban sustainability principlexluding safety design features) in a single
package.

The geography of residential burglary has been gihgnsince the early 1990s. Wikstrém
(1991) showed that residential burglaries (exclgdburglaries in attics and cellars) in
Stockholm tend to occur mostly in some outer cigrdg of high socio-economic status (with
single-family houses), and especially in distristtere there are high offender-rate areas
nearby. Using data from 1998, Ceccato et al. (26®)wed that high relative risks of
residential burglary tended to occur both in theeraffluent areas and in the more deprived
areas. On the one hand, the higher the incomeigehthe relative risk rate of residential
burglary. This fits into the Swedish pattern faisttype of offence noted by Wikstrom (1991),
which supports the view that an area’s attractigsradfects its rate of residential burglary. On
the other hand, the results also point to anotberponent of the offence pattern. The higher
the percentage of multi-family houses and the highe percentage of people who are born
abroad, the higher the rate of residential burgl&igce the late 1990s, no new evidence has
been put forward. What can be said, however, iskibaveen 2002 and 2007, police recorded
data show high concentrations residential burglargentral areas as well as in the outskirts
of Stockholm. In 2002, high rates of residentiatgvary were found, for instance, in the
central areas in Hornstull and Thoridsplan, while2D07 some high rates occurred in the
Northern parts of the city, such Odenplan-Norrmalm.2007, a couple of areas in the
outskirts of Stockholm had the highest rates, paldrly at Northwest, North and Southeast,
such as Norra Véllingby, Akalla, Akeshov and Skaign

The feeling of being safe is an important qualifyaohome and its setting (Lind and
Bergenstrahle (2002). Security plays an importale when people in Sweden are choosing a
place to live (Fransson et al., 2002, MagnussonBarger, 1996, Bjorkund and Klingborg,
2003, Werner, 2003 Lack of security can affect housing quality io svany ways (for a
discussion, see Bjorkund and Klingborg, 2003). éliph these studies are more concerned
on how people assess housing qualities in gendray, clearly indicate that security is a
factor of importance in their choice. In Magnussowl Berger (1996), for instance, safety was
ranked as 4.1 in a scale from 0 to 5 whilst in Bsam et al., (2002), 85% of the interviewed
population regarded safety as a quality that tladke tinto consideration before choosing a
place to live. That's whyhe so-called “smart homes” appears to be attr¢ta broader range
of consumers because they potentially make peeglesiafer (Werner, 2003, Sandstrom, 2009)
None of these studies however deal with the sgersliationship between lack of safety (crime)
and housing prices, or in other words, whether [gmpStockholm would be willing to pay more
to live in safer neighbourhoods.

4. The Econometric Analysis

In this section, the econometric analysis will besented. We will start by presenting the data
used in the analysis and show some descriptivestitat Before we estimate the hedonic
price equation, a pre-analysis of the crime dathbei performed. The rest of the section will
be devoted to the estimation of the hedonic propgagon. We will estimate a benchmark
model and test for parameter heterogeneity in spadecontrol for endogeneity.
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The Data

The data derive from a number of different sourdé® empirical analysis, the estimation of
the hedonic equation, in this paper is based ormossesectional data that includes arm’s-
length transactions of condominiums in Stockholme®&en. The data cover a time span from
January 2008 to December 2008 and consist of Qr&@8actions of condominiums. The data
source is Broker Statistics (Maklarstatistik AB)reml-estate broker association that covers
around 70-80 percent of all broker transaction tiocEholm. The database contains property
address, area code, parish code, selling pricegligrea, year of construction, presence of
balcony and elevator, price per square meter, alab®ntract, condominium fee, number of
rooms, date of disposal, number of the floor ofgpecific apartment, total number of floors,
post code and x,y coordinates. For simplicity o ®patial analysis (weight matrix), we
excluded seven per cent of multiple addressestharavords, we kept only one transaction
for x-y coordinates. Our final database consist83#8 transactions of condominiums.

The average price is SEK 2.3 million and the vayraaround the average price is substantial.
The typical apartment in the sample is 50 years with approximately 62 square meters of
living space over 2.3 rooms. Only two per centhaf sample is newly built apartments. More
than half of the apartments are located in builglingilt between 1900 and 1945. The fee paid
for maintenance is about SEK 3000 per month. Appnaiely 20 per cent are located on the
first floor and around 25 per cent on the top flodlmost 11 per cent of the apartments have
an elevator and more than half of the apartmemt$ogated in properties with an elevator.

The cross-sectional data have been merged togeiitlerdata from Stockholm Statistics
(USK), Stockholm city (Stadsbyggnadskontoret) atacEholm Police. The former consists
of information concerning neighbourhood charactiesssuch as proximity to waterfront and
subway stations, and the latter about crime siegisuch as number of burglaries per 10,000
inhabitants.

In order to characterize the differences by subketarin Stockholm, a set of land use
variables were created using GIS from the origiaygrs of land use data over Stockholm city
(Appendix). The distance between apartment and GB® been estimated. On average, the
apartments are located around 5.1 kilometres fr@D @nd the standard deviation is high
(3.5 kilometres). We have also divided the citysadckholm into four quadrants with CBD in
the centre. More than 60 per cent of the apartmametfocated in the north part of the city and
especially in the north-west part of the city (28 pent).

Buffer analysis was used in GIS to indicate thertapents that were more or less exposed to
different types of environmental characteristiascts as property facing water, distance to
roads, main motorways, metro and train statiorstebd of defining a fixed distance, different
distance bands were tested. The distance band8Oofmekters, 300 meters and 500 meters
showed more distinct results; after 500 meters,esofrthe buffers would begin to overlap.
For example, eight per cent of the apartments aratéd in the 100 meter buffer zone from
water, 31 per cent in the 300 meter zone and altma§tof the apartments in the 500 meter
buffer zone from water. The hypothesis is that praty to water has a positive, but
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declining, impact on apartment prices. As Figuiduatrates, some of these variables would
have a very local effect whilst others would follaveentre-periphery model.

Almost 10 per cent of the apartments are locateat aessubway station (within 100 meters)
and almost 75 per cent are located not further th@d meters from a subway station.
However, the distance to commuting train statiomigch longer. Less than one per cent of
the apartments are located within 100 meters ohia station. On the other hand, in our
sample, the suburbs of Stockholm are not includsdl the distance to a commuting train
station is probably of lesser importance. Our higpsis is that proximity to subway stations
are much more important than to commuting trairtista, resulting in higher implicit
(hedonic) prices. It could even be that the negag@xternality (e.g. noise disturbance) of
being close to a train station dominates over t&tpe externality (increased accessibility),
resulting in negative implicit prices close to airr station. All the above location data has
been included in the hedonic price equation.

&
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Figure 2 (a) Sold apartments in relation to watdiés, buffer of 100 meters (red), 300
meters (orange) and 300 meters (yellow); (b) Sqdrtanents in relation to subway
stations, buffer of 100 meters (red), 300 meteran@e) and 300 meters (yellow)

It has been documented in many studies that traffise has a negative impact on property
values (see e.g. Wilhelmsson, 2000). Here we hasladed proximity to traffic roads in two
ways. The first is the buffer zones around highwai@wever, very few of the properties are
located close to a highway. Approximately sevenqesgit are located within 300 meters. On
the other hand, more than 60 per cent of the apatBrlie in buffer zone 300 meters from a
main road. Main roads also attract services andwenial activities, with undesirable effects
on residents’ quality of life. Roads have alsoimgrogenic impact. The closer to main roads,
the easier it is for offenders to escape. Beavaoal.€t1994) found that crime was higher in
more accessible and highly used areas and lowérse accessible and lesser used areas.
Regardless of the dynamics, our hypothesis is #ilabther factors being equal, proximity to
road traffic has a negative effect on apartmertggti

The effect of crime in neighbouring zones on a #peplace can be measured by
incorporating spatial lagged variables of offenates into the model, so the variable can be
tested for a ‘spill-over’ effect. This is particdla important since offenders’ behaviour is
often motivated by local factors, but sometimeswsh@lements of a spatially contagious
process, spilling over into nearby areas. Spatialfjged variables are weighted averages of
the values for neighbouring locations, as specifiga spatial weights matrix. In this case, a
gueen-based contiguity spatial weights matrix (Qigeenatrix is set to 1 if the pair of cells
share a common edge or vertex and O otherwisd-ofider criterion). First, the Xx-y
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coordinates of each apartment were transformedDimtichlet polygons using GIS and then
imported into GeoDa 0.9.5-1 (Anselin 2003) to gatethe weight matrix, which was later
used to create the lag variable. The lag varialae rggarded as an exogenous covariate and
was therefore created based on the natural loheobtiginal crime rate. This was done by
using Lag operations available in GeoDa since difievare has capabilities to create variables
using neighbourhood structure provided by a wengtrix of Stockholm units.

Crime data for 2008 were provided by Stockholm ¢by small unit areas (basomrade) in a
total of 408 units (Appendix). Rates per small wenieas were calculated for total crime,
robbery, vandalism, violence, residential burglaapmd shoplifting as well as drug-related
offences, thefts, theft of cars, theft from carsd aassault. With no better available
denominator, total population was replaced by “apé#he unit in the cases of vandalism and
thefts. The discussion of the inappropriatenessotdl population as denominator when
calculating rates for these crimes has already Hesussed in detail by Wikstrom (1991).

Pre-analysis of the crime data

A number of different types of crimes are presergbdve. However, the correlation among
some of them is substantial. By performing a ppaticomponent analysis (PCA), the ‘most
important’ crime types can be identified. PCA istatistical method that from a number of
variables develops a smaller set of variablesddadrincipal components). These account for
the variance in the original variables, and all thencipal components are a linear
combination of the original variables. The techeigquan be used for variable reduction, but
we have used it in a way to mitigate the problemmufiticollinearity between the crime
variables (see Dunteman, 1989). The constructettipal components are defined so that
they do not correlate to each other. A real estguglication of the principal component
analysis can be found in, for example, Bourassa @003).

In the appendix the result of the principal compunanalysis is presented. The result
indicates that the first components (combinatiomotbery and drug related crimes) explain
around 50 per cent of the total variance amonthallcrime variables, and the first four (theft
and vandalism, burglary and violence, and assaxiplain more than 90 per cent of the
variation. We have therefore decided to use onbpeoy, vandalism, burglary and violence,
together with the total crime rate, in the hedamalysis.

The hedonic price equation

The benchmark hedonic model uses all property gqadtrment attributes described earlier
together and time period dummies (month) and lopatiariables discussed earlier. The
model is estimated using OLS. The model includesrae variable by including total crime
rate per 10,000 inhabitants together with the crimeel in the neighbouring areas. It is
included in order to capture some of the diffusibhe second model is also an OLS model,
but it is a two-stage least square model includiregsame variables as model 1. However, as
we may have problems with endogeneity, an instrindanable approach has been utilized.
Our first model can be specified as equation 2welnd testing our hypotheses 1 and 3.
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y=Bx+B,C+ BWCHe (2)

where y is a vector of observations on the saleepX is a matrix observations on the
property attributess; is the associated vector of regression coeffisiamde is a vector of
random error terms. The variable C is the crime ratd W is a spatial weight matrix
multiplied with C and measuring the crime ratehia heighbouring areas. The coefficiefis
andps is the associated coefficients to crime and ciimeeighbouring areas.

Burglary is the only crime related variable thatisectly related to apartments, but it is also
the variable that may have the biggest problem witklogeneity among the used crime
variables. The causal relationship between apattpréres and robbery seems to go in both
directions. That is to say, areas with high apantnpeices may attract burglars and therefore
the number of burglaries will be high in high-pdc@eighbourhoods. When it come to
robbery, violence and vandalism, it seems thatetteee more exogenous and thereby less
complicated when it comes to the estimation ofttbéonic price equation.

Gibbons (2004) conclude that “recorded crime ratésbe endogenous to housing prices
unless all housing attributes are observed”. Wenaaiguarantee that we have included all
relevant independent variables. Hence, the exciusioelevant variables will not only create
omitted variable bias, but also endogeneity amdmgindependent variables. According to
Tita et al. (2006), murder is an ideal instruméibbons (2004) argue that crime rates in the
surrounding area are a good candidate as an instturiihe first IV model includes the
endogenous variable crime rate instrumented witimitide in the area. The idea is that
homicide is highly correlated with crime rate, Imat with apartment prices. Controlling for
endogeneity does not, however, improve the stedibfi significance of the total crime per
10,000 inhabitants. The model estimated is equadjt@mtion 3.

y = fx+3,C+ B,WC+e

- (3)

C=0z
where variable z is the used instrument variabler¢er) andC is therefore equal is expected
crime rate. Hence, first we regress crime againstder and, second, we regress apartment
price on property and apartment attributes as askxpected crime rate given murder rates
(the so-called two-stage least squares procedtfrghere is strong relationship between
murder and crime rate, it is considered to be @ngtinstrument. However, to be considered
to be valid instrument, murder must not be coreeldb the error terne) in equation 2. See
Murray (2006) for a discussion about invalid andlwerstruments.

The third and fourth models are a spatial lag maael a spatial error model. The reason we
have applied the spatial econometrics is that apa@¢pendency is present on the residuals. A
binary weight matrix based on shared common boueglar vertex was created using GeoDa
0.9.5-1 (Anselin 2003) to represent the spatiarayement of the city. Based on the spatial
diagnostics of the residuals of the OLS model,l#gged response and spatial error models
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were also fitted (Haining, 2003, pp. 312-316). @patial lag and spatial autocorrelated
model is equal to equation 4 and 5 below.

y = Bx+ B,C+ BWCHA Wit £ (@)

y = Bx+ B,C+ BWC+e

_ (5)
E=PWNe+n
The choice of functional form is more an empirichloice than a theoretical one (see
Halvorsen and Pollakowski, 1981). We have transéafrall continuous variables by taking
the natural logarithmic. The justification for ugithe logarithmic form is that it is a common
practice in this type of research, and as the Box-@ansformation indicates (not shown
here), it is easy to interpret the results assih®ates are in elasticity form.

In order to distinguish between the models, thesuemnAIC (Akaike Information Criterion)
is used for model selection. Just as adjusted RreqAIC takes into consideration the trade-
off between the number of independent variablesthie equation and the number of
observations. According to the statistics, a spatieor model with instruments seems to be
preferred (Table 1). The spatial lag model did aygpear to be very informative and we shall
not discuss them further in Tables 2 and 3.
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Table 1 - Hedonic price equation

OLS OLS & Instrumental Lag & Instrumental Errorl@strumental
Coefficient t-values Coefficient t-values Coeffint z-values Coefficient z-values

Area .7043 53.37 .7054 53.19 5919 53.64 .6360 65.91
Room .1889 15.85 .1878 15.68 .2013 20.66 .1898 22.73
Fee -1195 -18.97 -1194 -18.95 -.0723 -14.05 -.0513 -11.07
Agel .1938 13.58 1931 13.52 1213 10.42 .0603 4.98
Age2 1142 13.35 1119 12.47 1169 15.98 .0240 2.85
Age3 -.0277 -3.00 -.0277 -3.00 .0282 3.74 -.0073 -.85
Aged -.2044 .01 -2047  -18.12 -1030 -11.11 -.0631 -5.80
Age5 -1729 .01 -1739  -13.74 -1149  -11.10 -.1194 -8.78
New 1117 4.77 1157 4.83 .0674 3.46 1134 5.50
Elev -.0389 -4.69 -.0392 -4.68 -.0493 -7.22 -.0301 -4.51
Elev*floor .0164 9.10 .0163 9.07 .0158 10.81 .0157 12.31
Balc -.0103 -.98 -.0101 -.957 -.0028 -33 .0038 .53
Elev*Balc -.0084 -1.04 -.0086 -1.07 -.0139 -2.16 -.0049 -.87
First -.0345 -4.65 -.0345 -4.64 -.0292 -4.83 -.0216 -4.36
Top .0245 3.56 .0243 3.54 .0224 4.01 .0289 6.21
Water100 .1054 9.33 .1051 9.30 .0398 4.32 .0335 2.31
Water300 .0218 2.48 .0202 2.63 .0210 2.88 .0117 .92
Water500 1005 12.84 .1010 12.87 .0609 9.49 .0721 5.95
Sub100 .0186 1.89 .0210 2.04 .0047 57 .0207 1.66
Sub300 .0451 6.25 .0461 6.29 .0294 4.93 .0265 2.70
Sub500 .0305 3.85 .0318 3.94 .0323 4.92 -.0070 -.56
Train100 -.0236 -71 -.0230 -.69 -.0351 -1.31 -.0223 -97
Train300 -.0725 -3.64 -.0734 -3.68 -.0737 -4.55 -.0334 -.16
Train500 .0292 2.23 .0315 2.35 .0338 3.10 -.0029 -13
Road100 -.0986 -2.98 -.0976 -2.95 -.0637 -2.37 -.0325 -97
Road300 .0116 0.80 .0122 .84 .0272 2.30 -.0032 -.16
Road500 .0326 3.28 .0304 2.94 .0214 2.55 -.0022 -13
Main100 .0159 2.25 .0164 2.31 -0001 -.1708 .0010 A2
Main300 .0493 5.81 .0481 5.60 .0362 5.18 .0479 4.22
Main500 -.0835 -8.84 -.0818 -8.46 -.0481 -6.10 .0058 41
Distance -.3599 -70.43 -3600 -70.43 -1926  -38.82 -.2630 -23.82
Total crime .0011 .20 -.0089 -.79 .0068 74 -.0418 -2.79
W_tot crime -.0479 -6.61 -.0455 -8.53 -.0314 -7.24 -.0229 -2.71
W_Y - - - - 4936 64.68 - -
Lambda - - - - - - .8024 104.31
R-square 7674 7675 .8453 .8850

Adj R-square .7662 .7662 - -

AIC 863 863 -2348 -4026

Moran’s | .50 0.50 - -

Note: Dependent variable=natural logarithm of teami®n price. All continuous independent variatdes
transformed to natural logarithm. Parameter esgémabncerning sub-markets and time are not presentae
table as well as estimates concerning floor, nurobéioor, missing information about floor, numhafrfloors,
elevator and balcony. Moran’s | = presence of aut@tation on residuals (significant at 99% level)

Results indicate that more than 85 per cent of vilmation in apartment prices can be
explained by the included hedonic attributes. Adoagy to the spatial error model, all
estimated parameters concerning property and apattattributes have correct sign and are
of reasonable magnitude. The only exception isattevthat seems to have a negative impact
on apartment price. However, when elevator is auierd with number of floor, a positive
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effect from floor 3 is estimated. It indicates tleévator is capitalized positively into price if
the apartment is located on, for example, floor ¥ dpproximately 9 per cent [-
0.03+(6*0.02)].

Unsurprisingly, proximity to water has a clear posi effect on apartment prices. The
interpretation of the estimates of water means dnaapartment located 50 meters from the
water is expected to sell for almost 12 per ceht'(&1) more than an apartment located, for
example, 600 meters from the water, all else bemgal. The result of proximity to water is
consistent with other studies. To be very closa teubway station (within 100 meters) is
regarded as positive. It is clear that the negatikternalities, such as, for example, noise and
vibrations, surrender over the positive. Not expélgt, proximity to commuting train stations
has no effect on apartment prices in the range@rbéters. Moreover, apartments close to a
highway are not more likely to have lower priceartithose that are not close to those roads.
Main streets seem to have a positive effect onepifithe apartment is located not too far
away from the main street, but no negative effieitis located close to a main street.

It is interesting to observe that the estimate@dmaters concerning location variables become
insignificant, less significant or even switch sifinve compare the spatial error model with
the OLS models. In the OLS models, almost all est@® for the location variables are
significant, but not in the spatial models. Thecerigradient is also highly affected. As
Wilhelmsson (2002) concludes, the choice of spatiricture affects the interpretation of
estimates for variables with which it is correlated

Residential burglary rate 2008
M 213 t056,6

B 72 to21,3
23 to 7,2

0,01t0 23

Lagged rate
Residential burglary 2008

M99 to245
M 42 to 99
118 to 42
[J001to 1,8

(a) Residential burglary rates in Stockholm, 2008 b) Lagged residential burglary rates in
Stockholm, 2008.

Figure 3
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The results indicate that total crime rate hasmpaict on apartment prices (the coefficient is

not statistically significant different from zera) the OLS models and in the spatial lag

model. However, in the spatial error model botmeriand crime rate in neighbouring areas

are negatively related to apartment price. Thepnétation is that if the total crime rate in the
area increased by one per cent, apartment priceklwe expected to fall by 0.04 per cent.

We have also analyzed whether different types oherare more suitable in explaining
apartment prices, thus, testing hypothesis 2. Nedifferent types of crime used are those
chosen from the principal component analysis, ngmebbery, vandalism, burglary, theft
and violence. We have not included all the type®rne hedonic model; instead we have

included each of the types separately into differandels. The basic equation estimated is

equation 3 and 5 above. We have included the cvani@ble which measures the crime rate
in the area where the apartment is located. Fample in the first model we have included

robbery per 10,000 inhabitants in the area wheeeagartment is located. We have also
included a variable measuring the rates of robbaniéhe neighbouring areas (variable name
W_Robbery) in a way to investigate whether roblseimesurrounding areas affect the robbery
rates in a specific area. The results are showrabie 2. Because of space limitations, we are

presenting only the estimated parameters concerthiegdifferent crime types. All the

coefficients concerning property, apartment an@tion variables are of the same magnitude

as in Table 1. Figure 3 illustrates the geographyesidential burglary (and in its lagged

form) that significantly affects apartment prices.

Table 2 — Different measures of crime — OLS andi8p&arror Models with Instrumental

Robbery Vandalism Burglary Assault Theft
Coefficient Coefficient Coefficient Coefficient Eflicient
OoLS Error OLS Error OLS Error OoLS Error OoLS Error
Robbery -.0049  -.0037 - - - -
(-.45) (-2.43)

W_Robbery -.0470  -.0028 - - - -

(-15.7) (-4.64)
Vandalism - -.0340 -.0058 - - -

(-2.27) (-2.80)
W_Vandalism - -.0.184 .0035 - - -
(-4.83) (4.32)
Burglary - - -.1468 -.2110 -
(-2.14) (-2.16)
W_Burglary - - -.0514 -.0044 -
(-13.27) (-5.16)
Assault - - .0013 -.0503
(.0923) (-2.45)
W_Assault - - -.0358 -.0213
(-13.05) (-3.80)
Theft -.0792 -.0563
(-6.20) (-3.26)
W_Theft .0442 .0832
(9.74) (8.92)

R-square 7720 .8848 .7662 .8854 7702 .8849 .7700.8457 .7681 .8854
AIC 691 -4036 914 -4035 762 -4041 768 -4030 843 9440
Moran’s | on 0.49 0.50 0.50 0.49 0.50
residuals

Note: t and z-values with brackets, respectiveraieter estimates concerning housing attribudes-lise
characteristics and time dummies are not showhdriable.
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Crime rate in surrounding areas plays a differeie depending on the type of crime. The
reasons behind such dynamic are difficult to knaw dertain but there might be several
different processes going on between neighbouriegsawhich affect buyers’ perception
differently. Thefts in neighbouring areas, togetmeth vandalism, seem to be positively
correlated to apartment prices. Buyers may intérphe relatively high criminogenic
conditions in nearby areas as a quality they waattler avoid but which, by comparison,
makes their own neighbourhood look more attracfasein “at least we have it better than
them” effect). For instance, the impact of vandalisn housing prices has extensively been
documented by Gibbons (2004), but previous litesin urban criminology illustrates the
dynamics behind property value depreciation throtigh interpretation of vandalism and
incivilities. Buyers read into the presence of disy, vandalism and incivilities that residents
and authorities have lost control of the commuaitg are no longer in a position to maintain
order (Hunter, 1978). Incivilities may also symbelithe erosion of commonly accepted
standards and values, norms concerning public betraand loss of social control (Lewis
and Salem, 1986, Skogan, 1990, Lagrange et al2)199

Residential burglary, together with robbery andaalisin neighbouring areas has a negative
effect on apartment prices. The depreciated eff@ctpartment prices in an area and its
neighbouring zones may related to spill-over preesqoffenders act both where they live
and in nearby areas) but also copy-cat dynamidsl€nce begets violence’ in the sense of a
spatially contagious process). The seriousneskeobtfence makes buyers perceive violence
differently from acts of vandalism: whilst the firpushes the property prices up at the
location and down in the surrounding areas, therstpushes apartment prices down both at
the location and its hinterland.

Parameter heterogeneity in space

Despite the fact that residential burglary is teeosid best model according to AIC measure,
we continued, nevertheless, with that offence mheoto analyze parameter heterogeneity in
space. The reason we have used the variable isittimtmore directly connected to the

apartment market and it is the variable among tiraecvariables that has the largest price
sensitivity to apartment prices. On average, ifrihenber of burglaries increases by one per
cent, apartment prices are expected to decreas@.Zdy per cent. In an attempt testing

hypothesis 4 we have investigated whether the agtgnparameters concerning residential
burglary and burglary in neighbouring areas argedght in different parts of Stockholm. The

model that we have estimated is equal to equatioel@wv.

y = Bx+ B,C+ B,WC+ B, CH B, CNt £

£= e+ (6)

We have divided Stockholm into the North and theitBmart (variable name N) and into
inside and outside the inner circle (I) of Stockhgfin this case 3 kilometres). Both the
variable N and | is multiplied with burglary (C) aif 3, andfs is statistically different from
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zero, burglary rate impacts negatively on apartnpeices differently in different parts of the
city. The results of that test are presented indab

Table 3 - Parameter heterogeneity (Burglary) — @h& Spatial Error Model

Inside inner circle North Inside inner circle amatth
Coefficient Coefficient Coefficient
OLS Error OLS Error OLS Error
Burglary -.3730 -.2487 -.2002 -.1836 -.3716 -.2353
(-5.43) (-2.59) (-3.00) (-1.92) (-5.38) (-2.45)
W_Burglary -.0358 -.0345 -.0372 -.0353 -.0357 -D34
(-9.31) (-4.27) (-9.61) (-4.33) (-9.26) (-4.26)
Burglary *Inner .2500 .1093 - - .2508 1159
(9.92) (3.79) - - (9.81) (3.97)
Burglary *North - - .0300 -.0270 -.0040 -.0392
(1.42) (-.85) (-.19) (-1.45)
Adj R-square 7893 .7870 7893
R-square .7880 .8857 .7857 .8857 .7880 .8857
AlIC 1.35 -4246 97.8 -4233 3.32 -4246
Moran’s | 0.47 0.47 0.48

Note: t and z-values respectively in brackets. iPatar estimates concerning housing attributes - lesed
characteristics and time dummies are not showhérnable. White's robust estimation of the standhdation.
Inner circle is equal to within 3000 meters from@Bnd North is equal to all areas north of CBD]|uding
peripheral western and eastern areas of the city.

The results seem to indicate that the impact ofjylacy on apartment values is different
depending in which part of the city we can obseiwe burglaries. It can be noticed that
burglary in the central part of the city does havkesser effect on apartment prices, while
burglaries outside the inner circle has a highgatiee impact on price. It is also evident that
burglaries in the north part of Stockholm have ghir effect on price (not significant on a
5% level). Hence, burglary has a negative impachmartment prices and seems to be highest
north of the inner circle (more than 3 kilometresni CBD). Burglaries in the central city
appear to be expected and are capitalized lespiite. The effect is visualized in the figure
below.

o ¢

Figure 4 — The effect of residential burglary ooperty prices
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The impact of crime on housing prices in North Aicen cities is not much greater than the
effect found in Stockholm, even after consideriiffedences in crime type and methodology.
For instance, in Boston, Hellman and Naroff (197))orted an elasticity of 0.63 for total
crimes whilst Lynch and Rasmussen (2001) foundlastieity of 0.05 for violent crimes in
Jacksonville, Florida. Our findings indicate thatatal crime increases by one per cent in
Stockholm, apartment prices are expected to falDloy per cent. This decrease is slightly
higher if considers the effect of residential barglonly. If residential burglary increases by
one per cent, apartment prices are expected tbydl21 per cent. Although these results are
in line with what was expected (Stockholm, a citmbedded in a typical welfare state
economy), a comparison with another case studya(oharket oriented economy) using
exactly same methodology would be needed to faét the hypothesis 5. Moreover, more
knowledge would be needed to assess the mechatiiskisg house prices, crime and
inequality in different societal contexts. Here agsumed that the impact of crime on housing
prices would be lower in Stockholm as a result effare policies interventions that moderate
negative effects of market economy.

5. Final consider ations

The objective of this paper is to analyze the m@hship between apartment prices and
different measures of crime. Researchers have $oiggested that high crime levels make
communities decline. This decline may translate iam increasing desire to move, weaker
attachments of residents and lower house values. i$tbecause buyers are willing to pay
more for living in neighbourhoods with lower crinnates or, alternatively, buyers expect
discounts for purchasing properties in neighboudsowith higher crime rates. There is an
urgent need of empirical evidence in this field @n&wedish conditions since very little
evidence is found in the international literature.

Our study contributes to existing literature in rexous ways. First, the article provides

evidence of the impact of crime on housing pricea icapital city of a welfare state country

such as Sweden. Second, the study explores a Eeiblise attributes not communally used
in hedonic pricing modelling. The neighbourhood teah is incorporated into the model by

attaching, to each sold apartment, information thetracterises a finely detailed statistical
unit of analysis using GIS. Moreover, if a low cdrarea is surrounded by high crime, then
criminogenic conditions in that area may be undemeded because of the high levels of

crime in neighbouring zones. GIS and spatial dtesisechniques are then used to tackle this
problem, so the neighbourhood structure is addedeaonodel to capture crime conditions in

each unit of analysis but also in its neighbourtngs.

We are testing five main hypotheses. First, crimpdcts negatively on apartment prices after
controlling for attributes of the property and négurhood characteristics. Second, different
types of crimes affect property values differenthg in the UK, we believe that in Sweden
criminal damage has the highest effect in housimgeetermination because its occurrence
is visual and indicates community instability. Thithe price of an apartment is dependent on
the crime levels at its location as well as thenerievels in the surrounding areas. This effect
varies by offence type because different types wihes are generated by different
mechanisms. Fourth, we tested the hypothesis thateceffect on apartment prices is
different in different parts of the city. We haveed a cross-sectional data set from the year
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2008. We have examined apartment sales and rectindetlansaction price of nearly 9000
observations in the city of Stockholm, Sweden. Vdgeha number of apartment attributes
such as living area, number of rooms, monthly fe@ age as well as elevator, balcony and
floor level. We have also included location atttésisuch as distance to CBD, distance to
water, subway station, commuting train stationhtigy, and Main Street. The third group of
data we are utilizing is crime data such as totahe& rate, robbery, vandalism, violence,
residential burglary, shoplifting, and drugs, adlvas theft, theft of cars, theft from cars,
assault. Finally, by comparing Stockholm with otloaises studies in the literature, often
embedded in more market oriented economies, wedfdbat the impact of crimes on
apartment prices is often smaller in Stockholm ttenone found elsewhere.

The estimation procedure is first to estimate gp#n®OLS model. However, as there may be a
problem of endogeneity between apartment pricescantk rates, we are using a two-stage
instrument variable approach. We also tested fati@pdependency and found such. In order
to remedy the problem, two different spatial modelse been estimates. The first is a spatial
lag model and the second a spatial error modedifk@gs indicate that if total crime increases

by one per cent, apartment prices are expectelltbyf 0.04 per cent. To fully test hypothesis

5, future studies should devote time to assesm#whanisms linking house prices, crime and
inequality in different societal contexts.

Contrary to what was initially hypothesized, resiti@ burglary (not vandalism) seems to
have the greatest effect on property values, left #eems to have the statistically strongest
effect. If residential burglary increases by one gant, apartment prices are expected to fall
by 0.21 per cent. It seems that the expected ‘Vigfi@ct’ of vandalism on people’s
perception of an area is not strong enough to affeaperty prices in the case of Stockholm.
A possible reason for this is that public disorded vandalism (typically inner-city offences)
are not equally reported to the police as moreogsrcrimes. Thus, in areas where vandalism
is the only problem, vandalism alone is not enotghffect people’s perception and pull the
prices down. However, in areas where all sortsriofi@s are part of everyday life, vandalism
(together with other problems) contributes to lawgrproperty prices. Another possible
reason that residential burglary has a stronga&cefin apartment prices than vandalism is
because the two offences are quite different iruneatWhilst targets of vandalism and
criminal damage belong to a more public sphere @mdoors (bus stops, fences, gates),
targets of residential burglary are always thematty of a private property (the apartment and
objects in it). This difference between public grd/ate should affect how people perceive
residential burglary in relation to vandalism, firet being more serious and more intrusive
than the second.

Results show also that the magnitude of the etieoesidential burglary on apartment prices
is highest in the northern part of Stockholm thamhie South. Apartments in inner-city areas
are also less discounted than the ones locatdakimdntral areas. Although it is difficult to
indicate definitively the reasons behind the Nd@tuth divide, it is possible to say that
Northern Stockholm includes areas that are both higd low in crime, which would make
the comparison between these areas easier, anffestingg more strongly the market for
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apartments in this area. In the Southern pattspadh most of the areas are regarded as non-
problematic, these areas tend to have a more homagerime rate, disturbed occasionally
by pockets of high crime. This means that peoplgrguapartments in the South, where
apartments are usually cheaper than in the Noréhnat able to use crime rates to negotiate
better prices. Inner-city areas are often moreedlregardless of crime rates because these
areas offer amenities (e.g., location, good quatitylife) that are more valued by those
buyers. Findings show evidence that inner-city atremncompensate for ‘lack of security’, a
quality that is not taken into consideration by ésydetermined to live in Stockholm inner
city.

One of the most important findings of this reseaixtihe indication that the price of an
apartment is dependent on the crime levels abiation as well as the crime levels in the
surrounding areas, regardless of crime type. TWideace lends strength to the argument that
future research dealing with the assessment of epippprices must take the spatial
arrangement of the data into account. These firsdihgve both methodological and
criminological implications. First, the way we ass@n area goes beyond its administrative or
analytical boundaries, so if apartment prices aftated to the crime of its area only, we are
missing the effect of the surroundings, and our @hdd mis-specified. Second, if lag
dependent variables are not incorporated into tbeels as independent variables, there is no
way to test for spill-over effect, and consequestiyne of this variance will erroneously be
captured by other variables of the model that fsawélar geography.

This article makes contributions to the way propedlues are influenced by environmental
and security conditions. This study is innovativeits exploration of different scales of
analysis by incorporating the effect of crime raaesn area and in its neighbouring locations.
Another important feature of this study is the itestof measures of different buffer zones
using GIS from land use factors, such as undergroamd train stations, water bodies.
However, the analysis shares limitations with otaealyses relating to crime and property
prices, which are important to mention here. Onatétion is that the modelling section is
based on the database from 2008 only, which isneyoow a time period for drawing final
conclusions on the relationship between the effiéctime rates and apartment prices. Future
research should devote time to elucidate the pseseshrough which apartment prices
interact and are influenced by crime using longatedata series. Challenges for future
research should also include the testing of criai®s instead of crime rates (as applied in
this study) or other denominators for burglary,isas total number of properties in the area.
Data permitting, there is also a need to test ffecteof different strategies to ensure the
modelling robustness, such as testing differenegypf weight matrices (such as distance-
based, instead of binary ones) and other instrusmheatiables (instead of homicide, as used
in this study). Another remaining research quesisoto assess whether fear of crime has the
same effect on apartment prices as do crime rBtespite these limitations, we believe the
results from this study can enhance current reBeamaelationships between crime rates and
apartment prices by providing empirical eviden@egrfra Scandinavian capital city.
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Appendix - Principal Component Analysis

A. Explanatory power of each factor

Component Eigenvalue Proportion Cumulative

M1 6.141 0.512 0.512

M2 2.847 0.237 0.749

M3 1.006 0.084 0.833

M4 0.858 0.072 0.904

M5 0.510 0.043 0.947

M6 0.379 0.032 0.999

M7 0.245 0.020 0.999

M8 0.009 0.001 0.999

M9 0.003 0.001 0.999

M10 0.001 0.001 1.000

M11 0.000 0.000 1.000

M12 0.000 0.000 1.000

B. The nature of the factors

Component Description Variable loading (>0.40)

M1 Robbery Robbery 402
Drug 401

M2 Theft and vandalism  Theft 518
Theft from cars 523
Theft of Cars 471
Vandalism 479

M3 Burglary Burglary .988

M4 Violence and assault  Violence .559
Assault 574

M5 Cars Theft of cars .752

M6 Vandalism Theft from cars 443
Vandalism .596

M7 From cars Theft from cars .688

M8 Shoplifting and drugs  Shoplifting 461
Drugs 516

M9 Shoplifting Shoplifting .563

M10 Theft Theft .569

M11 Violence Violence 721

M12 Crime Crime .545

29



Appendix: The database of study

Data Type Source Variable Description Unit Average Standard deviation
Apartment sales Broker Statistics Price Transaction price SEK 2336776 1413819
(Maklarstatistik) Area Living area Square meter 62.25 26.76
Room No. of room Number 2.33 1.02
Year: 2008 Fee Monthly fee SEK 3127.21 4853.02
Agel Before 1900 Binary .0523 .22
Age2 1900-1930 Binary .3475 .48
Age3 1930-1945 Binary 2204 41
Age4 1945-1965 Binary .0846 .28
Age5 1965-1993 Binary .0621 .24
Age6 1990- Binary 2330 42
New Sale year = building year Binary 0206 14
Elev Elevator in the house Binary 5856 .49
Balc Balcony in the apartment Binary 1087 31
First First floor Binary 2048 .40
Top Top floor Binary .2668 44
Externality data and sub-market Distance Distance to CBD Meter 5137.03 3554.02
characteristics NE North-east quadrant Binary 2515 43
NW North-west quadrant Binary 3580 .48
SwW South-west quadrant Binary 1322 .34
Stockholm'’s housing office Water100 100 meter buffer from water Binary .0829 .28
(Stadsbyggnadskontoret) Water300 300 meter buffer from water Binary .3072 .46
Water500 500 meter buffer from water Binary .4821 .50
Sub100 100 meter buffer from subway station Binary .0983 .30
Sub300 300 meter buffer from subway station Binary .4623 .50
Sub500 500 meter buffer from subway station Binary .7070 .46
Train100 100 meter buffer from commuting train istat Binary .0085 .09
Train300 300 meter buffer from commuting train istat Binary .0391 .19
Train500 500 meter buffer from commuting train istat Binary .0858 .28
Road100 100 meter buffer from highway Binary 0072 .08
Road300 300 meter buffer from highway Binary 0655 .25
Road500 500 meter buffer from highway Binary .1535 .36
Main100 100 meter buffer from main street Binary 642 44
Main300 300 meter buffer from main street Binary 438 .48
Main500 500 meter buffer from main street Binary 0138 .40
Crime Stockholm Police Crime Crime rate per 10,D0&bitants Ratio 7963.494 254881.1
Robbery Robbery per 10,000 inhabitants Ratio 93.776 3141.251
Vandalism Vandalism per square meter of area Ratio 4.306 5.158
Violence Outdoor violence per 10,000 inhabitants tiRa 281.5881 8905.225
Burglary Residential burglary per 10,000 inhabisant Ratio 51.481 92.930
Shoplifting Shoplifting per 10,000 inhabitants Rati 1880.947 95930.84
Drugs Drug related crimes per 10,000 inhabitants tioRa 434.534 13668.88
Theft Theft per square meter of area Ratio 8.715 222
Theft of cars Theft of cars per square meter od are Ratio .406 .304
Theft from cars Theft from cars per square meterea Ratio 1.053 .786
Assault Assaults per 10,000 inhabitants Ratio 168.5 5988.247
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