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ABSTRACT

A tes strategy consisting of atwofold application of a Lagrange Multiplier test is suggested as
adeviceto revea spatia nonstationarity and spurious spatia regeression. It isfurther illustrated
how the test strategy can be used as a diagnostic for presence of a spatial cointegrating
relationship between two variables. Using Monte Carlo smulations it is shown tha the small

sample behaviour of the test strategy is as desired in these cases.

JEL Clasdfications C21; C40; C51; J60.
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1. INTRODUCTION

Spatial regression has been discussed widely in books dedicated to developments in spatial
econometrics, notably by Anselin (1988a), and Anselinand Florax (1995). The consequenses for
estimation and inference in the presence of stable spaia processes have been extensvdy
invedigated (Haining 1990; Anselin 1988a; Bivand 1980; Richardson 1990; Richardson and
Hémon 1981; Clifford and Richardson 1985; Clifford, Richardson and Hemon 1989) . A recent
study (Fingleton 1999) takes the first steps into analyses of implications of spatial unit roots,
gpatial cointegration and spatial error correction models. A follow-up to thisstudyisfoundinMur
(2002), where the concept of spurious spatia regression is established in aframework of spatial
trend (non)stationarity. In Lauridsen (2002) estimation of spaial error-correction models using

an |V approach is investigated.

The present paper refinesthe suggestions of Fingleton (1999). Specifically, Fingleton suggeststhat
“very high” values of Morans | test for spatial residua autocorrelation indicate spatial
nonstationarity and spuriousregression. Itis, however, left as an open question how to distinguish
between stationary positive autocorrelationand nonst ationarity. T he present invegigation shows
that atwofold goplicaionof the LM test for residual autocorrel ation can provide abeter founded
bads to separate these two cases. It is further shown that the same procedure works as a
diagnostic for spurious regression. Next, it is suggeged that the test procedure works well asa
test for gpatial cointegration, using a specific two-variable data generating process. In al cases,
the small-sample properties of the suggested procedures are derived using Monte Carlo
smulation. Itisconcluded that the procedure works well in all cases, even for fairly small sample

sizes. Finally, the practi cal applicability of the suggested approach is shortly illustrated using two
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cases from recent empirical research.

2. MODELSWITH SPATIAL DYNAMICS

2.1. Theregressve, spatial autoregressive model.

The first order spatial autoregressive model [SAR(1) model] was initially studied by Whittle
(1954) and has been used extensively in works by Ord (1975); Cliff and Ord (1981); Ripley
(1981); Upton and Fingleton (1985); Anselin (1988a); Griffith (1992); Haining (1990); Lauridsen

(2002). Theregressive, first order spatia autoregressive mode [SARX (1) model] is defined by

(21) y=pWy+Xp+e€,e~N(0,0c%),

in which y is an nx1 vector, X an nxK matrix of exogenous variables, p the autoregressive
parameter, | the nxn identity matrix, € an nx1 vector of white noises distributed with variances
o? and W an nxn proximity matrix defined by W, = 1 if observation j is assumed to impact
observationi, and W, = 0 otherwise (Footnote 1). W may be noncircular, which isthe casefor the
time series variant where W, = 1 if j = i-1, fori = 2,3,..,n. For the gerera spatial case, W is
generdly circular. For example, if the sanplecongds of across sectionof nregions, W isusualy
defired by W, = W, = 1if regioni andj are neighbours. As proved by Anselin (1988a), circularity
of W rendersOL Sestimationof the parametersinconggent. This isin contrast to the time series
case (and any other non-circular cases) where OLS provides conddent (although inefficient)

estimation.



2.2. purious regression and nonstationarity.
If one or more of the x variables are generated according to a SAR sceme, a risk of spurious
regression occurs. Especialy, the case of spatial nonstationarity, wherey and one or more of the
X variables have a p close to 1, the risk of spurious regression is darmingly high. This is
demonstrated in Fingleton (1999) where extremely high values of the Moran’s | test for spatial
autocorrelation is shown to indicate spatial nonstationarity. The Moran | test is defined as
22 1=(n/S)(eWel€e),
where S is the sum of the dements in W and e the esimated OL S resdud vector. It is
asymptotically normally digributed with mean

E(l) = (n/S) tr(MW) / (n-K)
and variance

V(1) = (N/S? [tr(MWMW?) + tr(MW)? + (tr(MW))?]/[(N-K)(N-K+2)] - E(I
whereK isthe number of exogenous variables (including the congtant term), and M = 1-X(X’ X)
X', Thus, the standardised value Z = (I-E())V V(1) is asymptoticaly standard normally
distributed under H,: € iswhite-noise. However, Fingleton leaves it as an open quegion how to

separate the case of sationary podtive autocorrelation (0<p.<1) from the nonstationarity case

(Pe=1).

The present study suggests a twofold application of a Lagrange M ultiplier test for spatially
autocorrelaed errors. TheLM error statistic (LME) devdoped in Anselin (19883 1988b),
(23) LME=(eWe/ c?)?/tr(W?+W’'W) .

is asymptotica y? distributed with 1 degreeof freedom under Hy: p, =0

Inthe case of spuriousregression, the error term € of the regression
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(24) y=Xp+e
will contain a unit root, i.e.
e=pWe+u,u~NQO, o),
with p.=1. Therefore, a large LME vaue indicates either spatial nonstationarity or stationary
(positiveor negative) aucorrel ation. Thisresult correspondsto the suggestionsof Fingleton (1999)
with the Moran | ted repladngthe LM ted. Next, under H,: nonstationarity, it follows that
e=We+pe=e=A"u
so that
(25 Ay=AXB+p
where A=I-W denotesthe spatial difference operator. Equation (2.5) impliesthat a regression of
Ay on AX provides a white noise error, so tha the LM error test statistic for this spatially
differenced mode (DLME) will be closeto zero. On the other hand, if H,: nonstationarity does
not hold, then the spatid differencing will bring about a negative (stationary) spatial residual
autocorrelation leading to a positive DLME value. Concluding, the test strategy consists of
caculating and inspecting the LME and the DLME values, leading to one of three conclusions
(Footnote 2): Nonstationary, spuriousregression (LME positive, DL ME zero); stationary spatial
autocorrelaion (LME and DLME positive); or absense of autocorrelation (LME zero, DLME

positive).

It may be further relevant to investigate whether y or any of the x variables are gatially
nongationary. This may be revealed by using the suggested procedure for aregresson of the
variable in question (i.e. z being one of y, x;, X,, ... ) on a constant term. Specificdly, the
regressions

Z=0oi +¢€



and

Az=0oAi+€
readily providethe LME and DLME test statistics, which lead to one of three conclusions z is
gpatially nongtationary (LME positive, DLM E zero); z representsadationary SAR scheme (LME

positive, DLME positive); or zis free of any spetial pattern (LME zero, DLME positive).

A further advantage of the LM test drategy isthatit isquite flexible. Thus, itispossibleto control
for omitted modd festures insofar that thesecan be incorporated aspart of the likdihoodfunction.
For example, it is draghtforward to account for omitted heterogeneity and an omitted

autoregresson in the dependert variable alongthe lines suggesed in Ansdin (1988h).

2.3. Spatial cointegration.
Spatial cointegration denotes the cae where two or more varnades in a regression are
nongtationary, while the residual isstaionary. A simple data generating process which generates

two nongtaionary but possibly cointegrating seriesisthe following system:

(26) x+Py=u,u=Wu+e
(270 x+tay=e,
where e, and e, are white noise processes. From these definitions,
x = a(a-B)"u - B(a-B)'e,
y =-(@-B)"u + (a-p)’e,
fromwhichit is clear that x and y are SI(1) but that they cointegrate for any o different from O
and certain 3 values, because (x+ay) is1(0). Specificaly, therelation will be non-integrated if (i)
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o=0 or (ii) >0 and B>c.

We auggest tha the above LM drategy may apply to thissituation. Specifically, a regresgon of
y on X represents a cointegrating relation (if LME is zero and DLME is negative) or a non-
integrating relation(if LME ispositiveand DLME iszero). Thelimiting case of “near integr ation”

(>0, p>a) will bealso be reveded (if LME and DLME are positive).

3. Monte Carlo simulation studies: Designs and results.

In the following section, the smdl-sample properties of the above suggested test Strategies will
be invedigated using Monte Carlo ssimulation studies. The chosen Morte Carlo designs are

outlined together with the results.

3.1. Spurious regression.

To investigate the finite sample properties of the suggested LME test strategy for spurious
regresson, thefollowing M onte Carlo design were investigated. To reflect reality, weassume a
multiple regression where some of the explanatory variables are stationary and some nondatio-
nary. Specifically, we employ four explanatory variables, of whichtwo are nongationary and two

are white noise processes. The specific design were as follows:

For specific sample size n: Perform 10,000 iterations:
Generate g, €, €, e, €, asindependent N(0,1) series.
Lete=(I-p.W)"e,

Letx = (I-p,W)'e, i=1,2.

Letx, =¢,i=3,4.



Lety=i+Xx, +X, +X;+X,te
Regressy on X =[i X, X, X3 X, ] and Ay on AX. Report LME and DLME.
Report the percentage of casesout of 10,000 where LME, respective DLME exceeds

the 5 per cent critical value of y*(1) = 3.84.

To investigat e the impact of contiguity matrix type, we used rook and gqueen type cortiguity
matrices based on anrxr board (so that n = r?) with r assumed to take the values5, 10, 15, and
20. Inthisas well as the following simulations, we followed the usual convention and employed
arow-standardized W matrix, i.e W; werereplaced by W, /X%, \Wi. Further, the behaviour of
the strategy under H, : nonstationarity as well as H, : stationarity (including the case of near
nongationarity) were investigated by assuming p, to take the values 0, 0.5, 0.9, 0.99 and 1. For

each of these, p, is assumed to take the values 0, 0.5 and 1.

The results are provided in Table 1.

(table 1 around here)

Table 1 shows that the procedure performs well, and that the performance of the procedure is
acceptable, even for fairly smal sample sizes. That the case of near nondationarity causes
problemsinidentifying the “true” datagenerating processis well-knownfromtimeseriesanalysis.

However, contrary to time series andysisspatid dependence of moderate size (i.e p values of

about 0.5) in economic sygems seens to be much more reasonable than the case of near-
nonstationarity (seee.g. Rey and Montouri, 1999; Kosfeld, Eckey and Dreger, 2002). Further, the
performanceof the procedur e seemsto be unaffected by thetype of contiguity matrix, astherook

and the queen cases provide similar results.



3.2. Test for nonstationarity.

To investigat e the finite samplepropertiesof the suggested LME test Srategy for nonstationaity

of asingle variable, the following Monte Carlo designwas investigated:

For specific sanple size n: Perform 10,000 iterations:
Generate eas independent N(0,1) series.
Lety = (I-pW)"e.
Regressy on X =i and Ay on AX. Report LME and DLME.
Report the percentage of casesout of 10,000 where LME, respective DLME exceeds

the 5 per cent critical value of x*(1) = 3.84.

Again, we used the rook and queen type contiguity matrices based on anrxr board with r assumed
to take thevalues5, 10, 15, and 20. Further, the behaviour of the grategy under H, : nondatio-
narityaswell asH1 : stationarity (including the case of near nonstationarity) were investigated by

varying p between the values 0, 0.5, 0.9, 0.99 and 1.

The results are provided in Table 2.

(table 2 around here)

As Table 2 showsthat the procedure performs well evenfor fairly small ssamplesizes. This holds
true under the assumption of nonstationarity as well as different stationarity cases. The case of
near nonstationarity is agan included for comparative purposes. Note that peformance is

independent of contiguity matrix type.
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3.3. Test for cointegration.

To invedigae thefinite sample propertiesof the suggested LME test strategy for cointegration

using the suggeged example, the following Monte Carlo design was investigated:

For specific sanple size n: Perform 10,000 iterations:
Generate e, e, as independent N(0,1) series.
Letu=(I-W)e,.
Letx = a(a-f)*u - B(a-B)*e, andy = -(a-B)*u + (a-p) e,
Regressy on X =[i x] and Ay on AX. Report LME and DLME.
Report the percentage of casesout of 10,000 where LME, respective DLME exceeds

the 5 per cent critica value of x*(1) = 3.84.

To invedigate the impact of contiguity matrix type, we again used the rook and gqueen type
contiguity matrices based on anrxr board with r assumed to take the values5, 10, 15, and 20.
Further, the behaviour of the drategy under H, : nonstationarity as well as H, : staionarity
(including the case of near nonstationarity) were investigated by varying «. and 3 between the

values shown in Table 3.

The results are provided in Table 3.

(table 3 around here)

Table 3 shows that the procedure performs well, especidly for fairly large n, and that the
performance of the procedure is acceptald e, even for fairly small sample sizes. Especidly, in the

caseof cointegration (ee=1) and non-integration («.=0) , theprocedureworksexcdlently, while the
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greyzonecaseof near-integration (O<o<1, p>) is charachterized by inconclusivetest sizes. These
conclusions hold for both types of contiguity matrices, with asingle exceptionfor the caseswhere
o and 3 are close to each other. In such cases, the rejection percent ages are much higher for the

gueen than for the rook case.

4. AN EMPIRICAL ILLUSTRATION

Toillugtrat e the above concepts, we provide an empirical example investigated in Lauridsen and
Nahrstedt (1999) and Lauridsen (2002). The model is concerned with determination of a
regression model for outcommuting ratios as a function of unemployment, participaion rate,
density of working places and average household size. Data were from a 1994 census for 275
Danish municipalities. See Table 4 for a description of the data.

(table 4 around here)

Table5 presents the estimated modd. InLauridsen (2002) it wasleft as an open question whether
the unexpected negative sign for the UNEMP coefficient was caused by spuriosity due to spatial
nongationarity. The Lagrange M ultiplier tests for spatial nonstationarity, provided in Table 5,
points to stationarity of the residuals as well as of the single variables. It is concluded that the
sngle variables as wdll as the entire regression are stationary. Thus, the negative sign for
unemployment israther dueto structurd propertiesthan to spatid nongationarity.

(table 5 around here)
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5. CONCLUSIONS

Until now, it hasnot been well established how to separae thecaseof spatid nonstaionarity from
the case of stationary positiveaut ocorrelation. Asaconsequence, rdiable diagnosticsfor spurious
spatial regression and for the existence of gpatia cointegrating relations have not been available.
The present study aimsto contribute to close these gaps by proposing a strategy for detecting
spatial nonstationarity. It is shown that the strategy of a twofold application of a Lagrange
Multiplier test provides adequate d agnostics for bothspurious spatid regression and the presence
of gpatial cointegrating relations. By meansof M onte Carlo smulations it is demonstrated that the

finite sample properties of the suggested methodology are as desired.

FOOTNOTES

1. A further generaization, which is not infocus of the present study, is to allow the non-zero
units to be different from 1. I n this way, it is possible to apply weights to the strength of the
impact from observation i onto observation j.

2. Thetest resultistermed to be “positive” if the LM ted statistic differssignificartly from zero

and “zero” otherwise.
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TABLE 1. MONTE CARLO RESULTS FOR SPURIOUS REGRESSION STUDY .
PERCENTAGE OF CASES WHERE LME / DLME VALUE REJECTS HO AT 5% LEVEL.
10,000 ITERATIONS.

Pe Px

0.99 0.
0.99 0.
0.99 1.
1.0 0
1.0 0
1.0 1

r=5(n=25)

0. 040/ 0.
0. 051/ 0.
0.069/0.

0.293/0.
0.230/0.
0.241/0.

0.900/0.
0.826/0.
0.883/0.

0.986/0.
0.946/0.
0.992/0.

0.736/0.
0.691/0.
0.572/0.

647
678
714

294
324
344

049
058
071

032
034
040

031
037
035

r=10(n=100)

0.044/1.000
0.052/1.000
0.057/1.000

0.966/0.977
0.956/0.981
0.966/0.982

1.000/0. 292
1.000/0. 300
1.000/0. 319

1.000/0. 049
1.000/0. 049
1.000/0. 056

1.000/0.044
1.000/0.042
1.000/0. 044

r=15(n=225)

0.049/1.000
0.049/1.000
0.051/1.000

1.000/1.000
1.000/1.000
1.000/1.000

1.000/0.630
1.000/0.623
1.000/0.646

1.000/0.064
1.000/0.070
1.000/0.079

1.000/0.049
1.000/0. 049
1.000/0. 049

r=20(n=400)

0.047/1.000
0.050/1. 000
0.051/1.000

1.000/1.000
1.000/1.000
1.000/ 1. 000

1.000/0.878
1.000/0.879
1.000/0. 888

1.000/0.085
1.000/0.096
1.000/0. 102

1.000/0.049
1.000/0. 049
1.000/0. 049

r=5(n=25)

0. 025/ 0.
0.027/0.
0.037/0.

0.193/0.
0. 135/0.
0. 065/ 0.

0.707/0.
0.616/0.
0.372/0.

0.837/0.
0.741/0.
0.492/0.

0.844/0.
0.759/0.
0.508/0.

302
298
289

111
115
118

022
021
025

033
034
029

043
037
025

r=10(n=100)

0. 043/0.998
0.042/0.999
0. 055/ 0. 999

0.820/0. 899
0.786/0.908
0.682/0. 905

1.000/0. 187
1.000/0. 190
0.999/0. 202

1.000/0. 042
1. 000/ 0. 041
1. 000/ 0. 044

1. 000/ 0. 046
1. 000/ 0. 045
1. 000/0. 043

r=15(n=225)

0.045/1.000
0.046/1.000
0.057/1.000

0.991/1.000
0.988/1.000
0.978/1.000

1.000/0. 486
1.000/0. 496
1.000/0. 495

1.000/0.051
1.000/0.056
1.000/0.064

1.000/0.051
1.000/0. 049
1.000/0.048

r=20(n=400)

0.051/1.000
0. 047/1.000
0.051/1.000

1.000/1.000
1.000/1.000
1.000/1. 000

1.000/0.773
1.000/0. 775
1.000/0. 780

1.000/0.074
1.000/0.078
1.000/0.076

1. 000/ 0. 047
1. 000/ 0. 048
1. 000/ 0. 047
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TABLE 2. MONTE CARLO RESULTS FOR NONSTATIONARY VARIABLE STUDY.
PERCENTAGE OF CASES WHERE LME / DLME VALUE REJECTS HO AT 5% LEVEL.

10,000 ITERATIONS.

Pe 0.0 0.5 0.9 0.99 1.0 0.0 0.5 0.9 0.99 1.0

r=5 (n=25) 0.041/0.900 0.442/0.556 0.979/0.127 0.999/0.065 0.921/0.054 0.030/0.425 0.259/0.167 0.811/0.031 0.906/0.028 0.918/0.027
r=10(n=100) 0.049/1.000 0.971/0.990 1.000/0.380 1.000/0.069 1.000/0.047 0.042/0.999 0.843/0.931 1.000/0.225 1.000/0.046 1.000/0.043
r=15(n=225) 0.047/1.000 1.000/1.000 1.000/0.690 1.000/0.087 1.000/0.053 0.049/1. 000 0.992/1.000 1.000/0.528 1.000/0.063 1.000/0.045
r=20(n=400) 0.049/1.000 1.000/1.000 1.000/0.897 1.000/0.110 1.000/0.048 0.050/1. 000 1.000/1.000 1.000/0.796 1.000/0.083 1.000/0.046
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TABLE 3. MONTE CARLO RESULTS FOR CONTEGRATION STUDY.
PERCENTAGE OF CASESWHERE LME / DLME VALUE REJECTS HO AT 5% LEVEL.
10,000 ITERATIONS.

----------------------- ROOK- - - - - s e e B i @ U1 -1 | e
o B r=5(n=25) r=10(n=100) r=15(n=225) r=20(n=400) r=5(n=25) r=10(n=100) r=15(n=225) r=20(n=400)
0.0 0.01 0.888/0. 047 1. 000/ 0. 047 1.000/0.050 1. 000/ 0. 049 0.904/0. 027 1.000/0.042 1.000/0.050 1.000/0.047
0.10 0.895/0. 046 1. 000/ 0. 051 1.000/0.048 1. 000/ 0. 052 0.901/0.031 1.000/0.043 1.000/0.046 1.000/0. 044
0.50 0.893/0.046 1. 000/ 0. 046 1.000/0. 050 1. 000/ 0. 052 0.902/0.027 1.000/0. 044 1.000/0. 049 1.000/0.049
1.00 0.890/0. 044 1. 000/ 0. 047 1.000/0.052 1. 000/ 0. 047 0.901/0.028 1.000/0.039 1.000/0.049 1.000/0. 050
0.5 0.00 0.042/0.875 0. 050/ 1. 000 0.048/1.000 0.049/1.000 0.032/0. 427 0.042/1.000 0.046/1.000 0.046/1.000
0.40 0. 050/ 0. 340 0.064/0.922 0.058/1.000 0. 055/ 1. 000 0.095/0. 097 0.130/0.643 0.112/0. 966 0.094/0.999
0. 49 0.067/0. 248 0.095/0.777 0.077/0.987 0.069/1.000 0.147/0.073 0.024/0. 452 0.186/0. 851 0.144/0.982
0.51 0.070/0. 224 0.109/0. 741 0.086/0.978 0.074/1.000 0.163/0.063 0.264/0. 425 0.212/0.804 0.161/0.974
0.60 0.108/0.169 0.166/0.552 0.124/0.894 0. 096/ 0. 992 0.247/0.048 0.386/0.275 0.308/0.626 0.254/0.878
1.00 0.354/0.078 0.598/0.173 0.463/0. 309 0.354/0. 493 0.586/0.025 0.836/0.085 0.732/0.157 0.635/0.272
1.0 0.00 0.045/0.876 0.047/1.000 0.051/1.000 0.050/1.000 0.033/0.431 0.042/1.000 0.051/1.000 0.047/1.000
0.50 0.039/0.602 0. 044/0.998 0.047/1.000 0. 049/ 1. 000 0.043/0.219 0.054/0.939 0.054/1.000 0.053/1.000
0.90 0.057/0.274 0. 083/ 0. 847 0.067/0.996 0. 059/ 1. 000 0.123/0.084 0.185/0.548 0.145/0.910 0.118/0.999
0.99 0.071/0. 232 0.098/0.767 0.079/0.982 0.070/1.000 0.156/0.068 0.239/0. 438 0.202/0. 842 0.157/0.981
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TABLE 4. VARIABLES USED FOR EMPIRICAL STUDY

Variable Definition Mean S.D. Min Max

OUTCOM N umber of persons with residence in the municipality 58.14 37.79 6.00 237.00
and workplace in another municipality in percentage

of the number of workplaces in the municipality®

PSH1766 Populationshare of 17-66 year-olds (%) 65.22 2.85 57.90 74.20
WORKPL  Number of work places per 10 0 inhabitants® 43.11 11.63 21.00 100.00
IPHOUS Num ber of inhabitants per household® 2.39 0.16 1.74 2.77
UNEMP Number of unemployed per 100 17-66 year-olds® 9.37 2.24 5.00 18.70

Proximity matrix:

w1 Neighbourho od matrix for N=275 D anish municipalities’
Description of number of links per municipality: 4.59 1.68 1 8
Density of W,=.017

w Row standardization of W,

Data collected 1994, for N=275 Danish municipalities.
Source: a: Statistics Denmark, Copenhagen.

b : Own construction.
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TABLE 5. ESTIMATION OF THE COMMUTING MODEL

Dependent variable: OUTCOM.

Varidble Parameter Standard Error T value Probabil ity
Intercept -264.63 33.60 -7.88 <.001
UNEMP -3.39 0.53 -6.46 <.001
PSH1766 6.30 0.36 17.49 <.001
WORKPL -2.33 0.10 -22.99 <.001
IPHOUS 18.79 8.08 2.32 0.021
Tedsfor nongationarity:

Vaiadle LME Probabil ity DLME Probabil ity
OuUTCOM 38.27 <0.001 69.62 <0.001
UNEMP 449.77 <0.001 46.53 <0.001
PSH1766 554.34 <0.001 47.12 <0.001
WORKPL 498.51 <0.001 69.25 <0.001
IPHOUS 547.90 <0.001 49.53 <0.001
residual 48.49 <0.001 54.03 <0.001
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