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Abstract

Risky banks that endanger the stability of the financial system should pay higher deposit insurance premiums than healthy banks and other financial institutions that have shown good financial performance. It is necessary, therefore, to have at least a dual fair premium rate system. In this paper, we develop a model for calculating dual fair premium rates. Our definition of a fair premium rate in this paper is a rate that could cover the operational expenditures of the deposit insuring organization, provides it with sufficient funds to enable it to pay a certain percentage share of deposit amounts to depositors in case of bank default, and provides it with sufficient funds as precautionary reserves. To identify and classify healthier and more stable banks, we use credit rating methods that employ two major dimensional reduction techniques. For forecasting non-performing loans (NPLs), we develop a model that can capture both macro shocks and idiosyncratic shocks to financial institutions in a vector error correction setting. The response of NPLs/loans to macro shocks and idiosyncratic innovations shows that using a model with macro variables only is insufficient, as it is possible that under favorable economic conditions some banks show negative performance or vice versa. Our final results show that stable banks should pay lower deposit insurance premium rates.

JEL Classification: G28, G21, E44
1. INTRODUCTION

Since the start of the recent global financial crisis, triggered by the collapse of Lehman Brothers in September 2008, there has been an ongoing international debate about the reform of financial regulation and supervision intended to prevent the recurrence of a similar crisis. Strengthening deposit insurance systems is one of the fundamental steps in this reform. Deposit insurance is a key element in modern banking, as it guarantees the financial safety of deposits at depository financial institutions. If an insured depository institution fails to fulfill its obligations to its depositors, the insuring agency will step in to honor the principal and accrued interests up to a predetermined ceiling. An important issue under this system is how to price deposit insurance (Horvitz 1983; Kane 1986; Yoshino, Taghizadeh-Hesary, and Nili 2013). For determining fair premium rates to be paid by depository financial institutions to the insuring agency, the consensus method tends toward adoption of a risk-based deposit insurance scheme according to bank defaults. To achieve this goal, several models for assessing bank defaults have been proposed: Buser, Chen, and Kane (1981); Acharya and Dreyfus (1989); Bartholdy, Boyle, and Stover (2003); and, more recently, Yoshino and Hirano (2011).

However, in the literature on banking and finance we have found only a few studies dealing with the deposit insurance system (Horvitz 1983; Hwang, Lee, and Liaw 1997; Inakura and Shimizutani 2010; Yoshino, Taghizadeh-Hesary, and Nili 2013) and hardly any studies on how to estimate and forecast fair premium rates for deposit insurance. In one of the most recent studies, Yoshino, Taghizadeh-Hesary, and Nili (2013) provided a model for calculating fair premium rates for the deposit insurance system. Using this model, they estimated the fair premium rate for the deposit insurance system of Japan and found that it is much higher than the actual current premium rate in Japan. In another study they concluded that, to secure financial stability, Japan would need to raise the deposit insurance premium rate. It is crucial for each country to set fair premium rates to maintain financial system stability, thereby protecting depositors and ensuring an appropriate settlement of funds when financial institutions fail.

In this paper, a fair rate refers to a rate that covers the operational expenditures of an insuring agency (e.g., personnel costs and equipment costs) and provides it with sufficient funds to financially assist any failed depository financial institutions. The insuring agency is also obliged to keep adequate precautionary reserves at the end of each financial period to secure itself against further possible failures. A high premium rate reduces the capital adequacy of individual financial institutions, which endangers the stability of the financial system; a low premium rate will reduce the security of the financial system.

In this paper, we expand the model first introduced by Yoshino, Taghizadeh-Hesary, and Nili (2013) for estimating one fair premium rate for the whole deposit insurance system. We conclude that many countries need to adopt a system that uses more than one fair premium rate. Depending on the soundness and stability of banks, varying premium rates should be adopted as it would be unfair for all banks, irrespective of whether they are healthy or unhealthy, to pay the same premium rate to the insuring agency. Unsound and riskier banks that endanger the stability of the financial system should pay higher premiums than healthy banks and financial institutions that have kept their non-performing loans (NPLs) at adequate levels and have shown good financial performance. Hence, it is necessary to have at least a dual fair premium rate system, which is the main argument of this paper. In Section 2 of this paper, we provide a model for calculating dual fair premium rates, which would allow healthier
banks to pay a lower rate. For this purpose, we need to have a mechanism for credit rating and classification of banks based on their financial soundness, which is presented in Section 3. For our empirical analysis, presented in Section 4, we use the deposit insurance system of Iran, which is currently in the process of establishing a deposit insurance system.

1.1 Who Pays the Deposit Insurance Premium?

As its name suggests, the deposit insurance system is intended primarily to provide for the payment of insurance claims when an insurable contingency occurs. Specifically, there are two methods of protection: the insurance payout method, whereby insurance payouts are made directly to depositors; and a method whereby the business of a failed financial institution is transferred to a different financial institution, and the deposit insurance agency/corporation (DIC) provides assistance to this second institution.

When checking the DIC websites of various countries, we typically find a sentence along the following lines: “You [depositors] do not pay for the deposit insurance. Financial institutions that are a member of our deposit insurance system pay premiums to us.” Although member banks or financial institutions of the deposit insurance system do indeed pay the premium rate to the DIC, in practice the deposit insurance premium rate burden is divided between banks and depositors and/or banks and corporations. Figure 1 illustrates how the burden of the deposit insurance premium is shared.

Figure 1: Who Pays the Deposit Insurance Premium?

![Figure 1: Who Pays the Deposit Insurance Premium?](image)

In Figure 1, $\tau$ is the deposit insurance premium banks should pay to the DIC. Paying this premium increases the banks’ costs, so they have to lower the interest they pay out on customer deposits and/or raise their interest rates on loans granted. In the left-hand-side graph of Figure 1, it is assumed that banks compensate for their premium burden only by lowering the interest they pay out on deposits. In this scenario, banks are not the only parties that bear the burden of the deposit insurance cost, as it is shared between depositors and banks. As can be seen in the figure, the higher costs incurred by banks due to the launch of a deposit insurance system decrease demand for deposits and consequently the demand curve shifts to the left. The result is a decrease in interest rates on deposits. “AB” signifies the share of the burden of the
deposit insurance premium borne by the banks, “BC” is the depositors’ share of the burden of the deposit insurance premium, and “AC” is the total decrease in the interest paid out on deposits, which is equal to $\tau$. In the right-hand-side graph of Figure 1, a scenario in which the premium burden of banks is compensated only by raising their lending rates on loans to corporations is presented. In this case, the increase in cost incurred by the banks due to the launch of a deposit insurance system results in a decrease in the provision of loans to customers and consequently the supply curve shifts to the left. As a result, banks’ lending rates for loans rise. This tends to divide the premium burden between banks and corporations that are demanders of loans. The corporations’ share is depicted by “ba”, the banks’ share by “cb,” and “ca” depicts the total change in the banks’ lending rate as a result of paying premiums to the DIC, which is equal to $\tau$.

2. MODEL

In this paper we present two models—the first one is for estimating dual premium rates of deposit insurance; the second is for forecasting NPLs for each group of banks, which is a requirement for estimating the premium rates of deposit insurance. In Section 2.1, we define the dual premium rate model and in Section 2.2 we explain how to forecast banks’ NPLs using our model.

2.1 Dual Premium Rates Model

In the development of our model we were inspired by Yoshino, Taghizadeh-Hesary, and Nili (2013). They provided a model using a discounted present value mechanism to calculate a single fair premium rate for deposit insurance systems through which they estimated the fair premium rate for the deposit insurance system of Japan. Their model enables us to calculate a single premium rate for all financial institutions, which is what many countries use. However, in many other countries the monetary authorities prefer to use dual or multiple premium rates for their deposit insurance system, which means healthier financial institutions pay a lower premium to the DIC. This gives financial institutions an incentive to improve their soundness, so they can attain higher credit rating levels for paying lower premiums.

In this paper, we expand the Taghizadeh-Hesary and Nili (2013) model, and use a discounted present value mechanism to calculate dual fair premium rates for the deposit insurance system. It can be expand further to calculate multi-premium rates, should a particular DIC wish to use more than two premium rates.

Figure 2 shows the general outline of our new model for calculating the different premium rates for each group of banks:
As Figure 2 shows, according to our model, the premium income the DIC earns from each group of banks (A, B) has to be equal to the total amount of financial assistance the DIC provides to each group in case of a banking default in that group, operational expenditures incurred by the DIC for each group, and precautionary future reserves kept by the DIC for each group separately.

As per our model, the discounted cumulative amounts of these variables are important, meaning:

Discounted cumulative premium income of the DIC from each group of banks (including future expected income) = Discounted cumulative operational expenditures of the DIC toward each group of banks (including future expected operational expenditures) + Discounted cumulative financial assistance of the DIC to failed financial institutions of each groups (including future expected financial assistance) + discounted precautionary future reserves of the DIC at the end of the period for each group of banks.

Below, in Equations 1–8, we present each of these elements:

Present value of income (including future income) of the DIC from Group A banks:

\[
P_{VI}^A = \frac{\tau_A D_A^1}{(1 + r_f)} + \frac{\tau_A D_A^2}{(1 + r_f)^2} + \frac{\tau_A D_A^3}{(1 + r_f)^3} + \ldots + \frac{\tau_A D_A^n}{(1 + r_f)^n}
\]

(1)

Present value of income (including future income) of the DIC from Group B banks:

\[
P_{VI}^B = \frac{\tau_B D_B^1}{(1 + r_f)} + \frac{\tau_B D_B^2}{(1 + r_f)^2} + \frac{\tau_B D_B^3}{(1 + r_f)^3} + \ldots + \frac{\tau_B D_B^n}{(1 + r_f)^n}
\]

(2)

where \( P_{VI}^A \) and \( P_{VI}^B \) denote the present value of income (including future income) of the DIC from Group A and Group B banks, respectively; \( D_A^1 \) and \( D_B^1 \) are the cumulative amount of eligible deposits of Group A and Group B banks, respectively, in each year;
\( \tau_A \) and \( \tau_B \) are the deposit insurance premium rates for Group A and Group B banks, respectively; and \( r_i \) stands for the average long-term interest rate used for discounting values in each.

Present value of operational expenditures (including future expenditures) of the DIC:

\[
P_{\text{PVE}} = \frac{E_0}{(1+r_0)^0} + \frac{E_1}{(1+r_0)^1} + \frac{E_2}{(1+r_0)^2} + \ldots + \frac{E_n}{(1+r_0)^n}
\]  

\( P_{\text{PVE}} \) stands for the present value of the operational expenditures (including future expenditures) of the DIC (e.g., personnel costs and equipment costs) and \( E_i \) denotes the operational expenditures of the DIC in each year.

Present value of financial assistance (including future financial assistance) of the DIC to Group A banks:

\[
P_{\text{PVF}^A} = \frac{F_{0}^A}{(1+r_f)^0} + \frac{F_{1}^A}{(1+r_f)^1} + \frac{F_{2}^A}{(1+r_f)^2} + \ldots + \frac{F_{n}^A}{(1+r_f)^n}
\]  

Present value of financial assistance (including future financial assistance) of the DIC to Group B banks:

\[
P_{\text{PVF}^B} = \frac{F_{0}^B}{(1+r_f)^0} + \frac{F_{1}^B}{(1+r_f)^1} + \frac{F_{2}^B}{(1+r_f)^2} + \ldots + \frac{F_{n}^B}{(1+r_f)^n}
\]  

\( P_{\text{PVF}^A} \) and \( P_{\text{PVF}^B} \) are the present value of financial assistance (including future financial assistance) of the DIC to Group A and Group B banks, respectively; and \( F_{i}^A \) and \( F_{i}^B \) are financial assistance of the DIC to Group A and Group B banks in each year, respectively. As the current year is 0, so for (1, 2, 3, \ldots, n) years, this is the anticipated amount of financial assistance, which will be forecast using our second model (in Section 2.2 below).

Present value of future desired precautionary reserves of the DIC:

\[
P_{\text{PVRES}} = \frac{R_{\text{ES}}}{(1+r_f)}
\]  

where \( P_{\text{PVRES}} \) is the present value of the desired precautionary reserves of the DIC at the end of year \( n \); and \( R_{\text{ES}} \) is desired future reserves of the DIC at the end of year \( n \), also for precautionary purposes.

---

\(^1\) The first year is the year the deposit insurance system is launched in the country of our estimation. This could also be the year that the banking system had a structural change or experienced a financial crisis and then was supposed to calculate the optimal premium rate following that specific year.
The dual premium rate model is as follows:

\[
\begin{align*}
PVT^t &= \alpha PV + PVF + \beta PVRES \\
PVT^n &= \alpha - \alpha PV + PVF + (1 - \beta) PVRES
\end{align*}
\]  

where \(\alpha\) and \(\beta\) are shares of Group A banks from the present value of the operational expenditures (including future expenditures) of the DIC and from the present value of the desired precautionary reserves of the DIC at end of year \(n\), respectively.

Substituting Eqs. 1–6 in Eq. 7 results in the following final dual premium rates model:

\[
\begin{align*}
\frac{\tau D^1}{(1 + r_f)} + \frac{\tau D^2}{(1 + r_f)} + \ldots + \frac{\tau D^n}{(1 + r_f)} &= \alpha \\
\frac{F^1}{(1 + r_f)} + \frac{F^2}{(1 + r_f)} + \ldots + \frac{F^n}{(1 + r_f)} &= \beta RES
\end{align*}
\]

\[
\begin{align*}
\frac{\tau D^1}{(1 + r_f)} + \frac{\tau D^2}{(1 + r_f)} + \ldots + \frac{\tau D^n}{(1 + r_f)} &= (1 - \alpha) \\
\frac{F^1}{(1 + r_f)} + \frac{F^2}{(1 + r_f)} + \ldots + \frac{F^n}{(1 + r_f)} &= (1 - \beta) RES
\end{align*}
\]

2.2 Forecasting Banks’ Non-performing Loans: Macro Shocks versus Idiosyncratic Shocks

Financial assistance from the DIC is mainly related to the amount of NPLs—the larger the amount of NPLs, the higher the default risk, which means the DIC would need to provide greater financial assistance (Yoshino and Hirano 2011, 2013). Hence, we need to develop a model for forecasting NPLs.

To establish what variables have an impact on future amounts of NPLs, we referred to two earlier studies, Yoshino and Hirano (2011) and Yoshino, Taghizadeh-Hesary, and Nili (2013). They used macroeconomic variables to forecast NPLs and financial assistance from the DIC. We were inspired by this earlier research, but we expanded these papers’ models. Our model for forecasting NPLs is as follows:

\[
L_{NPL} = \rho(Y, P_S, P_L, i_B, Z_i) \times L
\]

where \(L_{NPL}\) denotes NPLs and \(Y, P_S, P_L, i_B\) are the gross domestic product (GDP), price of stock, price of land, and government bond interest rate (safe asset interest rate), respectively. \(\rho\) is the expected share of loans that would result in default. \(Z_i\) is the financial profile of all banks and is a variable to capture idiosyncratic shocks to banks. \(L\) is the total amount of loans of banks. In Yoshino and Hirano’s model, the amount of NPLs \(L_{NPL}\) depends on the various economic factors mentioned above \((Y, P_S, P_L, i_B)\).

When land prices increase, collateral value increases as well, so default risk \(\rho\) will decline. When business conditions improve, increases in GDP growth and stock prices cause a reduction in default risk \(\rho\), and when the government bond interest rate, one of the safest asset interest rates, is raised, banks tend to invest more in safe assets that will reduce default risks. The four macro variables can capture macro shocks, but some banks can fail even if the macro financial system is sound. So we need additional variables that can capture idiosyncratic uncertainty in the economy. This is the reason...
we inserted \( Z_i \) in our model, i.e., to capture micro shocks to each bank or to each group of banks. \( Z_i \) denotes the banks’ financial profile, which we will further explain below. Hence, our model has the ability to capture macro and micro shocks.

### 3. AN ANALYSIS OF BANKS’ CREDIT RATING

In our dual premium rates model, healthier banks pay lower premium rates. To enable us to identify the healthier group of banks, classification or **credit rating** is needed.

Credit ratings are opinions expressed in terms of ordinal measures, reflecting the current financial creditworthiness of issuers such as governments, firms, or financial institutions. These ratings are conferred by ratings agencies, such as Fitch Ratings, Moody’s, and Standard and Poor’s (S&P), and may be regarded as comprehensive evaluations of an issuer’s ability to meet their financial obligations in full and on time. Hence, they play a crucial role by providing participants in financial markets with useful information for financial planning. To conduct rating assessments of banks, agencies resort to a broad range of financial and non-financial pieces of information, including domain experts’ expectations. Ratings agencies usually provide general guidelines on their rating decision process, but detailed descriptions of the rating criteria and of the determinants of banks’ ratings are generally not provided (Orsenigo and Vercellis 2013). In search of more objective assessments of the creditworthiness of financial institutions, there has been a growing body of research into the development of reliable quantitative methods for the automatic classification of banks according to their financial strength.

Extensive empirical research devoted to analyzing the stability and soundness of financial institutions dates back to the 1960s. Ravi Kumar and Ravi (2007) provided a comprehensive survey of the application of statistical and intelligent techniques for predicting the default of banks and firms. Despite its obvious relevance, however, the development of reliable quantitative methods for the prediction of banks’ credit rating has only recently begun to attract strong interest. These studies are mainly conducted within two broad research strands focusing on statistical and machine learning techniques, and may address both feature selection and classification. Poon et al. (1999) developed logistic regression models for predicting financial strength ratings assigned by Moody’s, using bank-specific accounting variables and financial data. Factor analysis was applied to reduce the number of independent variables and retain the most relevant explanatory factors. The authors showed that loan provision information, and risk and profitability indicators added the greatest predictive value in explaining Moody’s ratings. Huang et al. (2004) compared support vector machines and back propagation neural networks to forecast the rating of financial institutions operating in markets in the United States and Taipei, China, respectively. In both cases five rating categories were considered, based on information released by S&P and TRC. The analysis of variance was used to discard non-informative features. In this study, support vector machines and neural networks achieved comparable classification results. However, the authors found that the relative importance of the financial variables used as inputs by the optimal models were quite different between the two markets. A study by Orsenigo and Vercellis (2013) presented an empirical evaluation of two linear and nonlinear techniques—principal component analysis (PCA) and double-bounded tree-connected Isomap (dbt–Isomap)—to assess their effectiveness for dimensionality reduction in bank credit rating prediction, and to identify the key financial variables endowed with the greatest explanatory power. Extensive computational tests concerning the classification of six banks’ ratings
datasets showed that the use of dimensionality reduction accomplished by nonlinear projections often induced an improvement in the classification accuracy, and that dbt-Isomap outperformed PCA by consistently providing more accurate predictions.

In our present research on credit rating of banks, we employ the statistical techniques used by Yoshino and Taghizadeh-Hesary (2014a) for credit rating and classification of small and medium-sized enterprises (SMEs). They used PCA and cluster analysis and applied various financial variables of 1,363 SMEs in Asia. In our present paper, we assign credit ratings to and classify all 32 Iranian banks into two groups and in our empirical analysis we calculate the premium rate for each group of Iranian banks.

To be able to do so and to ensure our results are credible, we need to select variables that capture all relevant characteristics of the banks that are the subject of our examination.

### 3.1 Selection of Variables

It is widely known that ratings are directly affected by the financial performance of banks. Based on this assumption, we focus on banks’ financial profiles and employ eight financial variables that describe all general characteristics of banks. These variables are listed in Table 1:

<table>
<thead>
<tr>
<th>No.</th>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>L–D</td>
<td>Total loans/total deposits</td>
</tr>
<tr>
<td>2</td>
<td>PR–L</td>
<td>Properties/total loans</td>
</tr>
<tr>
<td>3</td>
<td>(SD+LD)–D</td>
<td>(Saving deposits + long-term deposits)/total deposits</td>
</tr>
<tr>
<td>4</td>
<td>A–L</td>
<td>Total assets/total loans</td>
</tr>
<tr>
<td>5</td>
<td>SC–L</td>
<td>Securities/total loans</td>
</tr>
<tr>
<td>6</td>
<td>CA–D</td>
<td>Cash/total deposits</td>
</tr>
<tr>
<td>7</td>
<td>CBR–D</td>
<td>Accounts receivable from central bank/total deposits</td>
</tr>
<tr>
<td>8</td>
<td>OBR–D</td>
<td>Accounts receivable from other banks/total deposits</td>
</tr>
</tbody>
</table>

Note: Properties are land, buildings, and other hard assets owned by banks. Securities include shares of corporate stock or mutual funds, bonds issued by corporations or governmental agencies, limited partnership units, and various other formal investment instruments that are negotiable and fungible. Accounts receivable from the central banks includes reserve requirement (or cash reserve ratio) and other sums that are normally in the form of cash stored physically in a bank vault (vault cash) or deposits made with a central bank. Accounts receivable from other banks are sums loaned to other banks.

Loans, properties, securities, cash, accounts receivable from the central bank, and accounts receivable from other banks are components of a financial institution’s assets. The higher these variables, the more stable and sound a particular financial institution tends to be. At the next stage, two statistical techniques are used: principal component analysis (PCA) and cluster analysis. The underlying logic of both techniques is dimension reduction (i.e., summarizing information on numerous variables in just a few variables), but they achieve this in different ways. PCA reduces the number of variables into components (or factors), whereas cluster analysis reduces the number of banks by placing them in small clusters. In this survey, we use components (factors), which are the result of PCA, and subsequently carry out a cluster analysis to classify the banks.
3.2 Principal Component Analysis

Principal component analysis (PCA) is a standard data reduction technique that extracts data, removes redundant information, highlights hidden features, and visualizes the main relationships that exist between observations.\(^2\) PCA is a technique for simplifying a data set, by reducing multi-dimensional data sets to lower dimensions for analysis. Unlike other linear transform methods, PCA does not have a fixed set of basis vectors. Its basis vectors depend on the data set, and PCA has the additional advantage of indicating what is similar and different about the various models created (Ho and Wu 2009). Through this method we reduce the eight variables listed in Table 2 to determine the minimum number of components that can account for the correlated variance among the banks.

To examine the suitability of these data for factor analysis, we perform the Kaiser–Meyer–Olkin (KMO) test and Bartlett’s test of sphericity. KMO is a measure of sampling adequacy to indicate the proportion of common variance that might be caused by underlying factors. High KMO values (higher than 0.6) generally indicate that factor analysis may be useful, which is the case in this study: KMO = 0.61. If the KMO value is lower than 0.5, factor analysis will not be useful. Bartlett’s test of sphericity reveals whether the correlation matrix is an identity matrix, indicating that variables are unrelated. A level lower than 0.05 indicates that there are significant relationships among the variables, which is the case in this study: significance of Bartlett’s test <0.00.

Next, we determine how many factors to use in our analysis. Table 2 reports the estimated factors and their eigenvalues. Only those factors accounting for more than 10% of the variance (eigenvalues >1) are kept in the analysis, which means only the first three factors are retained (Table 2).

Taken together, Z1 through Z3 explain 82.421% of the total variance of the financial ratios.

<table>
<thead>
<tr>
<th>Component</th>
<th>Eigenvalues</th>
<th>% of Variance</th>
<th>Cumulative Variance %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z1</td>
<td>3.685</td>
<td>46.065</td>
<td>46.065</td>
</tr>
<tr>
<td>Z2</td>
<td>1.765</td>
<td>22.057</td>
<td>68.122</td>
</tr>
<tr>
<td>Z3</td>
<td>1.144</td>
<td>14.299</td>
<td>82.421</td>
</tr>
<tr>
<td>Z4</td>
<td>0.639</td>
<td>7.992</td>
<td>90.413</td>
</tr>
<tr>
<td>Z5</td>
<td>0.540</td>
<td>6.752</td>
<td>97.165</td>
</tr>
<tr>
<td>Z6</td>
<td>0.198</td>
<td>2.469</td>
<td>99.634</td>
</tr>
<tr>
<td>Z7</td>
<td>0.022</td>
<td>0.275</td>
<td>99.909</td>
</tr>
<tr>
<td>Z8</td>
<td>0.007</td>
<td>0.091</td>
<td>100</td>
</tr>
</tbody>
</table>

In running the PCA, we use direct oblimin rotation. Direct oblimin is the standard method to obtain a non-orthogonal (oblique) solution, i.e., one in which the factors are allowed to be correlated. To interpret the revealed PCA information, the pattern matrix must subsequently be studied. Table 3 presents the pattern matrix of factor loadings using the direct oblimin rotation method, where variables with large loadings—absolute value (>0.5) for a given factor—are highlighted in bold.

---

\(^2\) PCA can be also called the Karhunen–Loève Transform (KLT), named after Kari Karhunen and Michel Loève.
As can be seen in Table 3, the first component, Z1, has three variables with an absolute value (>0.5), which are all positive—(i) total assets/total loans, (ii) accounts receivable from central bank/total deposits, and (iii) accounts receivable from other banks/total deposits. For Z1, the variables with large loadings are mainly assets, hence Z1 generally reflects the assets of the examined banks. As this factor explains the greatest variance in the data, it is the most informative indicator of a bank’s overall financial health. Z2 represents deposits and this component has three major loading variables: (i) total loans/total deposits, which is negative; (ii) (saving deposits + long-term deposits)/total deposits, which is positive; and (iii) cash/total deposits. If the amount of deposits increases, Z2 increases. Z3 has two major loadings, which are (i) properties/total loans, (ii) securities/total loans, so it reflects 1/total loans. The larger the amount of loans, the smaller Z3.

Table 4 presents the correlation matrix of the components and shows there is no correlation between these three components. This means we could have used a regular orthogonal rotation approach to force an orthogonal rotation. But in this survey we used an oblique rotation method, which still provided an orthogonal rotation factor solution, because these three components are not correlated with each other and are distinct entities.

Figure 3 shows the distribution of the three components (Z1, Z2, and Z3) for 28 out of a total of 32 Iranian banks.
3.3 Cluster Analysis

In this section, we take the three components that were obtained in the previous section and identify those banks that have similar traits. We then generate clusters and place the banks in distinct groups. To do this, we employ cluster analysis, which organizes a set of data into groups so that observations from a group with similar characteristics can be compared with those from a different group (Martinez and...
Martinez 2005). In this case, banks are organized into distinct groups according to the three components derived from the PCA obtained in the previous section. Cluster analysis techniques can themselves be broadly grouped into three classes: hierarchical clustering, optimization clustering,\(^3\) and model-based clustering. We use the method most prevalent in the literature—hierarchical clustering. This produces a nested sequence of partitions by merging (or dividing) clusters. At each stage of the sequence, a new partition is optimally merged with (or separated from) the previous partition according to some adequacy criterion. The sequence of partitions ranges from a single cluster containing all the individual banks to a number of clusters \((n)\) containing a single bank. The series can be described by a tree display called the dendrogram (Figure 4). Agglomerative hierarchical clustering proceeds by means of a series of successive fusions of the \(n\) objects into groups. By contrast, divisive hierarchical methods divide the \(n\) individuals into progressively finer groups. Divisive methods are not commonly used because of the computational problems they pose (see Everitt et al. [2001] and Landau and Chis Ster [2010]). Below, we use the average linkage method, which is a hierarchical clustering technique.

### 3.3.1 The Average Linkage Method

The average linkage method defines the distance between clusters as the average distance from all observations in one cluster to all points in another cluster. In other words, it is the average distance between pairs of observations, where one is from one cluster and one is from the other. The average linkage method is relatively robust and also takes the cluster structure into account (Martinez and Martinez 2005; Feger and Asafu-Adjaye 2014). The basic algorithm for the average linkage method can be summarized as follows:

- \(N\) observations start out as \(N\) separate groups. The distance matrix \(DIS = (dij)\) is searched to find the closest observations, for example Q and R.
- The two closest observations are merged into one group to form a cluster \((QR)\), producing \(N - 1\) total groups. This process continues until all the observations are merged into one large group.

Figure 4 shows the dendrogram that results from this hierarchical clustering:

\(^3\) The main difference between the hierarchical and optimization techniques is that in hierarchical clustering the number of clusters is not known beforehand. The process consists of a sequence of steps in which two groups are either merged (agglomerative) or divided (divisive) according to the level of similarity. Eventually, each cluster can be subsumed as a member of a larger cluster at a higher level of similarity. The hierarchical merging process is repeated until all subgroups are fused into a single cluster (Martinez and Martinez 2005). Optimization methods, on the other hand, do not necessarily form hierarchical classifications of the data as they produce a partition of the data into a specified or predetermined number of groups by either minimizing or maximizing some numerical criterion (Feger and Asafu-Adjaye 2014).
The resulting dendrogram (hierarchical average linkage cluster tree) provides a basis for determining the number of clusters by sight. In the dendrogram shown in Figure 4 the horizontal axis shows 28 Iranian banks, which have been named alphabetically. As mentioned above, 32 Iranian banks have been the subject of our examination. However, four banks have outlying positive data which are far removed from the data for the other 28 banks. We do not include these four banks in our cluster analysis as our result would not be a rational clustering. This is the reason Figure 4 shows only 28 banks on the horizontal axis.

The dendrogram classifies the banks into two main clusters (Group 1 and Group 2), but it does not show which of these two clusters contain the financially healthier banks, so we have to take one further step. By comparing the classification resulting from cluster analysis and the distributions of factors in Figure 3, we can conclude that the sequence of banks on the horizontal axis of our dendrogram is based on their soundness. Among these 28 banks, bank “F” has the highest stability and soundness, whereas bank “W” has the lowest.

3.4 Robustness Check of Banks’ Credit Rating

For robustness, we check the rankings of three banks out of the 28 banks for all eight examined financial variables. We randomly pick one bank from Group 1 and one from Group 2, and the bank that is in the middle of the credit ranking selected. The results are summarized in Table 5:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>2</td>
<td>24</td>
<td>1</td>
<td>16</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td>R</td>
<td>14</td>
<td>14</td>
<td>17</td>
<td>12</td>
<td>15</td>
<td>9</td>
<td>11</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>W</td>
<td>28</td>
<td>11</td>
<td>20</td>
<td>22</td>
<td>20</td>
<td>6</td>
<td>10</td>
<td>3</td>
<td>18</td>
</tr>
</tbody>
</table>

Note: Credit rank is the ranking shown by our dendrogram—the lower this number, the healthier the bank. For definitions of the variables, please refer to Table 1.

The first randomly picked bank from Group 1 is bank I. Bank I is the second most sound and stable bank according to our credit rating result, and as is clear from Table 5, the robustness check supports this result. This bank shows fairly stable and healthy status in most of our eight financial variables. It is the top bank for PR–L
(properties/loans), meaning this bank has a relatively large amount of properties compared with the amount of loans, which means it is stable. It ranks second for OBR–D (accounts receivable from other banks/total deposits), fifth for SC–L (securities/loans), and third for A–L (assets/loans)—these results indicate that this bank has sufficient assets, which favors its stability and soundness. Although it has one of the lowest ranks for L–D (loans/deposits), this suggests this bank is trusted by depositors, and therefore the amount of deposits is large compared with loans. The second bank in our robustness check is bank R, which can be found in the middle of the horizontal axis of our dendrogram with a credit rank of 14, which is close to the middle of these 28 banks. When considering bank R’s ranking in terms of the eight variables, for most of these variables it appears in the middle of the ranking. If we take a simple average of the rank of this bank in our eight variables, the result is almost 12, which is close to the credit rank of 14 suggested by our method. The third bank in our robustness check is bank W, a bank we picked randomly from Group 2. Bank W has the lowest soundness and stability in this group and among all 28 banks. When considering the ranking of this bank in our eight variables in Table 5, it is apparent that this bank is not sound. It has very low rankings for PR–L (properties/loans), (SD+LD)/D ((saving deposits + long-term deposits)/total deposits), A–L (assets/loans), and OBR–D (accounts receivable from other banks/total deposits), which suggests this bank is unsound and unstable—it has the lowest credit rank of the banks examined.

4. EMPIRICAL ANALYSIS

In Section 4.1, we will first use the model developed in Section 2.2 to forecast NPLs for each group of Iranian banks. We will then use the results of the estimations obtained in Section 4.1 to calculate a fair deposit insurance premium rate for each group of banks, using the model we developed in Section 2.1 of this paper.

4.1 Forecasting Banks’ Non-performing Loans

To forecast each group of banks’ NPLs, we run regressions using the vector autoregression or vector error correction (VAR/VEC) model. As mentioned above, for our empirical analysis in this paper we use Iranian data, so we use Iranian macroeconomic data and all 32 Iranian banks’ financial profiles to forecast the NPLs for each group of Iranian banks (Group 1 and Group 2). As per Eq. 9, we need to use macroeconomic variables (real GDP, price of land, price of stock, government bond interest rate) and Zi, which represents the financial profile of banks and captures idiosyncratic shocks, to forecast NPLs. In our empirical analysis, for the macroeconomic variables we employed real GDP, and instead of the price of stock the and price of land, due to lack of data, we used the consumer price index (CPI), which is the best representative for the price level in an economy and can be used as a substitute for these two price levels. In this study, using the government bond interest rate is not practical since Iran has implemented Islamic banking and fiscal rules, which are quite different from conventional rules. And as interest rates are affected by monetary policy, instead of the real interest rate, we use another monetary variable, M1, which has a high correlation with the interest rate, as shown in many previous studies.

Eq. 9 has two categories of variables for forecasting NPLs—the first category consists of the macroeconomic variables described above; the second element is Zi, reflecting the financial profile of banks. The latter category is made up of three significant components—Z1, Z2, and Z3—obtained using principal component analysis in Section
3.2. with their factor loadings presented in Table 3. Using the loadings of each eight financial ratios (Table 3), we obtained $Z_1$, $Z_2$, $Z_3$ for each group of Iranian banks (Group 1 and Group 2), and since those eight financial ratios of banks are time-series variables, $Z_1$, $Z_2$, $Z_3$ will be also time-series variables. For our empirical analysis, we use monthly data from 2011M1 to 2013M12 from the Central Bank of the Islamic Republic of Iran.

Since we have two groups of banks, we should run two regressions—one for each group. The left-hand-side of Eq. 9 for each group’s regression will be the sum of NPLs of that group/total loans of that group of banks; the right-hand-side of Eq. 9 will be the macroeconomic variables and $Z_1$, $Z_2$, $Z_3$ for that group of banks.

4.1.1 Data Analysis

To evaluate the stationarity of all series, we used an Augmented Dickey–Fuller (ADF) test. The results we obtained imply that all variables are non-stationary. These variables include GDP growth rate; CPI inflation rate (inflation rate of each month compared to the same month of the previous year); M1 growth rate (growth rate of M1 in each month compared with the same month of the previous year—the original quarterly data were converted to monthly data); sum of NPLs/sum of total loans for Group 1 and Group 2 of the banks; and $Z_1$, $Z_2$, $Z_3$ for each group of banks. However, when we applied the unit root test to their first differences, we were able to reject the null hypothesis of unit roots for each of the variables. These results suggest that all variables each contain a unit root. When we performed the unit root test and discovered that the variables are non-stationary in level and stationary at first difference level, they were integrated of order one. The next step was to conduct a cointegration analysis to examine whether a long-run relationship exists among these variables.

4.1.2 Cointegration Analysis

We conduct a cointegration analysis using Johansen’s technique by assuming a linear deterministic trend and for two cases—with intercept, and with intercept and trend. Given the short period of our data, the Akaike Information Criterion (AIC) suggests using variables with one lag. The results of the cointegration rank test using trace are presented in Table 6.
Table 6: Cointegration Rank Test (Trace)

<table>
<thead>
<tr>
<th>Hypothesized no. of CEs</th>
<th>Intercept</th>
<th>Intercept and trend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eigenvalue</td>
<td>Trace statistic</td>
</tr>
<tr>
<td>None</td>
<td>0.80</td>
<td>192.62*</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.75</td>
<td>136.33*</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.61</td>
<td>87.91*</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.53</td>
<td>55.01*</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.39</td>
<td>28.35</td>
</tr>
<tr>
<td>At most 5</td>
<td>0.25</td>
<td>11.06</td>
</tr>
<tr>
<td>At most 6</td>
<td>0.02</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Group 2 of Banks

<table>
<thead>
<tr>
<th>Hypothesized no. of CEs</th>
<th>Intercept</th>
<th>Intercept and trend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eigenvalue</td>
<td>Trace statistic</td>
</tr>
<tr>
<td>None</td>
<td>0.80</td>
<td>167.96*</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.75</td>
<td>112.06*</td>
</tr>
<tr>
<td>At most 2</td>
<td>0.48</td>
<td>64.19</td>
</tr>
<tr>
<td>At most 3</td>
<td>0.46</td>
<td>41.23</td>
</tr>
<tr>
<td>At most 4</td>
<td>0.24</td>
<td>19.41</td>
</tr>
<tr>
<td>At most 5</td>
<td>0.21</td>
<td>9.58</td>
</tr>
<tr>
<td>At most 6</td>
<td>0.03</td>
<td>1.17</td>
</tr>
</tbody>
</table>

CE = cointegrating equation; prob. = probability.

Note: * denotes rejection of the non-cointegrating hypothesis at the 5% level.
Prob. shows MacKinnon–Haug–Michelis p-values.

As is clear from Table 6, the above test rejects the null hypothesis of non-cointegrating variables for Group 1 and Group 2. This means that all variables are cointegrated and there is a long-run association among variables, or, in other words, in the long run, these seven variables (NPL/L, GDP growth rate, CPI inflation rate, M1 growth rate, Z1, Z2, and Z3) for each group of banks move together. Hence, we should run a vector error correction model (VECM). The AIC results of our linear deterministic VEC model indicate estimating the model by including trend and intercept is slightly better than including just intercept for both bank groups, so we have also retained this finding.
4.1.4 Vector Error Correction Model (VECM)

We estimate Model 9 in a VECM setting including the seven variables—NPL/L, GDP growth rate, CPI inflation rate, M1 growth rate, Z1, Z2, and Z3—for each group. The VECM can be defined as follows (see Yoshino et al. 2014):

\[
d V_i = A(O)d V_i + \Pi V_{i-1} + \varepsilon_i
\]
for

\[
V = (NPL/L, \text{gdp}, \text{cpi}, m1, Z1, Z2, Z3)
\]

where \(d\) denotes the first differences, \(O\) is the lag operator, and \(\varepsilon\) is an error term. \(\Pi\) can be written as \(\Pi = \alpha \beta'\), where \(\alpha\) and \(\beta\) are \(p \times r\) matrices, and \(p\) is the number of variables in \(V\). \(\text{gdp}\) is GDP growth rate, \(\text{cpi}\) is CPI inflation rate, and \(m1\) is M1 growth rate. \(\beta\) is a vector of the cointegrating relationship and \(\alpha\) is a loading matrix defining the adjustment speed of the variables in \(V\) to the long-run equilibrium defined by the cointegrating relationship. The rank of \(\Pi\) is denoted by \(r\). As mentioned above, the AIC standard suggests one lag.

Model 12 shows our VECM for Group 1 with four cointegrating equations and one lag for each variable:

\[
d(NPL_{1,L1}) = \Phi_1[Z_{1,1}(-1) - 47.45 NPL_{1,L1}(-1) - 33.89 P(-1) + 1.82 Y(-1) + 0.34 \text{trend} - 12.36] + \Phi_2[Z_{1,3}(-1) - 8.83 NPL_{1,L1}(-1) - 5.43 P(-1) + 0.75 Y(-1) + 0.05 \text{trend} - 1.55] + \Phi_3[Z_{1,3}(-1) - 23.10 NPL_{1,L1}(-1) - 17.63 P(-1) + 6.89 Y(-1) + 0.24 \text{trend} - 9.12] + \Phi_4[M(-1) - 0.92 NPL_{1,L1}(-1) - 2.17 P(-1) + 2.35 Y(-1) + 0.03 \text{trend} - 1.59] + \Phi_5 d[Z_{1,1}(-1)] + \Phi_6 d[Z_{1,2}(-1)] + \Phi_7 d[M(-1)] + \Phi_8 d[NPL_{1,L1}(-1)] + \Phi_9 d[P(-1)] + \Phi_{10} d[Y(-1)] + \Phi_{12}
\]

where \(NPL_{1,L1}\) is the ratio of NPLs over total loans for Group 1; \(Z_{1,1}\) denotes the first component, \(Z_{1,2}\) is the second component, and \(Z_{1,3}\) is the third component, all three for Group 1; \(d(Z_{1,1}), d(Z_{1,2}), d(Z_{1,3}), d(M), d(NPL_{1,L1}), d(P),\) and \(d(Y)\) are first differences of the first component, the second component, the third component (all three for Group 1), M1 growth rate, NPLs over total loans for Group 1, CPI inflation rate, and GDP growth rate, respectively. In this VECM, trend is also included, since we calculated the cointegration with intercept and trend. \(\Phi_1, \Phi_2, \Phi_3\) and \(\Phi_4\) are the coefficients of the four cointegrating equations; \(\Phi_5 \ldots \Phi_{11}\) are the coefficients of the lagged variable for the seven variables of our model; and \(\Phi_{12}\) is a constant.
Model 13 shows our VECM for Group 2 with one cointegrating equation and one lag for each variable:

\[ d(NPL/L_2) = \Phi_{13}Z_{2,1}(-1) + 0.67Z_{2,2}(-1) - 3.90Z_{2,3}(-1) + 0.03M(-1) \]
\[ - 2.04NPL/L_2(-1) - 1.11P(-1) - 0.04Y(-1) + 0.008\text{trend} - 0.97 \]
\[ + \Phi_{14}d(Z_{2,1}(-1)) + \Phi_{15}d(Z_{2,2}(-1)) + \Phi_{16}d(Z_{2,3}(-1)) + \Phi_{17}d(M(-1)) \]
\[ + |\Phi_{18}d(NPL/L_2(-1))| + \Phi_{19}d(P(-1)) + \Phi_{20}d(Y(-1)) + \Phi_{21} \]

(13)

where \( NPL/L_2 \) is the ratio of NPLs over total loans for Group 2; \( Z_{2,1} \) denotes the first component, \( Z_{2,2} \) is the second component, and \( Z_{2,3} \) is the third component for Group 2; \( d(Z_{2,1}) \), \( d(Z_{2,2}) \), \( d(Z_{2,3}) \), \( d(M) \), \( d(NPL/L_2) \), \( d(P) \), and \( d(Y) \) are first differences of the first component, the second component, the third component (all three for Group 2), M1 growth rate, NPLs over total loans for Group 2, CPI inflation rate, and GDP growth rate, respectively. In this VECM, trend is also included since we calculated the cointegration with intercept and trend. \( \Phi_{13} \) is the coefficient of the cointegrating equation; \( \Phi_{14} \ldots \Phi_{20} \) are the coefficients of the lagged variable for the seven variables of our model; and \( \Phi_{21} \) is a constant.

We use models 12 and 13 to forecast the NPL/L for each group of banks. To do so, we need some assumptions. As mentioned above, in developing our VECM we used monthly data from 2011M1 to 2013M12. We assume real GDP growth of 2.8%, year-on-year, for 2014 and 2.9% for 2015. We assume a CPI inflation rate of 23%, year-on-year, for 2014 and for 2015 we expect 18%.\(^4\) As for the M1 growth rate, the Central Bank of Iran, under a new governor since September 2013,\(^5\) continues to pursue tightening monetary policies, as it did in 2013, to control the high inflation rate. Hence, we assume that in 2014 and 2015, M1 will grow at the same rate as in 2013M09–2013M12. Also for NPL/L and the three components for each group of banks for 2014 and 2015, we assume they stay on the same growth path as in 2013M09–2013M12. Using these assumptions, we forecast the NPL/L for each group and use these to calculate the premium rates for each group of banks (which are presented in Section 4.2).

### 4.1.5 Impulse Response Analysis

In this section, we conduct impulse response (IR) analysis to provide further evidence of the dynamic response of NPL/L to macro and idiosyncratic innovations. (For more information on IR analysis, see Yoshino and Taghizadeh-Hesary 2014b.)

The accumulated response of NPL/L to macro and idiosyncratic innovations for Group 1 of the banks is shown in Figure 5.

---


\(^5\) The governor of the Central Bank of Iran is Dr. Valiollah Seif, who has been in office since 2 September 2013.
Figure 5: Response of NPL/L to Innovations (Group 1 of Banks)

The three graphs in the first row of Figure 5 show accumulated responses of NPL/L to an unanticipated positive shock to Z1, Z2, Z3 for Group 1 of the banks. The response of NPL/L to Z1 is statistically negative and very persistent. This means a positive shock to Z1, which mainly represents assets, will decrease NPL/L of Group 1. An unanticipated positive shock to Z2, which represents deposits, has a statistically negative effect on NPL/L of Group 1 and builds up over the first 3 months, after which it becomes insignificant, meaning an unanticipated increase in deposits will reduce the NPL/L for Group 1. An unanticipated positive shock to Z3, which represents 1/loans, has a statistically negative effect on NPL/L of Group 1 and builds up over the first 3 months, after which it becomes insignificant.

The four other graphs in Figure 5 show accumulated responses of NPL/L of Group 1 of the banks to positive shocks to macro variables and to lagged NPL/L. The response of NPL/L to M1 growth rate shocks is statistically positive and builds up over the first 5 months, after which it becomes insignificant. In recent decades, the Iranian economy has experienced a severe easing of monetary policy yet increasing numbers of NPLs, which is the reason for this positive response. An unanticipated positive shock to P (CPI inflation) has a statistically negative and persistent effect on NPL/L of Group 1, which is consistent with Yoshino and Hirano (2011, 2013). When prices increase, collateral value increases, which means default risk or NPL/L will decrease. An unanticipated positive shock to Y (GDP growth rate) has a statistically negative effect on NPL/L of Group 1 and builds up over the first 2 months, after which time it becomes insignificant. This result is also consistent with Yoshino and Hirano’s (2011) findings. When business conditions improve, increases in GDP growth cause a reduction in
default risk (NPL/L). Moreover, Figure 5 shows that for Group 1, current NPL/L affects by lagged NPL/L.

Figure 6 depicts the accumulated responses of NPL/L to macro and idiosyncratic innovations for Group 2 of the banks.

**Figure 6: Response of NPL/L to Innovations (Group 2 of Banks)**

Group 2 shows similar responses to innovations to macro variables. It means focusing only on a model based on macro variables for forecasting NPLs of different groups of banks would lead to misinterpretation as it is possible that under good economic conditions some banks shows negative financial performance and have high default risk.

The responses of NPL/L of Group 2 of the banks to an unanticipated positive shock to Z1 and Z3 is similar to Group 1’s responses, but for shocks to Z2 the responses differ. The response of NPL/L of Group 2 to positive shocks to Z2 is statistically positive and persistent, which goes against our finding for Group 1. This means that increasing deposits, which are good news for banks, tend to result in an increase in NPL/L for Group 2. This shows that Group 2 does not manage their NPL/L well—by expanding their business and accepting more deposits the NPL/L ratio increases, which indicates that Group 2 is not as sound as Group 1.

These results confirm our findings in the previous sections of this paper. Moreover, it backs up our suggestion that macro variables are not sufficient in an NPL forecasting
model for different groups of banks. The model also needs to have the capability to capture idiosyncratic shocks, as does our Model 9 above.

### 4.2 Fair Deposit Insurance Premium Rate for Each Group of Banks

In this paper, a fair premium rate is defined as a rate that covers the operational expenditures of an insuring agency (e.g., personnel costs and equipment costs), provides it with sufficient funds to enable it to pay a certain percentage of deposit amounts to depositors in case of a banking default, and provides it with sufficient funds as precautionary reserves to secure itself against further failures. High premium rates reduce the capital adequacy of individual financial institutions, which can in turn endanger the stability of the financial system. Low premium rates will reduce the overall safety of the financial system.

Figure 7 shows a bank’s balance sheet in case of default. In order to calculate the fair deposit insurance premium rate we need to calculate financial assistance of the deposit insurance.

**Figure 7: Financial Assistance of the Deposit Insurance Corporation/Agency in a Failed Bank’s Balance Sheet**

To estimate fair premium rates for each group of banks, we need to make some assumptions regarding: the percentage share of insurance coverage for each type of deposit; the level of the insuring agency’s operational expenditures; the estimated default ratio of NPLs; and the percentage share of excess over the forecasted financial assistance from the DIC and operational expenditures needed to be kept by this organization as precautionary reserves.

To calculate the fair premium rate for each group of banks in the case of Iran, we made the following assumptions (though these assumptions could be modified to take account of decisions by policymakers and monetary authorities):

1. All banks pay the same membership fee to the DIC, as we do not have information about the DIC’s operational expenditures. This membership fee is the only source of financing operations expenditures (e.g., personnel costs and equipment costs) of the insuring organization and premium income of the DIC will be the only source of financial assistance from the DIC in case of bank failure.
ii. Insurance coverage for long-term deposits is 80%, and other deposits, including savings deposits, short-term deposits, current accounts, and other deposits, are fully covered, meaning in the case of bank default, 100% of the latter would be refunded by the DIC to depositors.

iii. The default ratio of NPLs is 100%.

iv. For all assets except loans ("other assets" in Figure 5), the liquidity percentage is 90%, meaning that in the case of bank default, 90% of other assets would be converted into cash and the remainder would go to default.

v. Assets and liabilities grow every year in accordance with the CPI inflation rate.

vi. The DIC will keep 10% in excess of forecasted financial assistance as precautionary reserves.

Based on these assumptions and our earlier forecast for NPLs, we estimated the present value of FA, and were thus able to obtain fair deposit insurance premium rates for each group of Iranian banks. For Group 1, which is the group with higher soundness and stability, the calculated premium rate is 0.64% and for Group 2, which has lower soundness and stability, the rate is 0.86. To calculate the fair premium income from each group of banks, these two rates need to be multiplied by the amount of eligible deposits. The effective fair premium rate, which is the weighted average of the two estimated premium rates, is 0.83. This rate could be used by the DIC in case it decides to adopt a single premium rate policy.

5. CONCLUSION

Since the start of the recent global financial crisis, triggered by the collapse of Lehman Brothers in September 2008, there has been an ongoing international debate about the reform of financial regulation and supervision intended to prevent the recurrence of a similar crisis. Strengthening deposit insurance systems is one of the fundamental steps in this reform. It is crucial for each country to select “fair” deposit insurance premium rates to maintain financial system stability, thereby protecting depositors and ensuring the settlement of funds related to failed financial institutions. A fair rate refers to a rate that covers the operational expenditures of an insuring agency (e.g., personnel costs and equipment costs) and provides sufficient funds to the insuring agency to enable it to financially assist any failed depositary financial institutions. This insurance agency also keeps an appropriate amount of precautionary reserves at the end of each financial period to secure itself against further failures. A high premium rate reduces the capital adequacy of individual financial institutions, which will endanger the stability of the financial system. A low premium rates will reduce the security of the financial system.

It would be unfair for all banks, healthy or unhealthy, to pay the same premium rate to the insuring agency. Unsound and riskier financial institutions that jeopardize the stability of the financial system should pay higher premiums than sound financial institutions that have kept their non-performing loans (NPLs) at reasonable levels and have demonstrated good financial performance. Hence, it is necessary to have at least a dual fair premium rate system, which is the main argument of this paper.

For classification and credit rating of financial institutions, we used two statistical techniques on various financial variables taken from banks’ statements. The underlying logic of both techniques—principle component analysis and cluster analysis—is dimension reduction (i.e., summarizing information on numerous variables in just a few variables), but they achieve this in different ways. These techniques enabled us to
classify our sample of banks, made up of all Iranian banks, into two clusters—one cluster has higher soundness and stability than the other, and should, based on the aforementioned logic, pay a lower deposit insurance premium rate.

The level of financial assistance from the deposit insuring agency (DIC) in case of banking failure is mainly based on the amount of NPLs—the larger the amount of NPLs, the higher the default risk, so the greater the financial assistance the DIC would provide. Hence, we developed a model for forecasting NPLs (Model 9). Our model has the capability to capture macroeconomics shocks as well as idiosyncratic shocks. The macroeconomic variables we use in our model are GDP, price of stock, price of land, and government bond interest rate. When land prices increase, collateral value increases as well, so default risk of loans will decline. When business conditions improve, increases in GDP growth and stock prices cause a reduction in default risk. When the government bond interest rate, one of the safest asset interest rates, rises, banks tend to invest more in safe assets that will reduce default risks. Four macro variables can capture macro shocks, but some banks fail even if the macro financial system is sound and healthy. Hence, we added additional variables that can capture idiosyncratic uncertainty in the economy. To obtain these variables that can capture idiosyncratic shocks, we took eight financial variables from all Iranian banks' statements, which explain all financial characteristics of these banks. To summarize information on these eight variables in just a few variables, we used principle component analysis, which reduced them to three components that can capture idiosyncratic shocks. We subsequently used these three components in our model for forecasting NPLs.

To forecast NPLs, we ran our model in a vector error correction setting. We conducted impulse response (IR) analysis to provide further evidence of the dynamic response of NPLs to macro and idiosyncratic innovations. IR analysis backed up our suggestion that macro variables are not sufficient in an NPL forecasting model for different groups of banks. The model needs to have the capability to capture idiosyncratic shocks as well. Our empirical analysis for two groups of Iranian banks revealed that NPL/loans for both bank groups respond similarly to unanticipated macroeconomic shocks, but their response to idiosyncratic shocks varies.

Finally, using our results of forecasting NPLs and employing Model 8, we calculated the fair premium rates for both groups of Iranian banks and also the effective premium rate, which is the weighted average of these two premium rates. The effective rate could be used by the DIC in case it decided to adopt a single premium rate policy. Our calculated fair premium rate for the group that has higher soundness was lower than for the other group.
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