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Abstract

Recent migration studies are increasingly based on a network approach to account for
unfavourable labor market and skill acquisition performances of ethnic minorities compared
to that of the indigenous population. Socio-economic research emphasises that utilisation of
social networks highly favors the probability of success in the labor market and in skill acqui-
sition. Despite the increasing awareness of the importance of networks, empirical literature
on the effects of networks is scarce, because of lack of data. Moreover, it is difficult to allow
for endogeneity of the chosen network variable in combination with the latent nature of the
network variable.

In our empirical application we estimate the network effect using individual data of a large
survey among ethnic minorities in the Netherlands in 1994. This data source comprises both
information on the labor market performance as well as detailed information on the charac-
teristics of the personal and social networks of individuals. The approach adopted analyses
individual labor market performance by using reduced form models in which the emphasis
is on network or interaction effects. Preliminary results indicate that ethnic minorities with
less developed networks that are not intertwined with that of the indigenous population have
lower lower labor market performances.

keywords: Ethnic minorities, clustering, social networks, labor markets

1 Introduction

The concept of networks in economics — and in social science in general — has become very popular
since the mid 1980s. Starting from real physical networks (Farrell and Saloner, 1986 and Katz and
Shapiro, 1985), the theory was quickly extended to social networks (see Montgomery, 1991). In the
mid 1990s a growing group of economists (see e.g. Durlauf, 1994; Bénabou, 1996) tried to model
the interaction between various economic agents within a given spatial area, e.g. cities or neigh-
borhoods. However, the network approach in the social sciences dates further back (Berkowitz,
1982; Rees, 1966; Granovetter, 1974) and is especially applied to socio-economic processes such as
labor market performances.

In the Netherlands, the labor market performance of ethnic groups lags behind that of the
indigenous population (see e.g. Tesser et al., 1999). These groups are characterized by strong ties
within their community and are often subject to poor socio-economic integration in the country of
destination. In 1996, Carrington et al. gave an insightful economic explanation why immigrants
have the propensity to cluster, on the basis of a cost benefit analysis. By means of this process,
initial conditions for ethnic enclaves are easily established. It is likely that geographical clustering
is a determinant for labor market and schooling performance, although van der Klaauw (2000) did

*Corresponding author, email tgraaff@econ.vu.nl. Spatial Economics, Vrije Universiteit Amsterdam, De Boele-
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not find neighborhood effects for the labor market performance of non-Dutch job losers in the city of
Rotterdam. However, as Manski (1993) indicated, there are severe problems inherent in measuring
neighborhood effects, because, without a control group of individuals, a direct distinction between
exogenous, endogenous and correlation effects is not possible. However, with prior information
or additional assumptions on the behavior of the sampled individuals, indirect results about the
separate effects may be attainable.

In this paper we aim to map out the labor market absorption of ethnic minorities in the Nether-
lands. We are especially interested in the significance of the following three main characteristics
of the probability of success on the Dutch labor market of ethnic minorities.

e Language Ability. The ability to speak the indigenous language seems highly important for
labor market performance of ethnic minorities (see Chiswick and Miller, 1999). Furthermore,
with the increasing emphasis on communication proficiencies for higher skilled jobs, this
variable seems to be highly important in determining the social segregation of a local ethnic
group. We take this variable mainly as exogenously given.

e Social Clustering. This concept measures the social integration of ethnic minorities in a
society. A strong ethnic network might prohibit the integration of the ethnic population.
On the other hand, large social intertwinement between the ethnic and the indigenous pop-
ulation may cause increased labor market and schooling performance, until the labor market
characteristics of both the indigenous population and the ethnic minority are the same. In
terms of Manski (1993), social network variables may be seen as endogenous effects.

e Geographical Clustering. This concept measures directly the physical segregation within
a society. If there is a high degree of geographical clustering in a society, neighborhoods
or peer effects have more influence on the labor market absorption of ethnic immigrants.
Geographical clustering may cause individuals to behave similarly, thus causing correlation,
although geographical clustering might also be considered as an endogenous selection effect.

These variables are all — with the exception perhaps of the geographical clustering variable
— rather hazy concepts and difficult to measure. Although they can be characterized by proper
indicators, these can never fully represent the concept underlying them. That is why we have to
construct meaningful latent variables from these indicators, which should be able to capture the
true value of the underlying concept.

This paper is organized in the following way. In Section 2, we will characterize our data by
using correspondence analysis on our dataset. Section 3 will continue with applying factor analysis
on language performance indicators and subsequently indicators on social activities, in order to
construct latent variables for language proficiency and social networks. The last subsection in
Section 3 will deal with the construction of a variable for geographical clustering, which is mainly
based on De Graaff et al. (2000). Section 4 will use the artificial variables to measure labor
market absorption. Here, duration models will be developed in order to estimate determinants of
employment spells . This Section essentially describes the extent to which persons belonging to an
ethnic minority have chances to lose a job and how these chances depend on language and social
network variables. Finally, Section 5 offers some tentative conclusions and directions for further
research.

2 The Data

In this paper we use the SPVA! survey from 1994. In this survey four ethnic minorities (Turks,
Moroccans, Antilleans and Surinamese) are questioned, together with the indigenous population,
as the reference group. In total, 4,096 households are surveyed, which consist of 8,304 respondents

IThe abbreviation stands for ”Sociale Positie en Voorzieningengebruik Allochtonen” (in Dutch).



of 12 years and older in 13 cities in the Netherlands®. Because the number of questions asked to
the heads of the households amounts to 255, we will first use correspondence analysis, followed by
factor analysis in Section 3, in order to present the data and to reduce the number of variables
substantially. The next subsection will use correspondence analysis as an intuitive tool to gain
insight in our large data set.

2.1 Ethnic Minorities: a Typology

Working with large data sets could be problematic in the sense that an overview of the relationships
is difficult to attain. Furthermore, because large numbers of observations have the tendency to
give significant results quickly, proper model specification is troublesome. Correspondence analysis
could help in order to make the data surveyable and to give a useful typology of the data. This
type of analysis is an inductive method, which can be described as a search strategy for underlying
structures within a given data set. The particular strength of correspondence analysis lies in
visualizing patterns in large datasets, thereby removing redundant noise without loosing essential
information (see e.g. Claussen, 1998). The technique is a tool for analyzing the association
between two or more categorical variables by representing the two or more variable categories of
the variables as points in a low-dimensional space, often only two dimensions. If two categories
are very similar, then they will have a small distance in space to each other. Historically seen,
correspondence analysis dates far back into the 1930s, but the method became mainly popular in
continental Europe, especially in France (for a enlightenling application see Bourdieu, 1988) and
in the Netherlands (see e.g. van der Heijden and de Leeuw, 1985), and less in English speaking
countries.

First, for applying correspondence analysis one should transform the raw data matrix X into
a contingency table A, with row dimension I and column dimension J, taking into account the
relative weight of each frequency. Next, one is able to calculate the weighted Euclidean distance
between each entry (4,7) in the frequency table in the following way:

2
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a;j and a;/; are column elements j in the row ¢ and ¢’ respectively, the -’ represents summed up
elements over the corresponding variable and 62 () is the so-called chi-squared distance. Equation
(1) is a measure of the difference between row profile i and row profile i’.* Finding chi-squared
distances over column profiles is just the transposed operation.

Correspondence analysis is based on (1) and basically decomposes this chi-square metric. First,
let D, and D, be diagonal matrices with dimension weights a;. and a.; respectively (these are called
the row and column masses). Then we are able to construct a matrix E = (D, »'D,) /n, with n
= Y a;; and ¢ a vector of ones (for a detailed analysis, see Greenacre and Blasius, 1994). The

1,J
elements of E now have the following form:

a;.a.;
i = 222, (2)
and can be interpreted as the average of the column times the row masses.

Now, we are able to calculate the matrix of standardized residuals or D, 1/2 (A—E)D, 1/2
and with the use of Singular Value Decomposition we can find the diagonal eigenvalue matrix A :

E=D;Y?(A-E)D;Y2 = UAY2V". (3)
The diagonal elements of A'/2 are the so-called singular values, which are positive numbers and
arranged in descending order: )&/2 > )\;/2 > .2 )\}(/2 > 0, with K de rank of E. In the context of

2The following cities are used in the sample: Amsterdam, Rotterdam, The Hague, Utrecht, Eindhoven, Enschede,
Almere, Alphen aan de Rijn, Bergen op Zoom, Hoogezand-Sappemeer, Delft, Dordrecht and Tiel. These cities
comprise the four largest cities in the Netherlands.

31If i and 4’ have the same profiles, then 62 () = 0 and the matrix A is singular



. 1/2 o . . . .
correspondence analysis we refer to )\i/ as a principal inertia.? U is the matrix of the eigenvectors
=re

of 22, while V is the matrix of the eigenvectors of Z'Z. This solution has a dimension equal to
K = min{I —1,J — 1}. Especially, the matrices U and V proof to be quite useful. Namely the
principal coordinates (PC's) of e.g. the rows are obtained by calculating PC, = D, 12gAY 2
while the standard coordinates of the rows are the PC’s divided by their respective singular
values, so C, = D, 12y, Both principal coordinates and the standard coordinates can be used to
display the variables in a two-dimensional or three-dimensional graph. Higher dimensions are also
attainable, but are not considered here because of the graphical difficulties to display them. The
procedure for obtaining principal and standard coordinates is exactly the same for the columns.

Correspondence analysis can be seen as a decomposition of the departure from independence
in a matrix. The relation between this decomposition and Pearson’s goodness-of-fit x? statistic?
is:

2
trace A% = E A = X—. (4)
- n

The interpretation of the graphical interpretation of correspondence analysis is now the following.
When profiles between row or column points are considerably different, the distance between the
two points is quite large, their profiles are rather equal when they are quite near each other.
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4The sum of the squares of the elements of = is called the total inertia and is a measure of the column-row
association.
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5Pearson’s goodness of fit yZstatistic is defined as X%I—l)(J—l) => K%L
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Figure 1: A correspondence analysis of five ethnic groups in the Netherlands. Demographic
variables are in italics, the ethnic groups in bold and the figures represent household incomes.

When a point is not far from the origin, then the row and column profiles from this point
will not differ much from the mean profile. The principal inertia can be used to decompose the
total inertia and to measure the contributions of each dimension to the solution. Figure 1 gives
a typology of the above mentioned five ethnic groups in the Netherlands using a correspondence
analysis in two dimensions also explained above, with the principal coordinates on the axes. The
typology is applied on the characteristics on the heads of the households, which can be found in
the contingency table Al in the Appendix. The cumulative explained inertia by the two most
important dimensions is 96%, where dimension 1 accounts for 77% and dimension 2 for 19%.
Total inertia is about 0.16, which seem to indicate that there is quite some correlation between
our column and row dimension. Indeed, Pearson’s x? statistic is equal to more or less 3187, which
is significant with 80 degrees of freedom, which indicates large dependence between the row and
column variables in table Al in appendix A.

Figure 1 reveals that there are significant socio-economic differences between the five ethnic
groups, although the characteristics of the Turks and the Moroccans seems rather similar. Also the
Surinamese and Antillean household heads lie close to each other in the two dimensional subspace.
That Dutch households incomes and education of the households heads are higher comes not as a
surprise. Furthermore, the variable "age > 65’, which is in the Netherlands the retirement age, lies
far from the Turks, Moroccans, Surinamese and Antilleans, indicating the still young demographic
profile for these groups. Typical for the Turks and Moroccans is that the head of the household
has a higher probability of being a male, having no job, being married and being religious. On
the other hand, Surinamese and Antilleans household heads are quite likely to have no partner
and low incomes. These typologies seem to be justified for the Netherlands, according to e.g.
Tesser et al. (1999). Somewhat strange is the fact that Surinamese and Antillean household heads
have higher education but lower income on average than Moroccan and Turkish household heads.
However, this could be explained by the knowledge that Surinamese and Antillean households are
more often single mother with children households. The following Section will try to find latent
variables for language and social network variables, that are able to explain the differences found in
this subsection and also a geographical measure suitable for capturing physical networks between
ethnic minorities.

3 Determinants of Integration

In comparison with correspondence analysis, the main purpose of factor analysis is not to gain
insight in the structure of the data. Instead, it want to reduce the number of variables, in order to
make the data more manageable and tractable. Factor analysis is essentially a set of techniques
that are able to make a number of new (latent) variables, usually smaller than the number of
original variables, which are able to capture most of the correlation between the original variables.
Where correspondence analysis uses a two-dimensional variable structure, factor analysis uses a
one-dimensional variable structure, though they essentially make use of the same matrix algebra,
namely matrix decomposition. In this section we will explain the basic mechanics of factor analysis,
but for more information we refer to Jackson (1991). First, we want our new variables to ideally
have the following two properties:

1. Independency. The new variables you create should be independent from each other (in other
words, orthogonal to each other) which facilitates further analysis, as regression analysis or
in our case duration analysis.

2. Interpretability. The new latent variables should also have an easy to understand interpre-
tation, so that coefficients in further analysis are easier to discuss.



Principal Component Analysis (PCA) as the first step is the most common practice in factor
analysis. Just as in subsection 2.1 we use the data matrix X with m variables and now we
transform it in its correlation matrix X, which has size (m x m) and is symmetric.® Now we may
state that with Schur decomposition:

¥ = S'AS (5)

, where S is an orthogonal matrix of eigenvectors of X and A a matrix with the eigenvalues of
¥ on the diagonal, again in a descending order. Note the similarity with (3). The vectors of S
(also called the factor loadings) can now be used to weight the original variables to form m new
variables (the principal components). The results are that the created principal components are
orthogonal on each other (they are independent) and that the m eigenvectors span the subspace
R™ (nothing from the original information has been lost).

The first eigenvector can be interpreted as that direction in R™, in which the original data
show the largest variance. The second eigenvector is that direction in R™ with the second largest
variance and so on. In order to reduce the number of variables we only have to take the £k < m
eigenvectors and transform them in principal components. The m — k omitted variables may be
regarded then as noise. There are a large number of criteria in how to choose the value of k, but
most common in practice is to only take those eigenvectors, whose corresponding eigenvalues are
larger than 1.

Other problems which arises is that the eigenvalues of all m vectors should be different from
each other, in order to properly define the subspace. Two eigenvalues almost being equal could
heavily inflate the standard errors of the factor loading. In econometric terms we may say that we
estimate the orientation consistently, but that we do not know the efficiency. In most applications
the eigenvalues of the first k vectors are quite large and observable different from each other.
However, the eigenvalues of the last m — k vectors are quite small and mostly of the same order
of magnitude. We use a test developed by Bartlett (see Jackson, 1991) to test for the equality of
the eigenvalues.”

Interpreting these k£ new independent principal components is quite difficult. We ideally want
our factor loadings to have values like -1, 0 or 1, so that each principal component is entirely
constructed out of a (small) number of variables. In reality, however, our principal components
are quite likely to be constructed out of all variables. An obvious approach in this case is matrix
rotation. There are basically two rotation methods. The first one leaves the principal components
orthogonal, while the other does not retain orthogonality. The most popular rotation method,
which leaves the principal components orthogonal, is the so-called Varimax rotation procedure.
As already mentioned at the beginning of this Section, there is a kind of trade-off between the two
desirable properties: independency and interpretability. Using non-orthogonal rotation schemes
make the new factors dependent of each other but increases ease of their interpretation..

Let b;; be an element of B = RSy, with R a rotation matrix and S, the matrix of the first &
factor loadings, then the varimax procedure looks like the following:®

m

o> (-3 (3n) ) ©

j=1 =1

where, the variable @ is maximized by varying the rotation matrix R, with size equal to (k x k).
This procedure keeps the orthogonality of the principal components and maximizes the sums of

6Instead of using the correlation matrix, we may also use the covariance matrix. However, the principal com-
ponents of the covariance matrix are difficult to interpret, when the data are measured in different units. This
problem does not occur when working with the correlation matrix, because its elements are unitless and scaled to

1.

m

XA

m

_— i ) ) . o, _ ) _ i=F41
Bartlett’s test is defined by Jackson (1991) as: X%(m—k—l)(m—k-&-?) = —v i:§k+1 InX\;+v(m —k)ln =R |’

with v the number of degrees of freedom of the used covariance matrix and A; the corresponding eigenvalue. Note
that this test-statistic may be used for each null model that assumes some of the eigenvalues to be equal.
8Most orthogonal rotation procedures, like e.g. orthomax, can be derived from (6).



squares of B columnwise.

In the following two subsections we will use factor analysis to construct two new sets of latent
variables, namely language and social network variables. In the last subsection we will give a
useful geographical clustering variable, which is capable of taking into account the various city
sizes occurring in the SPVA survey.

3.1 Language Variables

In determining the success of the absorption of immigrants, language skills are key variables, as
already argued by e.g. Chiswick and Miller (1999). Language proficiency does not only facilitate
finding a job, but in most cases also increases productivity, due to the increasing importance of
communication. If immigrants have low-skilled jobs, complementary to those of the indigenous
(high-skilled) population then communication between those two groups is highly preferable and
higher returns to language skills are given. In this paper we try to estimate language skills directly
from the data, although there can be argued that language skills are a function of the characteristics
of the immigrant. According to Chiswick and Miller (1999) the following functional form may be
constructed (with the expected sign of the effect in parentheses):

Language = f{duration of residence (+), marital status (—), age (—), education (+),
ethnic density (—), children (?) }.

Language proficiency will increase with the duration of residence in the country of destination.
If the length of the residence increases, immigrants tend to adjust to the country of destination.
This situation may also be encountered in the Netherlands (see Tesser et al., 1999). There may
be argued that a nonlinear relationship is present in the form of decreasing returns of duration of
residence, but this problem can be easily be encountered by squaring the duration of residence.

Marital status can be quite important at the time of migration. If the migrant is married then
the probability of speaking his native tongue at home it quite high, thereby reducing the need for
acquiring proficiency in the language of destination. From the linguistics literature we know that
the ability to learn a new language is quite superior at a younger age and decreases according as
the immigrants gets older, so the higher the age, the more difficult it will be for the immigrant to
obtain new language skills. Also the degree to which the immigrant has received education seems
to have a significant impact on the language proficiency. The negative effect of the number of
immigrants from the country in a certain area comes quite close to the social and geographical
clustering variables as we have introduced before, which again stresses the fact to be careful of
endogeneity between e.g. language variables and social clustering variables. The last determinant
in the functional form above is that of having children, which has an ambiguous effect. First of
all, children will learn the alien language faster and are therefore able to teach the parents the
language. On the other hand, children may act as interpreters, which reduced the incentives for
the parents to learn the language. As a last remark on having children, we note that children
could have a depressing effect on the labor supply of their mothers. If language proficiency is an
investment in the labor market, then having children could largely remove the motives to make
these investments.

In our data set, several variables dealing with language proficiency are available. Variables
dealing with duration of residence, age, education and ethnic density will not be taken into account
when constructing the factors for two reasons. First, no good variables are present in the data
set that deal with the aforementioned determinant in combination with language proficiency.
Secondly, those determinants will be used in other variables in the final analysis, so that leaving
those variables out will remove problems of multicollinearity. Variables dealing with the marital
status and children of the immigrant in combination with language ability are taken up in the
analysis.

Table 1 presents the variables used and their descriptions in this factor analysis.



Table 1: Language Variables and their definitions

Variables | Definitions

Langpart | Immigrant speaks Dutch with partner

Childnl Immigrant has children in the Netherlands

Langchil | Immigrant speaks Dutch with his/her children

Otherlan | Immigrant speaks an other language

Langconv | Immigrant has difficulty with Dutch in the interview
Langratv | Immigrant has difficulty with Dutch on radio and TV.
Langnews | Immigrant has difficulty with Dutch in newspapers and such
Letters Immigrant writes letters in Dutch

Figure 2 presents the factor plot of these 8 variables. We used here principal components
analysis in combination with the Varimax rotation scheme on the individuals belonging to the
Surinamese, Turkish, Antillean and Moroccan ethnic communities. The first two factors account
for 58 percent of the variance in the eigenvalues and the 6 other eigenvalues do not seem to be
identical.”

Factor Plot of Language Variables
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Figure 2: A factor plot of language variables in two dimensions.

Figure 2 shows that the language variables may be divided into two factors, apart from the two
variables ‘Otherlan’ and ‘Langratv’. The variables ‘Otherlan’ lies close to the origin, indicating

9Bartlett’s test indicates here a chi-square value of 7071.3026 with a probability of 0.00.



that it does not have a large effect on the two factors. Indeed, its corresponding eigenvalue is quite
small. The variable ‘Langratv’ is somewhat more strange. However, the variables lies close to the
x-axis and has also a large effect on the factors. Observing figure 2, we are now able to make two
new latent language variables:

e Understanding. This is a variable, that capture the ability of the immigrant to understand
Dutch media (newspaper, radio, television), and to a certain extend also the ability to
understand the question of the interviewer. This variable could also be seen as a measure of
being able to receive information from the outside world. A high variable ‘understanding’
must be considered as a high ability to understand the Dutch media (and the interviewer).

e Practice. This variable measures to which extend the immigrant actually uses the Dutch
language (with his or her partner or child). The fact of having children is also important in
this context, which can be explained by the educational system, that forces children to use
the Dutch language and in an indirect way also their parents. If this variable is low, then
the impact of the Dutch language proficiency must be considered high.

The 8 variables do not seem to be perfectly explained by the two factors. However, this may
be explained by sampling error, the ordinality of the data and especially the large separation of
the meaning of some of the variables. On the other hand, 58 percent is a rather good score, if one
takes the different realistic meanings of the variables into account. Furthermore, our two latent
variables seem to capture the underlying structure rather well. The following subsection will deal
with the creation of latent social network variables.

3.2 Social Network Variables

The second class of latent variables we would like to investigate is that of the social network
variables. From sociological literature (e.g. van Amersfoort and Cortie, 1996) but also from
economic literature (Montgomery, 1991; Rees, 1966) we know that social networks are important
for labor market and schooling performance. However, we do not know exactly the channels via
which this process occurs. Sharing information with other individuals, though, seems to be a key
variable. Considering this, we can divide the social network of an immigrant in two main elements.
First of all, the social network within his own ethnic community and, secondly, the social network
between the ethnic community and the indigenous population. So, at the least, we want our latent
variables to have these two characteristics. Table 2 presents the observed variables we used to
construct our latent variables.

Table 2: Social Network Variables and their definitions
| Variables | Definitions

Concethn | Immigrant wants to live in neighborhood with own ethnic composition
Mixpart Immigrant has partner from other ethnic group
Ethorgan | Immigrant has contact with his/her ethnic community of interest

Leisnl Immigrant meets Dutch individuals in leisure time
Friendnl | Immigrant attaches value to having Dutch friends
Visits Immigrant gets visited by Dutch friends

Member Immigrant is member of an organization
Placethn | Immigrant visits places frequented by individuals from the same ethnicity

The variables in table 2 are variable that deal with networks of immigrants within their ethnic
group and between several ethnic groups. The variables ‘leisnl’, ‘friendnl’, ‘visits’ gives information
about the intertwinement between the immigrant and the Dutch community. ‘Mixpart’ gives even
information whether the immigrant is prepared for the absolute mixture of social networks by living
with a partner from another ethnic group. ‘Concethn’ informs us about the racial preferences of
the immigrant for his neighborhood. ‘Ethorgan’ and ‘placethn’ provides us with information about
the social network of the immigrant within his own ethnic community, while ‘member’ informs us



whether the immigrant engages in social outdoor activities. So the last variable is some kind of
proxy of the total social network of the immigrant. Figure 3 gives us then the factor plot of the

social network variables.

The proportion of variance explained by the first two factors is here 45%, while Bartlett’s test
does not indicate that the last 6 eigenvalues are identical.'® One could object that the amount of
variation explained here is rather low. However, just as in subsection 3.1, the variables used here
are quite divers in their meaning. Together with again their ordinal values and some inevitable
sample error, the proportion of variance explained could be considered quite reasonable. Note that
the third largest eigenvector is marginally above, indicating a three-dimensional factor structure.

For the sake of simplicity, we will continue with a two-dimensional structure.

Factor Plot of Social Network Variables
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Figure 3: A factor plot of social network variables in two dimensions.

The picture drawn in figure 3 is not quite that coherent as in figure 2. However, giving

interpretation to the two latent variables is rather straightforward, namely:

e Between network: The social network between the ethnic group and the indigenous popula-
tion. The variables concerning the contact with the Dutch indigenous population are rather
clustered. Even the variable regarding the preference of the immigrant of the neighborhoods
racial population fits in rather well, if one takes into account that the sign of ‘concethn’ in
the sample is reversed with respect to the other ‘between network’ variables. The higher the

10T be precise, Bartlett’s test has as an chi-square outcome of 3290.33 with a probability of 0.00.
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‘between network’ variable, the lower the impact is of the network between the two ethnic
groups.

o Within network: The social network within the ethnic population. These variables are less
clustered, mainly because ‘mixpart’ and ‘member’ are not real within network variables.
The peculiar fact that ‘mixpart’ is highly determined by the within network factor, could
be explained by the fact that the variable ‘mixpart’ is merely a measure about the tightness
of the ethnic social network. The variable ‘member’ is definitely a combination between the
between network factor and the within network, which is explained by the fact that ‘member’
is kind of proxy for the height of both these factors, namely the total social network. If the
variable ‘within network’ is high, then the social network within the ethnic population of the
individual has to be considered insignificant.

After constructing our network and language variables we will now turn to our third variable
of labor market absorption, namely geographical clustering.

3.3 A Geographical Clustering Variable

It is not difficult to see that area composition effects could be an important determinant for labor
market absorption. If an area exhibits a large clustering of one or more ethnic groups, then we
know that the characteristics of the inhabitants of that area display a large correlation and may
also differ from the mean characteristics. The correspondence analysis performed in Section 2
provides further evidence for this notion. Another cause for social interaction effects may be self
selection effects of ethnic groups in their preference for a particular residential area. For instance,
persons with low wages may be highly clustered, because their preference for cheap housing may
be highly correlated. However, in empirical applications it is rather difficult to identify the exact
reason for the impact of clustering or composition effects. For now we are only interested in the
impact of geographical clustering, and we will temporarily forget the various economic reasons
that could explain this impact.

Finding a proper geographical clustering variable, based on economic theory, is rather difficult.
Especially, because we want our variable to have the useful property of scale independency. Because
the cities in our dataset do not have the same size (see table 2A in the Appendix), scale sensitivity
of an index could create a severe bias. The famous Gini’s ratio, for example, can not be used here
because this variable is sensitive to extremes in the distribution and thus scale dependent. In de
Graaff et al. (2000) we proposed a new geographical clustering variable, the gamma index, based
on the index developed by Ellison and Glaeser (1997). This index has two major advantages. First,
the index take the sizes of the other areas into account and is scale independent. Secondly, the
index is based on a location choice model, where a person chooses his location based on natural
advantages (observed and unobserved) and based on network externalities created by previous
movers to that location.

Let s;;, be the percentage of the ethnic group m living in area ¢, and let z,,, be the share of the
ethnic group in the total population. Furthermore, let m € {1,... M}, with M the total number
of ethnic groups, then we may construct the following area clustering index:

M 9
21 (Sim - Im)
Yi= T (7)
1= > 7,
m=1

The gamma coeflicient, ~y;, is now a measure of the amount of clustering in that particular
area and can be calculated for all areas, regardless of their size of population. The data we use
originates from the Dutch bureau of statistics and gives us the information about the composition
of 8 ethnic groups'! living in each municipality in the Netherlands. This data is released the first

H These comprises the first and second generation immigrants. Namely, those people who are born in a foreing
country of from whom at least one parent is born in a foreign country. If both parents a born in a foreign, but
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of January, 1995, and can be seen as the resultant area conditions of the surveyed ethnic groups
in the SPVA (these people were actually questioned in the spring of 1994). The gamma coefficient
can take up a value between 0 and 1, where 0 represents complete random clustering and 1 extreme
clustering. We consider a low amount of clustering when gamma is between 0 and 0.02, a medium
amount of clustering when between 0.02 and 0.05 and a high amount of clustering appears when
the coeflicient is above 0.05.

Table A2 in the appendix gives the gamma coefficients for the cities surveyed in the SPVA. The
same pattern appears as we found for the municipalities in 1998 in de Graaff et al. (2000), namely
high geographical clustering only occurs in the four largest cities in the Netherlands. The other
municipalities do not display a significant amount of clustering in their population composition,
even for medium sized cities. In the following Section we will investigate to what extent differences
in clustering between the cities may explain differences in labor market behavior.

4 The Labor Market Performance

In this section we want to investigate the actual labor market performance of the four surveyed
ethnic groups. In order to do so, we will first developed a proper model to examine employment
spells and subsequently we will give the estimation results. Our main research objective in this
Section is to research to what extent the developed language, social clustering and physical clus-
tering variables are contributing to actual labor market performances of the four sampled ethnic
groups. Furthermore, we are interested in what way our surveyed ethnic groups relate to the labor
market performances of the indigenous population. Although the results are still rather prelimi-
nary, results indicate a high impact of language proficiency and social network and low impact of
clustering on the city level.

4.1 Determinants of Employment and Unemployment

In this subsection we will developed duration models — to be precise mixed proportional hazard
models — specifically designed to estimated the employment spells in our dataset correctly. These
spells could also be estimated by means of regression techniques, although this would only be
allowed if all spells were randomly collected and if the impact of the exogenous variables do not
change when the duration of the spells changes. However, it is very likely that processes as
stigmatization and the loss or gain of specific skills play a significant role on the labor market,
especially if the durations of the spells are rather large. Moreover, our sample does not even have
a random collection of employment spells, so it is very likely that regression estimates would be
biased (see Kiefer, 1988). However, the most important reason to use duration models in our case
is the fact that we are dealing with right censored stock data. This means that the distribution of
employment spells is not complete, but only partly observed. These types of data are known to have
an overrepresentation of long spells. Therefore, we will use the more appropriate duration models.
Moreover, because a large number of individuals in our sample are first generation immigrants, we
encounter two main problems in modelling;:

1. Our observations are right censored, i.e. the on-going spells are normally longer than can be
observed at the time of sampling (point B in figure 4).

2. In the case of first generation immigrants, the period of working could never be larger than
the period that the migrant is in the country of destination (from point M in figure 4). This
condition should be taken into account in the distribution functions of the duration spells.

different country, then the child is assigned to the country of its mother. Surinam and the Dutch Antilles are
considered here as foreign countries, although they are (former) colonies.
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Figure 4. Duration diagram for a first generation immigrant. With M the moment of migration,
B the moment of sampling, ¢ the period in the spell and m the period in the country of
destination.

The first problem is nowadays rather straightforward to solve (see e.g. Kooreman and Ridder,
1983) where the second problem is not difficult to encapsulate in a duration model either. As
mentioned before we will use a duration model in the form of a Mixed Proportion Hazard (MPH)
model'?, mainly because of the model’s flexibility and also because it is now the most popular and
best known duration model. MPH models have the following form:

8; (t) dt = N () .7 () v;.dt. (8)

In this expression, ¢; (t) is the probability of leaving a spell for each individual (the hazard rate),
Ai (t) is the effect of exogenous variables on the hazard rate, 7 (t) takes into account the duration
dependence on the hazard rate and v, is an individual random error term due to omitting variables.
Because our data consists only on incomplete spells and because the first generation migrants must
be conditioned on their time of migration, the whole density function of our incomplete spells may
be denoted as:

MPr(zzt> _ El(;\i};(lt\zl) For first generation immigrants
- é Pr(t>s)ds
h(t) = Pr(>t) _ 1_F(1) Other ' Y
TP]‘(LZs)ds @
0

Here, F denotes the expectation operation, ¢ is a random variable, F(.) is the distribution of the
complete spell and M is the time of immigration for a first generation immigrant.

Because our hazard rate of (8) can be denoted as 6 (t) = f (t) /(1—F (t)), the following relation
between (8) and 1 — F'(t) can be easily derived:

t

1-F(t) =exp /— 6i(s)ds | . (10)
0

For the function representing the exogenous variables we now define )\; (.) as usual:

X (X (1) = Xi (X) = X7, (11)

with (@ the parameters to be estimated. We define the duration dependence 7 (t) as 1 or, alterna-
tively, as a Weibull specification form:

12For an overview of hazard models see inter alia Gorter (1991), Kiefer (1988) and Lancaster (1990).
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7(t) = at® L, (12)

« is here a duration parameter to be estimated; if a = 1, there is no duration dependence, if
a < 1 there is negative duration dependence and if a > 1 there is positive duration dependence.
And last, the error term v, in our model is assumed to have a gamma distribution with mean
1 and variance 1 or, alternatively, the variance is assumed to follow a gamma distribution with
parameters (0*2,0*2):

—2
(0'72) 7 —2 —2
. o “—1 —wv.o
The main reason of adding (13) is to capture unobserved heterogeneity. Taking (8), (10) - (13)
together we are now able to specify our density function of our incomplete spells as in (9) (see for
an elaboration on the derivations: Kooreman and Ridder, 1983):
For our first specification, we take for v =1, and 7 (t) = a.t*~! as in (12):!3

a(ex‘g e

A o Xﬁ . . .

~ My o (T exp( e ta) For first generation immigrants

hi () = § g /) . ;o (14
—r(7ay oXP (—e / ta) Other

where Miv(,a) (1/) is T’ (1/a) times an incomplete gamma distribution (between zero and eX*Ma),
with parameters 1 and 1/«. Now for v = g (v) and for the duration dependence constant (7 (t) = 1):

eX}‘f _0_2 _ 0,2 . . .
~ s )17‘72 (1+0%eX s t) Y For first generation immigrants
hi (t) = 4 1=(1mmm) © . . (15)
eXP(1-02) (1+ UQeXﬁt)_l/g Other

And last for both v = g (v) and 7 (t) = .t 1 :

2 xpB\1l/x - 2
oo’ TE— (1 + o2eX8 ta) 1e For first generation immigrants
R el (16)
? - alo2eXB)L/ ™ 1/0? ?
(14 02e*Pta) Other

(3% %)

with Bi(q,8,02) (é, 0—12 — Cll) defined as B (é, 0—12 — é) times an incomplete beta distribution func-

tion between zero and 1/{1+ 02eX#Ma}), with parameters 1/o and (1/0-1/a), and finally
B (l 24— é) denoting the beta function:

o’ o?

11 1 | r(:r
B <_7__> :/ L (1fx)v]_'2_‘]_*_1dw: = T

0

(z — ) [z € (0,1)].

(14) - (16) can be estimated by means of maximum likelihood. The loglikelihood can be easily
constructed, by splitting the distribution functions of the incomplete spells in two separate log-
likelihoods and adding both loglikelihoods up for both first generation immigrants and for both
non-first generation immigrants. In the following subsection we will show the estimation results
for employment spells of the Turks, Moroccans, Antilleans, Surinamese and the Dutch.

13We do not consider the most straightforward specification here, namely the exponentional case: 1 — F (t) =
exp (—A; (.)t). Because the exponentional distribution is a no-memory process, differentiating between first and
second generation immigrants does not make a difference here, which may give biased results.
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4.2 Results

Figure 4 shows the histogram of all employment spells in our data set. The stepsizes between
the separate bars is 20 months and the total number of observations is 1841. Although we are
working with duration models, empirical survival functions — like e.g. Kaplan-Meier estimates
— are unfortunately not attainable, because we only have right censored spells. Therefore, only
direct information about the length of the spells is available. Figure 4 displays a remarkable
amount of short spells, which is rather striking because censored data should provide us with
an overrepresentation of long employment spells. We can observe that more than 25 percent of
the individuals in our database have started their job less that 20 months before the moment of
sampling. Thus, it seems that the individuals in our database have a high probability to leave
employment rather soon after the commencement of their job. In terms of duration models: the
hazard of leaving the current job is high and seems to be increasing in time(certainly for the first
few years). This does not necessarily mean that people who leave their job become unemployed.
It may also be the case that they receive a better job offer and accept it or that they leave their
job for early retirement.

500
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300 -
200 {H

100 {H I
0 Hnﬂ Il0n0n.na
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DX SR ST

Q Q Q Q Q

Months

Figure 4: A histogram of employment spells.

Because we conjecture our data to possess positive duration dependencies, we will estimate first
the MPH model of (8) with 7 (¢) defined as in (12) and g (v) = 1, so the model does not contain
heteroskedasticity. The second column in table 3 presents the maximum likelihood estimation
results from the likelihood results as defined in (14).

The estimates presented in table 3 are satisfactory and according to intuition, except for two
cases. The dummies for the ethnic groups are not significant, while one would expect them to
be and the duration parameter is — while positive as was to be expected — rather high. The
last characteristic would imply that individuals in the sample witness their probabilities to leave
employment quickly increasing in time.

The low (insignificant) parameter value for the clustering effect is not surprising. The size of
the area — namely on the level of cities — seems to be too large to capture network or peer effects,
although table A2 in the appendix shows that there is still some variation in clustering behavior
between the separate cities. Table A2 also shows that there is a large difference in clustering
behavior between the four largest cities (Amsterdam, Rotterdam, The Hague and Utrecht) and
the nine smaller cities in the Netherland. An insignificant value of the clustering variable may
also indicate that there is no difference in the labor market performance between smaller or larger
cities among the ethnic groups.

The coefficient of the language variables, ‘understanding’ and ‘practice’, have the expected sign
and are statistically significant. Recall that a high value of the variable ‘understanding’ means
that the individual has a high ability to actually understand Dutch, while a low value of the
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variable ‘practice’ indicate a high level of using the Dutch language. So, individuals who have
difficulties with understanding Dutch and are also not inclined to exercise the language have a
higher probability to leave their job than others.

The coefficient of the network variables are also according to intuition, although the coefficient
of the ‘within’ variable is only significant at a 10% percent level. From subsection 3.2 we know
that low values of the ‘between’ and ‘within’ variables indicate strong social networks between the
ethnic group and the Dutch and within the ethnic group itself. Table 3 shows that individuals who
have a strong social network intertwined with that of the Dutch have a low probability to leave
their current job. Similarly, persons who have a strong social ethnic network have a (marginally
significant) higher probability to leave their job.

Table 3: Maximum Likelihood Estimation Results
of the MPH Models for Employment Spells.

With duration
dependence

Individual characteristics
Constant | -9.25  (1.60)

Experience | -0.01  (0.00)

Age | -0.07  (0.02)

Generation | 17.41  (20.99)

Female 0.33  (0.07)

Turks | -16.18  ( )

Moroccans | -16.27  ( )

Surinams | -16.21 (21.14)

Antillians | -15.56  ( )

Language variables
Understanding | -0.68  (0.40)

Practice 0.31  (0.14)

Clustering & Network variables
Between 0.45  (0.19)

Within 0.28  (0.22)

Clustering 0.00 (0.01)

Duration dependence parameter

al| 263 (0.37)

Mean log likelihood -4.31
N 1841

Explanatory note:Standard errors are in parentheses. |

The remaining coefficients seem according to theory, so we briefly address the outcomes of the
individual characteristics. As could be expected, the higher the experience the less inclined one
would be to leave a job. This phenomenon may be due to rent-seeking behavior. Also age seems
to decrease the probability to leave a job. This could be caused by the fact that pensions in the
Netherlands are endangered when changing jobs; something which becomes more important when
getting older. On the other hand, the age effect could just as well be caused by the rent-seeking
process. And last, it seems that females have higher propensities to leave their current job. This
would not only be caused by a weaker labor market position, but also by the fact that women may
leave jobs to give birth.

To sum up, preliminary results indicate that our latent language and network variables are
indeed important to explain part of the unfavorable labor market position of ethnic minorities.
Moreover, the developed clustering variable is almost zero, indicating similar labor market positions
of ethnic minorities in the surveyed 13 cities in the Netherlands.
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5 Conclusions and Further Research

As was already known, there seems to be wide differences in the characteristics across ethnic groups
in the Netherlands. These differences become apparent in demographic variables, educational
attainment and in labor market characteristics. It is widely recognized that part of the causality for
unfavorable labor market and educational achievement characteristics may be due to the working
of social networks and the correlated language proficiencies.

This paper shows that with the use of correspondence and factor analysis new latent vari-
ables, describing the same language proficiencies and social networks, can be easily constructed.
This approach is especially useful when working with large surveys, containing a large number
of (dummy) variables describing the same characteristics. Moreover, the created latent variables
are independent of each other, which facilitates further analysis. In the empirical analysis of this
paper there is shown that the newly constructed variables have a high explanatory power (except
for the clustering variable), and that they are statistically significant with the expected sign. Still,
the empirical results are rather preliminary, but they point in the right direction.

The trajectories of further research are quite clear. Next to looking at employment spells, most
researchers are also highly interested in the duration of unemployment spells. Taken together with
the fact that the unemployment rates of the four ethnic group were substantially higher than that
of the indigenous population, gives us enough reason to perform the same analysis of subsection 4.1,
but then on unemployed individuals in our dataset. This would also circumvent one of the intrinsic
disadvantages of investigating employment spells, namely the uncertainty about the transition. If
an unemployment ends, then it is in almost all cases beneficial for the individual, while the end of
an employment spell may be due to a resignation or to a better job offer.

Furthermore, the estimations could be extended in the form of allowing heteroskedasticity and
of more flexible duration dependence specifications. As already indicated, data on residential
areas should be more detailed, preferably on the level of neighborhoods to capture spillover effects
between immigrants. In the ideal case, tracts should be developed with equal size and a low
number of inhabitants. However, the chances on obtaining data on residential areas are severely
limited in the Netherlands.

Another interesting line of research would be to investigate the returns to education for ethnic
groups. If returns to education are lower than that of the Dutch, incentives for high educational
achievement could also be subdued. Moreover, if the ethnic ties are high and the binding with the
Dutch low, children from ethnic communities could be less inclined to perform as well as the Dutch
in a Dutch schooling system. This will allow us then to answer the research question: how easy is
it for ethnic minorities in the Netherlands to get a job and what is the job worth conditional on
their education?
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6 Appendix

The following table gives several categories and the number of persons, belonging to a specific
ethnic group, from our sample that fit in that category.

Table Al: A contingency table for the characteristics of the five ethnic groups. |

| Turks Moroccans  Surinamese  Antilleans  Dutch | Total |

Wage Variables

Wage < 1100 p.m. 42 62 87 130 108 429
Wage 1100-1500 p.m. | 68 67 126 104 142 507
Wage 1500-1900 p.m. | 284 307 172 103 96 962
Wage 1900-2300 p.m. | 132 106 94 44 97 473
Wage 2300-2700 p.m. | 73 49 49 43 99 313
Wage 2700-3100 p.m. | 25 11 37 36 88 197
Wage 3100-3500 p.m. | 10 4 15 11 42 82
Wage 3500-3900 p.m. | 1 1 9 8 51 70
Wage > 3900 p.m. ) 0 13 9 94 121
Demographic Variables
Female 101 81 406 292 359 1239
Married 629 654 286 146 452 2167
No children at home | 191 279 393 345 732 1940
Partner at home 133 196 439 386 457 1611
Age > 65 9 12 51 15 191 278
Education
None or low 496 584 284 131 201 1696
Low 160 92 255 189 257 953
Mediate 91 62 178 150 269 750
High 27 20 87 106 303 543
Miscellanious
Unemployed 430 489 397 303 419 2083
Never had a job 88 117 119 146 33 503
Has a religion 774 751 629 377 407 2938
| Total | 3767 3944 4126 3074 4897 | 19810 |

The next table gives the coefficients of our gamma coefficient for the 13 cities surveyed in our
data.

Table A2: Gamma coefficient of the 13 cities in the SPVA

in decreasing order of magnitude, measured at 1 January 1995.
| Cities | City size | v; coeflicient | Cities | City size | v; coeflicient |
Amsterdam | 722,230 | 0.26 Almere 104,541 | 0.01
Rotterdam | 598,239 | 0.15 Delft 92,457 0.01
The Hague | 442,937 | 0.16 Alphen aan den Rijn 67,113 0.00
Utrecht 235,625 0.05 Bergen op Zoom 47915 0.01
Eindhoven | 196,693 | 0.01 Tiel 34,171 0.01
Enschede 148,034 | 0.02 Hoogezand-Sappemeer | 33,676 0.00
Dordrecht 114,089 | 0.01
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