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1 Introduction

In recent years, a vast number of studies have been conducted to explain the dynamics on real estate markets. Although some relevant fundamental factors driving house prices have been identified in the past decades, the recent worldwide financial crisis, triggered by a collapse of the US-House price bubble, showed in an impressive way that Economists seem to be quite far away from a complete understanding of the price determination process on real estate markets. The standard models incorporating the core set of these consensus fundamental variables, both supply and demand side, which are assumed to influence aggregate house price dynamics, (e.g. interest rates, economic activity, population size and distribution or inflation) especially fail regularly to explain the evolvement of house price inflation and other observed price anomalies on real estate markets (Shiller 2007, Hohenstatt et al. (2011)). Thus, because of the outstanding importance of the real estate sector for the whole economy, models better explaining recent and hopefully future price dynamics are urgently needed. With this paper we want to take a step in this direction.

One reason for the problems to explain and predict real estate price developments properly might simply be an inadequate and incomplete informational input. For some standard macroeconomic explaining variables, like GDP or disposable income, we often observe substantial publication delays and revisions. Usually the frequency and granularity of needed data is quite low and sometimes relevant data, especially on regional level, does not even exist. Furthermore, beside these well-known problems with many macroeconomic indicators (Bouwman and Jacobs (2011); Taylor 2014), important psychological (“sentiment”), socio-demographic or individual factors (birth of a child, marriage, migration) or other behavioral phenomena like herd behavior exist, which obviously play a role in the house/property buying process and thus could have an impact on prices. These variables are mostly very hard to measure or even unobservable. Exploitable information often can only be retrieved at high cost (e.g. using surveys) with many problems such as limited reliability and considerable time lags. As an easy way out, to capture the aggregate influence of these variables and increase the general informational input, we propose to use search engine data, i.e. a single search frequency index obtained from Google Trends (www.google.com/trends/). In our paper we mainly address the question if the integration of such kind of search data contributes to a better understanding of house price dynamics by increasing the explanatory power and forecasting accuracy of conventional empirical models. Using the house price index (HPI) from Eurostat we are able to show for a sample of 14 EU-countries for the years 2005-2013 that the additional integration of Google data from a predefined search category (“Real
Estate Agencies”) can improve the explanatory power and forecasting properties in nearly all specifications significantly. Thus, we conclude that Google search intensities help mitigating the problem of insufficient data availability modeling the house buying and price determination process.

The underlying idea is simple, convincing and well established in the literature. We use revealed internet search activity as reliable signal for future real world economic transactions (Choi and Varian (2009)). Applied to our real estate context, we imply that potential buyers of real estate property inform themselves via the Internet before they show their demand on the market and finally acquire a dwelling after matching has been successful. The decision of buying a house or, to be more general, property, is the result of many different individual subordinate decisions of households and strongly influenced by sentiment and social (peer group) norms, informational cascades and herd behavior (Hott 2009, 2012). Google search indicators should be able to capture all these rational and irrational factors quite well in real time without any delay. Of course, some search queries may be mainly induced by hard objective rational facts (such as low mortgage rates for example) and thus reflect classical rational decision making. But since observed search activities seem to be always motivated by a mixture of all variables and factors playing a role in the context of decision making, they surely are also influenced by (and reflect) other quite irrational motives such as “sentiment”. Recording and categorizing billions of these search queries over time and geographic regions, Google Trends aggregates signals of decision-makers’ intentions and thus measures at least partly an overall level of “investor sentiment” (Wu and Brynjolfsson (2013)).

All in all, our idea is not to investigate this individual decision making process in detail (e.g via surveys) in order to identify useful variables for modeling house prices. We only look on real observed behavior, the clicks for real estate related search terms, recorded and categorized by Google, the leading search engine worldwide1 and assume that expressed preferences via clicks in fact reveal underlying economic intentions and activities.

Thus, for us, processing a search query is a “honest signal” for actual interest (Wu and Brynjolfsson (2013), Pentland (2010)). Since search activities of individuals are time consuming and associated with considerable opportunity cost, they should at least in most cases reveal serious intentions and preferences. Usually, they are also conducted in an

---

1 According to publicly available assessments, for most European countries included in the paper the market share of Google lies well above 90%, e.g. Germany, UK, France, Spain, Italy (Hau cap and Kehder (2013); Greenlight Digital (2010); Edelman (2011)).
anonymous way (in the sense that nobody can see what searches are processed without criminal effort) and should therefore be largely unbiased by bargaining, gaming, strategic signaling or other distorting factors. This allows us to make viable inferences from Google search intensities concerning subsequent real world economic transactions which show up presumably with a certain delay in prices.

This is especially true in a real estate context, because the decision to acquire property for the majority of households is the most important financial decision in lifetime. Consequently, intense search activities nearly always precede the purchase decision and also accompany the acquiring process. Recent studies and surveys (see for example NAR (2012, 2013); NAR and Google (2012); OFT (2012) or Hess (2011, 2012))\(^2\) show that nowadays such activities are mostly carried out using multiple channels, with the Internet taking a prominent and dominating position. According to the National Association of Realtors (NAR) 90.0% of home buyers in the US used the Internet to search for a home in 2012. In Germany 97.5% of people who search for real estate use online property marketing portals like “Immonet” (www.immonet.de) or “ImmobilienScout24” (www.immobilienscout24.de), where private sellers and professional agents can present their real estate offers (Hess (2011, 2012)). For the UK, the Office of Fair Trading (OFT) estimates, that about 40.0% of estate agents' sales are originating from such portals in 2010. It finds that additional to most buyers, who use these portals as a starting point when searching also nearly all agents (92.0%) use property portals 'very often' (OFT (2010)). Obviously, the Internet provides easier access to information for both buyers and sellers and reduces transaction costs, but in many cases this information is not that easy to retrieve and cannot be found directly. In such cases, usually Google is used as a standard search vehicle. We assume that these search engine related activities primarily mirror changes in market demand. Changes in market demand in turn should have a large impact on prices, especially when supply is rather sluggish as it is normally the case on real estate markets. In our paper we try to find empirical evidence for this conjecture.

Our paper is organized as follows. Section 2 provides a brief overview on recent research using search engine data. At this, we put special emphasis on related papers covering the use of Google indicators in a real estate context. In section 3 we discuss some standard variables in the literature of house price determinants and inspect the possible connection

between house price dynamics and search activities in more detail to motivate our research strategy. In the following section 4 we introduce the dataset and present some basic descriptive statistics with special emphasis on the HPI and the relevant Google indicator. In section 5 the econometric methodology is characterized and our baseline results for the whole country sample are presented. Section 6 looks at the relation between HPI and the Google indicator in more detail and introduces some variations of our baseline regressions in order to check the robustness of our results. At first, we split the sample into two groups of countries according to the level of internet use and access. Additionally, we investigate two time horizons, a “pre-crisis period” until the collapse of Lehmann Brothers Inc. ranging from Q1_2005 until Q3_2008 and a following “crisis-period” ranging to Q1_2013. Thirdly, as a variant to our benchmark setup, we also investigate a supply-side augmented model. The following section 7 finally highlights the forecasting performance of our Google augmented benchmark model. Section 8 concludes and discusses some implications for further research.

2 A brief review of the literature

Since the introduction of the first public accessible analysis tool Google Trends in 2006 and the presentation of the even more user friendly extension Google Insights for search (which was 2012 merged with Google Trends) in 2008, research with search query data has well established in the academic literature. Many studies in various different fields of interest have been published in the meantime, a considerable number on economic topics.

In the following we present a small overview on the literature using search engine data. Since Google has by far the largest market share and there is to our knowledge no competitive alternative to Google tools, all of the following studies were carried out using Google’s database. We mainly concentrate on economic papers and lay special emphasis on studies using Google information in real estate research. More references can be found in Choi and Varian (2012), a more detailed description of most of the mentioned papers is provided in Hohenstatt et al. (2011).

One of the first and most popular academic paper using Google search data was published by Ginsberg et al. (2009). In this work search queries related to most common flu symptoms are analyzed and used to identify and track illness hotspots and epidemics in the US.
Of course, Google data have also been applied to various other problems and topics. Concerning economic issues, most research has been carried out in the field of (forecasting) private consumption and unemployment. Beside other topics, for example Guzman (2011), who examines Google data as a predictor of inflation, housing markets received also some attention.

Concerning consumption, the strand of the literature mainly deals with the construction of consumer sentiment indicators using Google search data to better forecast private consumption. Schmidt and Vosen (2011) derive a Google indicator based on 56 consumption categories according to the national income and product accounts coming from the U.S. Bureau of Economic Analysis (BEA). They compare the forecasting performance of the new indicator with traditional survey based indices like the University of Michigan’s Index of Consumer Sentiment and the Conference Board’s Consumer Confidence Index. Their finding is that the Google indicator outperforms traditional survey based indicators. Kholodilin et al. (2010) forecast private consumption using a Google indicator and comparing it with the properties of the OECD consumer confidence indicator. They find that the Google indicator performs better in episodes of unusual or extreme economic activity.

There is also a broad literature employing Google indicator in labor market research. To simplify, the main idea here is that people fearing unemployment or have just become unemployed, will search the Internet for information on benefit systems or new jobs. So monitoring the relevant search terms and queries may be a useful indicator and predictor of unemployment. Choi and Varian (2009) try to explain initial jobless benefit claims by using unemployment and welfare related internet searches. They find that using Google data can improve predictions and forecast accuracy. Other studies finding similar results have been conducted for Germany, Italy and Israel (Askitas and Zimmermann (2009); D’Amuri (2009); Suhoy (2009)).

Because it tackles some interesting questions and received overwhelming attention from the media, we would finally like to mention the recently published dissertation from Seth-Davidowitz (2013) covering topics from Political Economy and Public Health. He uses for example Google data to measure racial animus against African-Americans. In a second paper he tries to predict election turnouts with Help of Google. These predictions prove stronger than other available indicators.

Concerning housing markets, we are only aware of eight papers that at least partly analyze real estate market issues with Google data. Probably, the initial work in this field of research
comes from Choi and Varian (2012). They conclude that real estate related searches can improve nowcasts for house sales in the US.

Wu and Brynjolfsson (2013) explain and predict US home sales and house prices on state level with help of a seasonal AR-models incorporating both variables and a Google indicator. As Google measure they use the predefined categories “Real Estate Agencies” and “real estate listings”. To account for any time-invariant influences population, as well as regional and time fixed effects are employed as controls. Prediction power of different models with and without Google indicators is investigated using the mean absolute error (MAE). The resulting Google augmented model outperforms forecasts of quarterly housing sales of the National association of realtors (NAR). For sales the volume of sales from existing single family housing units from NAR on US-State level from Q1_2006 until Q3_2011 is used. The state level house price index on a quarterly basis comes from the Federal Housing Finance Agency (www.fhfa.gov).

Wu and Brynjolfsson (2013) find that online search frequencies can improve the accuracy of prediction for present and future sales, though including Google data is more effective for predicting the future. They conclude that todays’ search activities can be useful for predicting future housing indicators. Search frequency data are more effective for predicting sales volume than for predicting state level house price indices. According to them, this is partly because supply and demand shifts which influence home price shifts cannot be exactly identified by Google indicators.

Hohenstatt et al. (2011) provide a comprehensive analysis of the US housing market for 20 Metropolitan Statistical Areas (MSA) with monthly data ranging from M2_2004 until M4_2009. They use a VAR-Analysis to address occurring endogeneity issues, modelling house prices and transactions as well as two Google indicators “Real Estate Agencies” and the single search query “Apartments” as endogenous variables. Search frequencies from the Google category “home financing”, employment, income and the S&P500 index are used to augment the model with exogenous (macro) data, introduced to account for overall market conditions. In order to motivate the structure of their VAR, they undertake a thorough Granger causality analysis, experimenting with different Google categories and single search terms.

A first version of this article was already published as technical report in 2009.
As data input for their analysis the S&P’s Case-Shiller Index Composite for 20 MSAs is used to model real estate prices. Sales are measured with the unadjusted series of existing home sales for single family and condominium from the NAR. The market index S&P’s 500 composite comes from Datastream (S&PCOMP), as well as disposable income (USPERDISB) and total employment (USEMPTOTO).

Hohenstatt et al. (2011) find that Google data improve the quality of explaining house prices, but the impact of the lagged variables is not clearly directed which is attributed to the “extreme market environment” by the authors. The Google category “Real Estate Agencies” serves as a very good predictor of transactions and assuming an effect of transactions on house prices has also implications for the overall housing market. The disadvantage of informational time lags can be at least partly mitigated by using real-time search query data. Finally, they find evidence that housing market dynamics influence search query data, which in turn influence the real world.

McLaren and Shanbhogue (2011) try to explain the house price development in the UK on country level with monthly data for the period M5_2004 to M3_2011. They use a simple AR-model regressing monthly house price change coming from Halifax and Nationwide on lagged endogenous variables. They extend this baseline model with the Google search indicator and two other house price indicators from the Home Builders Federation (HBF) and the Royal Institution of Chartered Surveyors (RICS). As Google indicator the single search term “estate agents” was chosen.

McLaren and Shanbhogue (2011) find that incorporating the Google indicator into the baseline model significantly boosts the information content and explanatory power of the model. These results are supported by the out-of-sample one month ahead nowcast tests using the RMSE criterion. Here the search term variable outperforms the existing House price indicators from HBF and RICS. They conclude that Google search data can improve the understanding of the current state of the housing market.

Also for the UK, Hohenstatt/Käesbauer (2014) perform a panel VAR-Analysis on disaggregated data. Their main finding is that the Google search category “Home Financing” is a potential stress indicator for the housing market when filtered by mortgage approvals. Additionally, they show that the search category “Real Estate Agencies” is a useful indicator for explaining house price and transaction volume developments.
In contrast to other papers analyzing search engine data, Beracha/Wintoki (2013) use single keywords instead of predefined search categories. They collect search volume data associated with the keywords "real estate" and "rent" for each of the current 384 US metropolitan statistical areas for the period from January 2004 through June 2011. Their paper examines the connection between future cross-sectional differences in home price changes and online search intensity in prior periods. They find that abnormal search intensity for real estate in a particular city can help predict the city's future abnormal housing price change.

Dietzel et al. (2014) stress the role of Google search engine data in explaining US commercial real estate prices and transactions. They find that all their models augmented with Google data, combining both macro and search data, significantly outperform baseline models which abandon internet search data. Models based on Google data alone outperform the baseline models in all cases. They also find that the inclusion of Google data significantly improves the one-month-ahead forecasts of commercial real estate prices and transactions for the US market.

Finally, Webb (2009) finds that searches for foreclosure are highly correlated with actual US home foreclosures. He suggests to employ search trends as an early warning indicator for potential problems on the US Housing market. Since this topic lies not exactly in our focus we do not want to present more details here.

Summing up, at first we can conclude that all related studies concerning real estate markets have been carried out on national level using US or UK data. Furthermore, all studies obviously focus more on fore- or nowcasting issues. Our paper in contrast is to our knowledge the first one, which examines in detail the connection between Google search intensities and real estate price dynamics in a multinational and European context. Involving 14 developed, but still quite different European countries, we try to shed some light on the Google-House price-nexus in a completely new regional and different methodological setting. This allows us finally to better assess the information content of real estate internet search activities for the corresponding development of prices and augment the picture drawn for the US and the UK.
3 Google indicators and classical determinants of house prices

Following classical theoretical studies\(^4\) and taking a look on recent empirical studies, mostly based on these considerations\(^5\), surveys or overview articles on house price determination (Hilbers et al. (2008), Girouard et al. (2006))\(^6\) we are able to identify a set of variables that seem to be “conventional” or “standard”, i.e. theoretically well motivated and regularly found significant in (macro-) econometric models explaining real estate price dynamics. Usually, models including these variables provide a “fundamental” or basic benchmark evaluating and classifying recent price developments. On the demand side, most prominent indicators employed in such models are (real) interest rates, (real per capita) disposable income and demographic changes (like population growth or number and size of households). On the supply side we often find variables like housing stock, housing investment, or building permits et cetera. Additionally to this core set of variables many other indicators like vacancy rates, construction costs, taxes, unemployment measures, or variables capturing the conditions on the rental market respectively the cost of external finance are used occasionally to assess and explain price movements on the housing markets. A detailed discussion of relevant indicators and variables can be found e.g. in Hilbers et al. (2008) and Girouard et al. (2006).

In order to check whether Google search frequencies possess information concerning house prices, we proceed as follows. In a first step, we build a baseline explanation model including


\(^5\) See among the broad and fast growing literature beside many others for example Kajuth et al. (2013) for Germany or Gattini and Hiebert (2010) for the euro area. They emphasize the role of fundamentals. They build a quarterly vector error correction model which is estimated over 1970-2009 using supply and demand forces, i.e. housing investment, real disposable income per capita and a mixed maturity measure of the real interest rate.

\(^6\) Focusing on OECD countries, Girouard et al. (2006) provide a comprehensive overview on theoretical foundations and the role of fundamentals in empirical studies. Hilbers et al. (2008) analyze house price developments from a European perspective. They identify and discuss a broad range of indicators and factors describing and measuring (a) general housing market conditions and trends, (b) demand, (c) supply, (d) the rental market, (e) taxation and finally (f) the financial sector as a whole and thus (could) influence prices on the housing market. Additionally, they estimate an own empirical model incorporating user costs, demographic pressures, and per capita income.
some of these conventional standard indicators, which should have an impact on house price development. In a second step we extend this baseline model with our Google indicator, i.e. search intensities from Google Trends and check whether we gain explanatory power (Chapter 5). In a third step, we consider some alternative model specifications to test for robustness of our results (Chapter 6). Finally, we inspect the forecasting properties of the Google augmented model in comparison to the baseline model.

Before we take a closer look on our set of potential indicators modeling real estate prices in chapter 4 we want to point out why and how Google search data is well suited to extend this set of explanatory factors, capturing factors that are rather hard to observe or difficult to measure. We examine the relationship between Google search queries and their involvement in the property acquiring process in more detail to assess their possible impact on house prices and deepening our preliminary ideas presented in the motivation in a structured way.

The starting point of our considerations is the home buying process (HBP). Although the process differs between countries in detail, there are some similarities which are characterized in the following. In general, the process starts with the decision to search or to offer (existing or newly built) property. The next or sometimes concurrent step usually is to gather information (often via Internet) to get an idea about prices of relevant property for sale. Subsequently, some sellers decide to sell on their own without any assistance, the majority in contrast contacts immediately or sometimes later a real estate agent who markets the property and provides assistance during the selling process. On the demand side, some potential buyers contact a real estate agent, too. The rest organizes their search activities privately. During the following matching process, all parties, real estate agents but also private sellers and buyers nowadays mainly use real estate internet marketplaces which have become a very important and popular platform to facilitate the transaction process in most countries. If potential buyers find an interesting offer, they normally inspect the home of interest. If expectations are met, price negotiations follow. In most cases these activities have to be repeated several times until seller and buyer finally come together. Then usually some legal and official transactions take place: the contract has to be signed, the solicitor comes into play, taxes have to be paid, the new owner has to register the land and property transfer.

Of course, this process is accompanied by several other activities related to the home buying process. Just to mention a few: gathering information about financing conditions, contacting a bank or a mortgage lender, searching for a solicitor or lawyer, obtaining information about general or special aspects of the HBP, making appointments, conducting marketing
activities, contacting sellers, buyers, lawyers, and especially real estate agents and so on. In
general, the Internet can be involved in nearly every activity related to the matching process.
And every time the Internet is used at least some people use Google. These search queries
then are categorized by Google.

But how can we relate these recorded and observable search activities with price
movements on the real estate market? At first, as on every market prices and transaction
volumes are the results from demand meeting supply. Every time when demand for property
meets adequate supply, i.e. the matching process is successful, we observe prices and the
transaction is officially recorded. We assume that the demand and supply side are driven by
several macro-variables like interest rates, economic activity, inflation, and so on, but also by
unobservable individual or other factors, covering e.g. personal or psychological issues,
social developments or just rather irrational sentiment, as mentioned above. These indicators
also exert influence on all activities involved with the home buying process which can be
considered, at least partly, as kind of matching process after formation of demand and
supply. Generally speaking, when demand or supply are increasing, for example due to
macroeconomic shocks, we expect that activities in the matching process also increase.

We argued already above that all of these activities can be separated in internet related and
non-internet activities. The Internet related activities in turn can be divided in search activities
using Google and other internet activities. Although presumably most of these internet
activities do not involve Google, we assume that a sufficiently large number utilize Google to
find the relevant information. Considering the activities in the matching process, it seems
appropriate to assume that most of the recorded searches can be attributed to the demand
side (McLaren and Shanbhogue (2011)). As a consequence increasing search frequencies
can be primarily interpreted as an increase in demand relative to supply and thus serve as an
indicator for increasing prices in the (near) future.

Every search query is categorized by Google within main categories consisting of several
subcategories. It should not be concealed, that there exist at least three problems with this
classification. Firstly, and mostly severe, the complete categorization process is a black box
to us. Unfortunately, Google only provides very little information about this procedure,
making it impossible to directly assess the quality. Secondly, classification errors might
occur: it is possible that search queries may be wrongly categorized as real estate related or
the other way round, queries might not be properly identified as real estate related and thus
are falsely assigned. Thirdly, and probably a minor problem, “fun queries” without serious
interest may exist, which also can be source of distortion and thus misleading.
Backed with various sophisticated studies using successfully Google search frequency data, we assume that overall the categorization seems to work quite properly and represents no fundamental problem. So, all in all, it seems reasonable to include search frequencies (described in detail in chapter 4) as additional variable to increase the informational base. They, as kind of an informational melting pot, for sure include information about already known macroeconomic conditions, but as well, and this is our main point and novelty, information about all the other factors influencing real estate markets. In the following we want to exploit this information. Figure 1 illustrates and summarizes our considerations.
4 Dataset description

Building our empirical benchmark model, we primarily need some of the standard explanatory factors, which were introduced in the previous chapter. Since we want to focus on the additional effect including Google data, we keep our variable set rather small allowing us to incorporate more countries and thus adding more information to our analysis. In the end we decided to employ inflation, interest and unemployment rates as basic explanatory factors, which are all presented in detail in section 4.1. Secondly, serving as dependent variable in the following, we added the HPI from Eurostat which describes the real estate price dynamics (section 4.2). Finally, as additional explanatory factor of special interest, we collected and tested several search intensities from Google Inc. as well. As described in detail in chapter 4.3, we use the search interest for a predefined category (“Real Estate Agencies”) as Google indicator in our analysis. The result is an unbalanced panel including 14 European countries (Austria, Belgium, Denmark, France, Germany, Hungary, Ireland, Italy, Netherlands, Portugal, Slovenia, Spain, Sweden, United Kingdom) ranging from the first quarter 2005 until the first quarter 2013. Short summary statistics for the whole dataset are provided in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Source</th>
<th>Obs.</th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPI Change Quarterly</td>
<td>Eurostat</td>
<td>368</td>
<td>0.3397</td>
<td>-10.00</td>
<td>15.10</td>
<td>2.5740</td>
</tr>
<tr>
<td>Real Estate Agencies</td>
<td>Google</td>
<td>462</td>
<td>91.4583</td>
<td>0.00</td>
<td>171.08</td>
<td>32.1355</td>
</tr>
<tr>
<td>HCPI Inflation</td>
<td>Eurostat</td>
<td>462</td>
<td>2.3502</td>
<td>-2.50</td>
<td>7.90</td>
<td>1.3206</td>
</tr>
<tr>
<td>Short Term Interest Rate</td>
<td>Eurostat</td>
<td>456</td>
<td>2.6069</td>
<td>0.16</td>
<td>10.49</td>
<td>2.0217</td>
</tr>
<tr>
<td>Long Term Interest Rate</td>
<td>Eurostat</td>
<td>462</td>
<td>4.2474</td>
<td>1.16</td>
<td>13.22</td>
<td>1.7037</td>
</tr>
<tr>
<td>Harmonised Unemployment</td>
<td>Eurostat</td>
<td>462</td>
<td>8.0978</td>
<td>3.03</td>
<td>26.37</td>
<td>3.7345</td>
</tr>
</tbody>
</table>

Table 1: Descriptive Statistics

4.1 Standard explanatory factors

Composing our database, we face some restrictions. Google search frequencies are only available back to the beginning of 2004, the HPI from Eurostat starts in 2005. Due to this time limitation we are forced to use data with quarterly frequency and a quite large country set. This implies that some important drivers of house price development (such as
demographic factors or housing stocks) are missing in our analysis because they are not available on a quarterly basis or not existing for a sufficiently large number of countries. We experimented with some additional factors (e.g. GDP or disposable income) but balancing results, data availability, time and frequency restrictions we finally end up with a set of four explanatory variables: inflation, short and long term interest rates, as well as unemployment.

Concerning inflation and house prices usually a positive relationship is assumed. Firstly, inflation might affect house prices because of substitution effects. Secondly, it might also reflect the stance of the economy, i.e. high inflation caused by a small output gap. And finally, another linkage might be the investment in property as an inflation hedge (Abelson et al. 2005, Ahearne et al. (2005), Tsatsaronis and Zhu (2004), Wurtzebach et al. (1991)).

The effect of short term interest rates on real estate prices in contrast is quite ambiguous. Since short term interest rates are highly influenced by monetary policy, small rates are usually set, when actual production is far away from its potential and/or the risk of high inflation is small. Price changes for houses are a part of overall inflation, so the HPI should be influenced by monetary policy (Taylor (2007), Aoki et al. (2004), Goodhart and Hofmann (2008)). Additionally, on the one hand low short term rates could indicate low household incomes and therefore lower upward pressure on real estate prices, measured for example by the HPI. On the other hand low short term rates might reduce the costs of mortgage credits and boost the demand for houses. The latter one holds also true for long term interest rates (Hirata et al. (2013), Ahearne et al. (2005)). Existing empirical evidence points into the direction that increasing interest rates seem to depress house prices and vice versa (Berlemann and Freese 2013).

Finally, considering our last explanatory variable, unemployment should reduce the ability of households to finance house purchases. Typically, unemployment is also negatively correlated with overall level of economic activity. So usually it is assumed, that higher unemployment should lead to a price decrease in the real estate sector (Abelson et al. (2005), Jacobsen and Naug (2005), Schnure (2005)).

4.2 House price index
In order to measure house price changes we use the house price index (HPI) for residential properties from Eurostat, which is market price based and reflects the price developments of all residential properties purchased by households (flats, detached houses, terraced houses, etc.), both new and existing, independently of their final use and independently of their
previous owners. Self-built dwellings are excluded to rule out non-market transactions. The index is quality adjusted.\(^7\) Figure 2 shows the development of real estate prices in our 14 countries measured by the Eurostat HPI as well as the quarterly change of the index.

### 4.3 Google search data

Google provides comprehensive and publicly available search frequencies via its tool Google Trends (http://www.google.com/trends/). Beginning in 2004, it is possible to track single keywords for different geographical locations on a weekly basis. Additionally, every search term entered is recorded and classified by Google Trends into a set of predetermined categories and subcategories based on the potential search results of the search term. If a search term is ambiguous, a proportional attribution to each involved category according to the proportion of search results that relate to that category will be applied by Google.

The main output variable of Google Trends is a normalized search intensity called web search interest over time. This intensity is calculated by dividing the number of Google searches for a certain search term (or in our case the number of searches attributed to a special category) in a certain region and time, divided by the total volume of searches originating from that particular region in the corresponding period. Before made public, the data is normalized by Google. If a single search term is analyzed, the highest intensity in the period is set to 100. If a whole category or subcategory is analyzed, Google reports the weekly percentage change of search intensity with respect to the first week of the analyzed period.

Considering intensities rather than absolute number of searches has several advantages. It allows for example to account for increasing computer usage or increased popularity of Google services. Sometimes Google reports search interest to be zero. Since Google Trends only analyzes popular search terms, this happens normally when the search volume is too low to calculate interest and make it accessible. Furthermore, Google Trends eliminates repeated queries from a certain user over a short period of time.

Because we have a multilateral framework with quite heterogeneous countries and different languages, the use of a single search term or several keywords as Google indicator seems not to be adequate. Thus, for us, categories, which are standardized and permanently maintained by Google, are of major interest since they allow to compare countries.

\(^7\) For methodological details see the technical report of Eurostat available under the following URL: http://epp.eurostat.ec.europa.eu/portal/page/portal/hicp/methodology/hps/house_price_index
abstracting from semantic differences and other distorting country specific factors concerning
the search behavior. In our following analysis we employ the main category “Real Estate”
and the corresponding subcategories (Apartments & Residential Rentals, Commercial &
Investment Real Estate, Property Development, Property Inspections & Appraisals, Property
Management, Real Estate Agencies, Real Estate Listings, Timeshares & Vacation
Properties) which are available for all countries ensuring the compatibility of search
frequencies over countries and time.\(^8\) Starting in 2004, we compute for all categories a
quarterly index from the weekly raw data described above.

Although all subcategories as well as the main category definitely comprise demand and
supply motivated searches, there are obviously some groups which are supposed to be more
demand oriented and some rubrics which reflect probably more supply side issues.
Consequently, we assume that the information content for prices differs substantially
between categories, which is impressively confirmed by our findings presented in the next
chapter. Drawing on the results of Hohenstatt et al. (2011), we use the index for subcategory
“Real Estate Agencies” as Google indicator in the following. It turns out that this subcategory
is best suited to explain house prices changes. Figure 3 shows the development of our
Google measure over time compared to the main category “Real Estate” for the 14 countries
in our sample.

Except for Slovenia, we observe for all countries seasonal fluctuations, which have to be
addressed in the econometric analysis. Although seasonal patterns slightly differ between
countries, generally search interest is very low in winter (Q4) reaching its downward peak in
December. A final remark concerning Slovenia is in order. The disputable search frequencies
for the years 2005 and 2006 represent no problem for our analysis because Slovenia enters
our regression not before 2007 due to missing HPI data.

\(^8\) Because of the differences between American and British English (BE), the category names slightly
differ when the language of Google Trends is set to „English (UK)“. The main category for example
is labeled „Property“ in BE.
Figure 2: Development of House Price Index (2010=100) and quarterly change rate.
Figure 3: Quarterly Google search intensities for the main category “Real Estate” and the subcategory “Real Estate Agencies” (Index, 01.01.2004 =100; own calculations).
5 Econometric methodology and baseline results

To illuminate the role of Google data in explaining house prices we use our dataset presented in the previous chapter to perform a standard panel analysis. Since the classical Hausman (1978) test indicates the inconsistency of a random effects model, we estimate in the following different specifications of a fixed effects model using equation (1).

\[ Y_{it} = \beta_0 + \beta_1 X_{it} + \alpha_i + u_{it} \]

As dependent variable \( Y \) we employ the quarterly HPI change to rule out non-stationarity problems for the index-level indicated e.g. by a Maddala and Wu (1999) test.

As independent variables \( X \) inflation, interest rates and unemployment are utilized. All exogenous variables enter the regression lagged by one period (3 months) to model a certain delay of the price reaction. Additionally, this design allows us to deal with possible endogeneity problems. In our benchmark specification (I) without search engine data we also include seasonal dummies to account for a possible seasonal structure and a crisis dummy to capture effects caused by the global financial crisis, which certainly had a large impact on real estate markets in most countries of our sample. Following for example Hirata et al. (2013) there is some evidence for higher uncertainty affecting house price developments. Also Shiller (2007) argues that institutional changes followed by a crisis might have an influence on house price developments. The crisis dummy switches from 0 to 1 after the collapse of Lehman Brothers Inc. (Q4_2008) until the end of the sample period, accounting for possible structural breaks triggered by the crisis.

In specification (II) the benchmark model is augmented with Google data, i.e. the search intensities for the predefined category “Real Estate Agencies”. In model (III) we excluded the crisis dummy assessing its impact on the results. Finally, in specification (IV) we estimate a regression with a full set of time dummies abandoning crisis and seasonal dummy variables. Table 2 summarizes the results for our four baseline regressions. To account for occurring heteroscedasticity we compute robust standard errors using the Huber and White (1980) sandwich estimator. We also checked for serial correlation, which is absent in all specifications according to a Woolridge (2002) test.
Table 2: Baseline estimation results (Google indicator: “Real Estate Agencies”)

The integration of search data substantially increases the explanatory power of our benchmark model (I). As expected, we observe a highly significant positive relationship between lagged search intensities in the subcategory “Real Estate Agencies” and subsequent HPI changes, i.e. higher search interest is followed by a delayed but accelerated price increase. This result, which can be similarly found in the related literature (Wu and Brynjolfsson (2013)), turns out to be quite robust as our specifications (III) and (IV) show. Obviously adding our Google variable bears some valuable information explaining the price dynamics in our 14 countries. Furthermore, this result can be interpreted as evidence for the dominance of demand oriented search queries, indicating rather high demand than supply, leading to subsequent price jumps.

Taking a look on our four exogenous control variables, most noticeably we find a robust negative connection between lagged short term interest rates and HPI changes. This
expected and quite strong relationship (significance at least at 5%-level in all specifications I –IV) is also in line with the literature (see e.g. Goodhart and Hofmann (2008)). The influence of the unemployment rate on house price changes is also negative as expected. This result is also robust to specification changes. Long term interest rates in contrast seem to have no strong effect on HPI change. Surprisingly, the same holds true for the inflation rate, which only turns out to be significant at 10%-level in our benchmark model (I) without Google data.

Seasonal differences play a role in our baseline regressions. In the benchmark model (I) the second quarter turns out to be different, in (II) an (III), when the Google index enters the model all seasonal dummies become significant, capturing the seasonal patterns in the data.

The financial crisis dummy turns out to be highly significant as well, explaining some of the price dynamics when included in (I) and (II). Excluding the “Lehman dummy” in specification (III) removes a large amount of explanatory power from our model. All in all, this supports the thesis of a structural break on real estate markets in the aftermath of the crisis.

Finally, incorporating a complete set of time dummy variables leads to the highest absolute explanatory power of nearly 46%. At the same time, we observe that the adjusted R² is even lower than in our simple Google augmented model (II).

In order to test alternative measures of search interest, we augmented our benchmark model (I) with the search indices for the main category “Real Estate” (Model IIa) and the seven other subcategories (Specification IIb – IIh) introduced in the previous chapter. As Table 3 shows, employing other indicators instead of our reference measure “Real Estate Agencies” seems not to be a promising approach. Altering the Google measure leaves the influence of the other variables widely unaffected, but no other search measure contains more information about HPI development. With exception of “Commercial & Investment Real Estate” (Model IIb) and “Property Development” (Model IIc) all alternative Google measures turn out to be insignificant, adding no or only marginal explanatory power to our baseline model (I). Thus, we are prone to assume that most categories including the main category “Real Estate” are mixed information groups, i.e. not clearly demand or supply dominated, which eliminates the information content for prices.
It is reasonable to assume that the additional explanatory power of our Google indicator is influenced by the overall importance of search engine use within a country. This importance in turn mainly depends on the access and the intensity of internet use. In countries where a large part of the population has no access or does not frequent the Internet regularly our measure is likely to lose its information content and ability to indicate demand and following

\[ \text{Google Indicator (t-1)} \]
\[ \begin{array}{cccccccccccc}
\text{Real Estate Agencies} & & & & & & & & & & & \\
\text{Real Estate (IIa)} & 0.043*** & 0.001 & 0.027* & 0.020* & 0.008 & -0.003 & 0.015 & 0.013 & 0.011 & \\
\text{(0.007)} & & & & & & & & & & \\
\text{Real Estate (II)b) & & & & & & & & & & \\
\text{Commercial & Investment (IIc)} & & & & & & & & & & \\
\text{Property Development (IIc))} & & & & & & & & & & \\
\text{Property Management (IId) & & & & & & & & & & \\
\text{Property & Inspectors & Appraisers (IIe) & & & & & & & & & & \\
\text{Real Estate Listings (III) & & & & & & & & & & \\
\text{Timeshares & Vacation (IVa) & & & & & & & & & & \\
\text{Apartments & Rental (IVb) & & & & & & & & & & \\
\text{Observations & & & & & & & & & & \\
\text{R² & 0.411 & 0.384 & 0.395 & 0.390 & 0.386 & 0.384 & 0.388 & 0.389 & 0.385 & \\
\text{Adj. R² & 0.396 & 0.368 & 0.380 & 0.374 & 0.371 & 0.369 & 0.372 & 0.373 & 0.370 & \\
\end{array} \]

Table 3: Estimation results for alternative Google indicators based on Google Trends “Real Estate” categories

6 Some variations and extensions

6.1 The role of internet access and use

It is reasonable to assume that the additional explanatory power of our Google indicator is influenced by the overall importance of search engine use within a country. This importance in turn mainly depends on the access and the intensity of internet use. In countries where a large part of the population has no access or does not frequent the Internet regularly our measure is likely to lose its information content and ability to indicate demand and following
price switches. On the opposite, in “high importance” countries where the prevalence and use of the Internet is strongly pronounced, our Google measure should be able to map a sufficient part of demand driven activities, adding valuable information to existing models. In such countries, we expect that more activities within the HBP are carried out online. Thus, our Google measure here is assumed to better reflect mood swings or other changes leading to shifts in demand (and prices) than in countries with lower internet importance.

In order to check whether this is the case for our country sample, we consider three indicators taken from the Information Society Statistics (Eurostat), assessing the relevance of the Internet in our countries. Firstly, we take into account “Households with internet access” (isoc_ci_in_h), indicating disparities in access. Secondly, we look at the “Daily use of Internet” (isoc_ci_ifp_fu), telling us additionally something about the frequency or intensity of use and thirdly, perhaps the most informative indicator for our purpose, we incorporate “Individuals who have used a search engine to find information” measuring cross county differences in search engine use (isoc_sk_iskl_i).

Although the level of access has risen dramatically between 2005 and 2013, especially in low level countries, the share of households with access to the Internet still varies substantially, as shown by Figure 4.

![Internet access graph](image)

**Figure 4: Households with Internet access 2005 and 2013 (% of all households; France: 2006 and 2013); Source: Eurostat.**
In 2013, there are top-ranking countries achieving nearly complete internet access, like the Netherlands (95 %) or Denmark and Sweden (93 %). At the end of the list, we find three southern European countries, Spain (70 %), Italy (69 %) and Portugal (62 %) with a comparably low share.

Not surprisingly, taking a look on the intensity of internet use in Figure 5, we almost find the same order of countries. In Denmark (84 %), the Netherlands (83 %) and Sweden (81 %) more than 4 out of 5 people are online daily. In contrast to these results, we find again the lowest proportions in Spain (54 %), Italy (54 %) and Portugal (48 %), where approximately only one out of two persons can be considered as “heavy user”, accessing the Internet daily, which can be at least partly attributed to the low access quotas in these countries.

Figure 5: Daily Internet use 2005 and 2013 (% of all individuals; France: 2006 and 2013); Source: Eurostat

Finally, inspecting our third indicator "Search engine use" in detail in Figure 6, we again find for 2013 the usual suspects at the top (Denmark, the Netherlands and Sweden, all 92 %) and at the bottom of the country ranking (Portugal 65 % and Italy 62 %). Comparing the 2013 figures with 2005, it shows that the overall use of search engines has increased significantly over the past eight years which should improve the reliability of our Google indicator. Nevertheless, even in 2013 we still observe large differences within our country sample.
which are again driven mainly by cross-country disparities in internet access. The differences almost completely level out, when we relate the people who have used a search engine to individuals who ever used the Internet, since nearly everybody who uses the Internet uses search engines.

**Figure 6:** Individuals who have used a search engine to find information 2005 and 2013 (in % of all individuals; Belgium, France and Spain: 2006 and 2013); Source: Eurostat.

All in all, concerning internet access and (search engine) use there is quite a great deal of heterogeneity within our sample, which can influence the quality of our Google indicator. To account for these differences, we use a standard k-means cluster analysis based on average internet access between 2005 and 2013 to split the sample into a country group “H” with high internet relevance (Denmark, Netherlands, Sweden, United Kingdom, Germany) and a group “L” with comparatively low importance (Austria, Belgium, France, Ireland, Hungary, Slovenia, Spain, Italy, Portugal).

In order to inspect how our Google indicator performs in these two different settings, we conducted two separate estimations, one for countries with high

---

We receive the same groups, when using search engine use or a combination of both or all three indicators. We also experimented with a distinction into three (high, medium and low affinity) or even four groups accepting a quite low number of observations within the subsamples. The results, which are available upon request, point qualitatively into the same direction.
internet importance (V) and one for countries with low relevance (VI). Table 4 summarizes the results.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Benchmark Model (all countries) (I)</th>
<th>Country sample H “High relevance” (V)</th>
<th>Country sample L “Low relevance” (VI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Estate Agencies (t-1)</td>
<td>0.0426*** (0.0065)</td>
<td>0.0883** (0.0268)</td>
<td>0.0339 (0.1299)</td>
</tr>
<tr>
<td>Inflation (t-1)</td>
<td>-0.1515 (0.2005)</td>
<td>-0.5484 (0.1581)</td>
<td>-0.1850 (0.2988)</td>
</tr>
<tr>
<td>Short Term Interest Rate (t-1)</td>
<td>-0.8092*** (0.0004)</td>
<td>-0.7508** (0.0292)</td>
<td>-0.7227** (0.0100)</td>
</tr>
<tr>
<td>Long Term Interest Rate (t-1)</td>
<td>-0.1515 (0.2378)</td>
<td>-0.3226 (0.3588)</td>
<td>-0.1162 (0.3916)</td>
</tr>
<tr>
<td>Harmonised Unemployment (t-1)</td>
<td>-0.1928** (0.0155)</td>
<td>-0.0197 (0.8831)</td>
<td>-0.1927 (0.1375)</td>
</tr>
<tr>
<td>Seasonal Dummy Q1</td>
<td>0.8304* (0.0554)</td>
<td>2.3924** (0.0140)</td>
<td>0.1158 (0.7959)</td>
</tr>
<tr>
<td>Seasonal Dummy Q2</td>
<td>1.2285*** (0.0075)</td>
<td>2.1866* (0.0511)</td>
<td>0.7538* (0.0700)</td>
</tr>
<tr>
<td>Seasonal Dummy Q3</td>
<td>0.8417* (0.0511)</td>
<td>1.6450** (0.0314)</td>
<td>0.4033 (0.4924)</td>
</tr>
<tr>
<td>Crisis Dummy</td>
<td>-2.0803*** (0.0028)</td>
<td>-0.5363 (0.6428)</td>
<td>-2.4598*** (0.0041)</td>
</tr>
<tr>
<td>Constant</td>
<td>1.4903 (0.4273)</td>
<td>-5.0986 (0.1837)</td>
<td>3.0397 (0.2836)</td>
</tr>
<tr>
<td>Observations</td>
<td>366</td>
<td>157</td>
<td>209</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.4113</td>
<td>0.4742</td>
<td>0.4183</td>
</tr>
<tr>
<td>Adj. $R^2$</td>
<td>0.3964</td>
<td>0.4420</td>
<td>0.3920</td>
</tr>
</tbody>
</table>

p-values in brackets (**p<0.01; *p<0.05; *p<0.10)

Table 4: Estimation results for countries with high and low Internet relevance

In contrast to the short term interest rate, which seems to be the most important driver of house prices in all specifications, the Google indicator only proves significant in subsample “H” (at 5%-level). So, our measure of search interest seems to bear sufficient information explaining some parts of the price dynamics only in a high use and access context.

As expected, compared to the whole country sample, we gain overall explanatory power of the model when restricting to high level countries. For the low relevance countries in contrast, our model seems to work not that properly. The adjusted $R^2$ shrinks slightly, indicating a worse fit.
The crisis dummy is only relevant (and significant at 1%-level) in countries with low internet importance. This might point into the direction that structural breaks stemming from the financial crisis are much more pronounced in the low importance sample which contains countries like Portugal, Spain, Ireland and Italy, whose economies and real estate sectors were hit very hard by the financial crisis over the past years. Interestingly, in those countries the importance of seasonal effects nearly completely vanishes, i.e. all seasonal dummies except Q2 become insignificant. Furthermore, “Harmonised Unemployment“, our measure of economic activity becomes irrelevant in both country samples, which is a little bit puzzling on first sight.

6.2 The Google indicator in troubled times

As seen in chapter 2, there is some empirical evidence that the explanatory power of Google indicators might be influenced also by the recent financial crisis. Since the real estate sector was strongly and heterogeneously affected in many of our countries, this is also an important question for our analysis. While it could be that adding search query information works even better in times of economic uncertainty, the opposite might also be true. In times of trouble, which are usually associated with huge uncertainty, people generally are looking for any kind of advice and possibly evolve additional online search activities expanding our data basis. If these activities are mostly informative, i.e. prudent, systematic and with connection to subsequent real world decisions this should increase the quality of our indicator. But if they are mostly panic driven with no systematic consequences for real world activities this simply inflates our data pool diluting the information content of our Google measure and making it harder to extract valuable information. Thus, ex ante, the impact of the crisis is not quite clear.

In Table 5 we investigate the consequences of the financial crisis for our Google measure in more detail, splitting the sample into a pre-crisis period ranging from Q1_2005 until Q3_2008 and a crisis period (Q4_2008-Q1_2013) after the collapse of Lehman Brothers Inc. in September 2008. Restricting our attention to the early non-crisis era obviously boosts the explanatory power of our Google augmented standard model. The Google measure is still highly significant, as well as all seasonal dummies. Interestingly, in the pre-crisis era short term interest rates and unemployment become irrelevant, whereas the lagged inflation rate now seems to exert some influence on real estate prices.

In contrast to these findings, our model seems not well suited to explain house price dynamics in troubled times. Only short term interest rates and a single seasonal dummy are
observed to be significant, whereas all other factors including the search query variable lose their relevance. Furthermore, the explanatory power of our model decreases dramatically. Although our standard model seems to be misspecified for this exceptional situation, this result can be considered as first evidence for the existence of a dilution effect, making our Google indicator uninformative in rather uncertain crisis times.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Estate Agencies (t-1)</td>
<td>0.0426*** (0.0065)</td>
<td>0.0841*** (0.0069)</td>
<td>0.0149 (0.5294)</td>
</tr>
<tr>
<td>Inflation (t-1)</td>
<td>-0.1515 (0.2005)</td>
<td>-0.7837** (0.1996)</td>
<td>-0.2075 (0.2030)</td>
</tr>
<tr>
<td>Short Term Interest rate (t-1)</td>
<td>-0.8092*** (0.0004)</td>
<td>-0.5592 (0.1698)</td>
<td>-0.6426** (0.0104)</td>
</tr>
<tr>
<td>Long Term Interest Rate (t-1)</td>
<td>-0.1515 (0.2378)</td>
<td>-0.6784 (0.2964)</td>
<td>-0.1638 (0.1631)</td>
</tr>
<tr>
<td>Harmonised Unemployment (t-1)</td>
<td>-0.1929** (0.0155)</td>
<td>-0.2879 (0.4514)</td>
<td>-0.0902 (0.5568)</td>
</tr>
<tr>
<td>Seasonal Dummy Q1</td>
<td>0.8304* (0.0554)</td>
<td>2.1375** (0.0118)</td>
<td>0.2729 (0.5546)</td>
</tr>
<tr>
<td>Seasonal Dummy Q2</td>
<td>1.2285*** (0.0075)</td>
<td>1.8425*** (0.0058)</td>
<td>1.1335** (0.0202)</td>
</tr>
<tr>
<td>Seasonal Dummy Q3</td>
<td>0.8417* (0.0511)</td>
<td>1.9737*** (0.0001)</td>
<td>0.4412 (0.4146)</td>
</tr>
<tr>
<td>Crisis Dummy</td>
<td>-2.0803*** (0.0028)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Constant</td>
<td>1.4903 (0.4273)</td>
<td>-0.5694 (0.9463)</td>
<td>0.8774 (0.7584)</td>
</tr>
<tr>
<td>Observations</td>
<td>366</td>
<td>132</td>
<td>234</td>
</tr>
<tr>
<td>R²</td>
<td>0.4113 (0.4273)</td>
<td>0.5165 (0.9463)</td>
<td>0.2204 (0.7584)</td>
</tr>
<tr>
<td>Adj. R²</td>
<td>0.3964 (0.4273)</td>
<td>0.4850 (0.9463)</td>
<td>0.1927 (0.7584)</td>
</tr>
</tbody>
</table>

p-values in brackets (***p<0.01; **p<0.05; *p<0.10)

Table 5: Estimation results before and after the collapse of Lehman Brothers Inc.

6.3 A supply side augmented model

Finally, we want to investigate the influence of supply side factors on our Google-HPI nexus. Because of the unavailability of quarterly data on housing stock, we are forced to draw on data on building permits. Eurostat provides two quarterly indices (2010=100) on permissions, which are available for our whole country sample (sts_cobp_q). The first one relates to the number of dwellings, the second time series refers to m² of useful floor area. Both comprise residential buildings, except residences for communities. To check if the integration of a
supply side measure has an impact on the information content of our Google indicator for house prices, we proceed as follows. In a first step we enlarge our standard model (I) with the lagged quarterly growth rate of building permits, both in terms of numbers (Model IX) and square meters (Model XI).\(^{10}\) In a second step we estimate two further models (X) and (XII) inserting our well known Google indicator into these two extended baseline models. The results for all specifications are summarized in Table 6.

<table>
<thead>
<tr>
<th>HPI change</th>
<th>Supply Side Benchmark Model #1 (IX)</th>
<th>Model #1 with Google Data (X)</th>
<th>Supply Side Benchmark Model #2 (XI)</th>
<th>Model #2 with Google Data (XII)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Estate Agencies (t-1)</td>
<td>—</td>
<td>0.0417**</td>
<td>—</td>
<td>0.0413**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0101)</td>
<td></td>
<td>(0.0106)</td>
</tr>
<tr>
<td>Inflation (t-1)</td>
<td>-0.2216*</td>
<td>-0.1419</td>
<td>-0.2202*</td>
<td>-0.1413</td>
</tr>
<tr>
<td></td>
<td>(0.0723)</td>
<td>(0.2472)</td>
<td>(0.0725)</td>
<td>(0.2484)</td>
</tr>
<tr>
<td>Short Term Interest Rate (t-1)</td>
<td>-0.8025***</td>
<td>-0.7944***</td>
<td>-0.7925***</td>
<td>-0.7854***</td>
</tr>
<tr>
<td></td>
<td>(0.0015)</td>
<td>(0.0005)</td>
<td>(0.0013)</td>
<td>(0.0004)</td>
</tr>
<tr>
<td>Long Term Interest Rate (t-1)</td>
<td>-0.1497</td>
<td>-0.1628</td>
<td>-0.1510</td>
<td>-0.1639</td>
</tr>
<tr>
<td></td>
<td>(0.2011)</td>
<td>(0.2169)</td>
<td>(0.2000)</td>
<td>(0.2164)</td>
</tr>
<tr>
<td>Harmonised Unemployment (t-1)</td>
<td>-0.2569***</td>
<td>-0.1799**</td>
<td>-0.2531***</td>
<td>-0.1772**</td>
</tr>
<tr>
<td></td>
<td>(0.0021)</td>
<td>(0.0222)</td>
<td>(0.0021)</td>
<td>(0.0236)</td>
</tr>
<tr>
<td>Seasonal Dummy Q1</td>
<td>0.1038</td>
<td>0.7319*</td>
<td>0.0770</td>
<td>0.7019*</td>
</tr>
<tr>
<td></td>
<td>(0.7228)</td>
<td>(0.0739)</td>
<td>(0.7837)</td>
<td>(0.0758)</td>
</tr>
<tr>
<td>Seasonal Dummy Q2</td>
<td>1.0420**</td>
<td>1.3070***</td>
<td>1.0242**</td>
<td>1.2881***</td>
</tr>
<tr>
<td></td>
<td>(0.0181)</td>
<td>(0.0046)</td>
<td>(0.0173)</td>
<td>(0.0041)</td>
</tr>
<tr>
<td>Seasonal Dummy Q3</td>
<td>0.4662</td>
<td>0.7288*</td>
<td>0.3853</td>
<td>0.6525</td>
</tr>
<tr>
<td></td>
<td>(0.2307)</td>
<td>(0.0876)</td>
<td>(0.3045)</td>
<td>(0.1168)</td>
</tr>
<tr>
<td>Financial Crisis Dummy</td>
<td>-3.0807***</td>
<td>-2.1396***</td>
<td>-3.0616***</td>
<td>-2.1308***</td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0015)</td>
<td>(0.0001)</td>
<td>(0.0014)</td>
</tr>
<tr>
<td>Building Permits (t-1) [QC, Number]</td>
<td>0.8494**</td>
<td>0.7835**</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>(0.0354)</td>
<td>(0.0479)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Building Permits (t-1) [QC, Square meter]</td>
<td>—</td>
<td>—</td>
<td>1.1826**</td>
<td>1.0866**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.0147)</td>
<td>(0.0183)</td>
</tr>
<tr>
<td>Constant</td>
<td>6.9920***</td>
<td>1.5664</td>
<td>6.9597***</td>
<td>1.5869</td>
</tr>
<tr>
<td></td>
<td>(0.0000)</td>
<td>(0.4142)</td>
<td>(0.0000)</td>
<td>(0.4071)</td>
</tr>
<tr>
<td>Observations</td>
<td>359</td>
<td>359</td>
<td>359</td>
<td>359</td>
</tr>
<tr>
<td>R²</td>
<td>0.3838</td>
<td>0.4101</td>
<td>0.3867</td>
<td>0.4125</td>
</tr>
<tr>
<td>Adj. R²</td>
<td>0.3679</td>
<td>0.3931</td>
<td>0.3709</td>
<td>0.3956</td>
</tr>
</tbody>
</table>

p-values in brackets (**p<0.01; *p<0.05; *p<0.10)

Table 6: Regression results for supply side extended baseline models

\(^{10}\) In order to model a delayed price reaction resulting from a gap between the grant of a permission and the time the dwelling is available at the market, we tested specifications up to 4 lags (12 months) with levels and growth rates. We find that only one period lagged quarterly change rates of building permits exert a significant influence on house prices.
Although significant at 5%-level, we find that introducing data on building permits does not add much explanatory information to our regressions. The Google indicator is observed to be significant in both extensions (X) and (XII) increasing clearly the coefficient of determination of the supply side augmented baseline specifications. Thus, we conclude that the robust connection between search interest and house prices seems to be nearly unaffected by including our supply side measure.

7 First forecasting exercises

Although it is not the main focus of our paper, we finally want to provide a short outlook on the forecast potential of search engine data within our European context. Fortunately, our model structure with only lagged exogenous variables introduced in chapter 5 allows easily to compute out of sample forecasts for our benchmark model with and without Google data (Model (I) and (II)) for three different country samples. Firstly, we include all countries. Additionally, we consider also the group of countries with comparably high respectively low internet relevance (i.e. country groups H and L) known from section 6.1.

In a first step we estimate the model for each country sample with and without the Google indicator for the period Q1_2005 up to the beginning of the financial crisis in Q3_2008 (training period). In the second step we use the estimated models to forecast the quarterly change of the HPI until the end of our dataset in Q1_2013 and compute the corresponding errors (forecasting period). This setup can be seen as kind of a “stress test” for our Google indicator. We showed in chapter 6.2 that Google data are rather uninformative in uncertain times of crisis, so if the Google indicator helps to reduce forecast errors and increase accuracy in this period as well it should work even better in “normal” times.11

As quality criteria for our forecasts we employ two standard measures, the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE), both used in the related literature (Wu and Brynjolfsson (2013); McLaren and Shanbhogue (2011)) as well. Table 7 summarizes the forecast properties of our three models with and without Google data.

---

11 Due to this setup, we observe quite high forecasting errors, which is not very surprising, because we try to forecast price developments in a special time of crisis with a model that is fitted in rather “normal” times. As an alternative approach in order to optimize forecasting results we also experimented with an autoregressive model extension using GMM estimation and alternative training periods, both delivering qualitative similar results.
Table 7: Model evaluation using prediction errors

Table 7 reveals, as expected, that our model works best in technologically developed countries (country group H) with high internet importance in terms of access and usage. Considering this country sample leads to the highest accuracy of forecasts. The opposite is true for countries with comparably low internet relevance (country group L). Here the largest errors can be observed, and even worse, Google is not able to illuminate this informational darkness. Although in all cases the MAE and RMSE diminish when our Google indicator is included into the regression, this is especially true for the whole country sample (reduction up to nearly 49%) and the high internet sample (reduction of approx. 30%), whereas in case of group L, we only find a reduction of 15% (MAE) respectively 1.6% (RMSE). Summing up, our results clearly show for a European, multinational approach that Google search frequencies can help to improve the forecasting performance of standard explanation models significantly.

8 Conclusion and implications for further research

One of the shortcomings of traditional macro-models explaining and forecasting house prices is the lack of information. Most relevant data on this level, such as population or housing stocks are only available at quarterly or even lower frequency. Furthermore, this kind of data often suffer from substantial publication lags and is quite often subject to major revisions. Consequently, the informational input usually might not be very comprehensive, reliable and
up to date, which is especially a problem for now and forecasting issues. Additionally, and probably even more severe, other useful data which may describe important drivers of house price dynamics, for example investor sentiment or socio-demographic or even individual characteristics are not observable or only to retrieve at very high cost. As a simple way out to improve empirical models explaining and forecasting house prices we propose to augment the informational base including Google search frequencies as an aggregate measure which is available for free without any delay. Our study, which is to our knowledge the first one incorporating search engine information into a multi-country framework on house prices, suggests that Google data can help to close the described informational gap.

In contrast to earlier studies which focus on regional or country wide data of the US and UK we show for a sample of 14 EU-countries comprising the years 2005-2013 that the additional integration of Google search interest data into a standard model of fundamentals helps to explain changes of the Eurostat HPI and improves the forecasting properties considerably. We find that Google augmented models in general show lower forecast errors. For the whole country sample including search engine data reduces the MAE by almost 50% and the RMSE by approximately 42%. For countries with comparably high relevance of the internet we observe the best model fit, i.e. the lowest errors in terms of MAE and RMSE, which are both reduced after introducing the Google indicator by approximately 30%.

Looking at our regression results in detail, we find that the predefined search category “Real Estate Agencies” (provided from Google via its public web facility Google Trends) possesses the highest information content regarding our purpose. Using an index based on this category significantly boost the explanatory power of our standard model in nearly all specifications. In a robustness analysis, we are able to show, that this is effect is especially pronounced for countries with high internet relevance concerning use and access. We also checked the information content of our Google indicator in troubled times. Splitting the sample into a crisis and pre crisis period before the crash of Lehman Brothers Inc. in autumn 2008, reveals first evidence for an informational “dilution effect”, making our Google indicator uninformative in rather uncertain crisis times. Finally, we also tested a model extension using building permits in order to model the supply side. This procedure leaves our Google-HPI nexus nearly unaffected.

All in all, our Google indicator seems to contain a great deal of information concerning European house prices, especially when the importance and diffusion of the Internet is rather high and in times of economic stability. Since Google data is easy to retrieve, free of charge and available without any delay, we are convinced that real estate professionals, forecasters,
researchers and policy makers should not ignore these valuable source of information. Our approach can be seen as a first promising step to show how search interest data can attenuate informational problems of empirical house price models.

In order to improve our analysis further, we propose at first the application of more sophisticated estimation techniques (e.g. mixed frequencies methods, panel VAR analysis) to shed more light on causality and timing issues and better exploit the weekly raw data structure of our Google index. Additionally, a more formal structural break analysis could be introduced to better capture the regime switch triggered by the financial crisis. Finally the now- and forecasting analysis could be elaborated and enhanced, because our results suggest that Google data contains useful information about future house prices.
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