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Abstract

This study investigates the effect of missed instruction time in school on

short-term educational performance as well as long-term retirement income

and mortality. Using self-gathered Swedish register data, we are able to dis-

tinguish total days of absence within a school year and missed instructional

time due to sickness. Using various fixed effects strategies and an instru-

mental variables approach we find that individual absence leads on average

to a decrease of 4.4% of standard deviation in educational performance per

school year. Our results suggest that the negative effect of sickness is mainly

driven by missed instructional time. The sign of the long-run consequences

of absence are in line with economic theory but the effect size is rather small.
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1 Introduction

While most social scientists confirm that “healthier children are better learners”1,
evidence on the consequences of sickness and sickness absence during school
is still rare. Using representative self-gathered Swedish register data from the
1930s and 1940s this study analyzes the effect of missed instructional time due
to sickness in elementary school on short-term academic performance and long-
term income and morality. Doing so this study picks up two streams of ongoing
research: (1) the literature analyzing the long-lasting consequences of early health
conditions and (2) the literature on the returns to school length extension and
instructional time.

Studies investigating the causal effect of education on health usually claim that
a causation, running from health to education, challenges the identification (see
e.g., Clark and Royer, 2013 and Lleras-Muney, 2005, 2006). However, this conjec-
ture is itself rarely analyzed so far (Eide and Showalter, 2011). Among the few
studies which analyze the consequences of health, most look at early childhood
interventions and their effects on later-life outcomes as educational attendance
and mortality (Currie, 2009). In-utero health shocks persist for instance through-
out the whole life (see e.g., Andreella et al., 2014 and Bruckner et al., 2014).

This study aims at shedding light on the health-education nexus by investigat-
ing the effects of sickness absence in elementary school (as health measure) on
test scores in the same school year and on retirement income and long-livingly.
By analyzing the effects of health in grade 1 and 4 (children aged 7 and 11) we
provide evidence on the health-education nexus for a new age group.

For a long time, the literature on the returns to instructional time focused on the
effects of school year length. The extension of instructional time per school year
– leaving the total number of years unaffected – comes frequently up in educa-
tional policy as a way to boost the abilities of students. Extending instructional
time works either through more hours of schooling per days or through an in-
crease in the number of weeks with instruction in the school year. Both strategies
go along with massive additional expenditures. Evidence on the benefits of more
instruction is ambiguous, however. Lavy (2012) uses variation in the instructional
time of various subjects between OECD countries and finds substantial returns to
additional time allocated to a subject. Fitzpatrick et al. (2011) and Carlsson et al.

1This statement goes back to Janet Currie at a seminar at Institut zur Zukunft der Arbeit, April
7, 2006, and was also cited by Heckman (2007).
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(2012) employ variations in test dates in the USA and Sweden, respectively, and
find that more instructional time in advance to a test increases student perfor-
mance. Pischke (2007) analyses the introduction of so-called short school years in
Germany. Students affected by the short school years have up to two-thirds less
instructional time and exhibit a higher probability of grade repetition in primary
school and are less likely to visit a higher secondary school track. On the other
hand, a long-run earning effect is not detectable. To the best of our knowledge, so
far, only two studies – Goodman (2014) and Aucejo and Romano (2014) – investi-
gating the causal effect of individual absence on academic performance. Increas-
ing school attendance picks up less resources than extending the school year and
might be more effective when worse performing students are more likely to miss
instruction.

Establishing a causal effect of instruction time on performance is a challenging
task. Beside the legal and probably parental obligation to go to school, students
may decide to cut school – e.g., missing school without excuse or pretending to
be sick in order to avoid attending school. Moreover, such behavior is likely to
be driven by performance in school and by attitudes which correlate with perfor-
mance but are unobservable to the researcher, e.g., motivation.

The first study which focuses on the causal identification of absence in school
is Goodman (2014). Using student-level data from Massachusetts he is able to
distinguish individual days of absence and days of absence that apply to all stu-
dents because of school closures. In order to overcome the endogeneity problem
Goodman (2014) applies to two strategies: school and individual fixed effects
(FE) estimation as well as an instrumental variables (IV) approach. FE estima-
tion removes the effect of (unobservable) time-invariant factors. The IV strategy
handles time-variant unobservables and reverse causation as well. However, this
comes to the costs of a conclusion that might be narrower and only applies to
some persons. The instrument for days of missed instructional time is days of
snowfall within a school year. Employing FE estimation Goodman (2014) finds
that an additional day of individual absence decreases math and language skills.
When children miss instructional time because the school is closed, he finds no
effect on performance. IV estimates a higher effect of individual absence but only
provides the local average treatment effect (LATE; see Imbens and Angrist, 1994)
and may not apply to children. Goodman (2014) explains his results with the
teachers’ behavior. They are maybe more able to cope with collective absence
than with individual absence. Missed collective instructional time might be post-
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poned. In the case of individual absence, teachers either take time to help the
student who missed class to catch up, meanwhile allocating less time to the other
students, or they go on with the instruction without paying more attention to the
student who missed content.

The second study that goes beyond year-region variation in school length and
looks at individual changes is by Aucejo and Romano (2014). Using data from
North Carolina they are able to distinguish between excused and unexcused
absence. Their data allow them to compare individual absence with collective
changes in the school year length that took place at the time under review. They,
too, use student FE and IV estimation. As instrument thy use variations in the
special density of infective diseases. Using triple-FE of student, school and teacher
they provide evidence that an additional day of absence leads to a decrease in
math and reading test scores. Like in Goodman (2014), the IV coefficient of Aucejo
and Romano (2014) exceeds the FE result – although, it states another LATE. The
positive effect of an additional day of instruction due to a longer school year ac-
counts for only one-tenth of the negative effect of an individually missed day.
Investigating whether nonlinearity of days of schooling plays a role, Aucejo and
Romano (2014) find that the effect per day is nearly the same for the first 30 days.

Given the previous findings, the study at hand extends the literature on individ-
ual absence by three aspects: (A) We estimating the effect of individual absence
using a new and unique data set from Sweden in the 1930s; thereby, analyzing
individual absence in a setup never investigated so far. Doing so, this paper
contributes to the external validity of the effect of missed instructional time. (B)
Unlike the two previous studies, we are able to distinguish overall days of ab-
sence and absence due to sickness. Sickness is not only one of the main drivers
of absence but also an important factor itself. So far, there is barely any evidence
on the consequences of health shocks during elementary school age on short-
and long-term consequences. (C) Using historical data allows us to investigate
long-term consequences of absence (and sickness) in childhood. Considering
outcomes throughout the whole life-cycle allows a more complete picture of the
consequences of instructional time and, therefore, enables a more informed pol-
icy decision. For the same reason, it is crucial to distinguish the causal effect of
instructional time form a plain correlation. Reliable policy can only be drawn
based of causal inference. In order to identify causal effects we follow a similar
approach to Goodman (2014) and Aucejo and Romano (2014). Our data source
enables us employ school, class and individual FE. Using detailed weather infor-
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mation we also apply an IV strategy with the number of benign month in a school
year as instrument of sickness absence.

Particularly, this study addresses four research questions: (1) What is the effect
of days of absence in primary school on test performance in the same grade? (2)
Has sickness a direct effect beside missed instructional time? (3) Is there a long-
lasting effect of missed instruction time and sickness on income later in life and
on mortality? (4) Is the effect heterogeneous towards the social status and, if so,
which groups are stronger affected?

Our results for the effect of sickness absence on performance are in line with the
previous literature: throughout different FE specifications we find a per-day ef-
fect of 0.4-0.8% of a standard deviation. Our IV result excesses the FE coefficients,
too. Moreover, we find that sickness in elementary school is negatively associated
with income later in live. On the other hand, sickness absence has small but pos-
itive effect of the probability of being dead before aged 70.

This paper proceeds as follows: Section 2 introduces our data source. Section
3 presents the empirical strategy while Section 4 shows the results. Section 5
investigates the heterogeneity of the effects. Section 6 concludes.

2 Data

2.1 Social Background

We use self-gathered Swedish register data from different data sources. Our main
data source includes all individuals born in 133 church parishes in all regions of
Sweden between 1930 and 1934. The sample was originally drawn to evaluate
a maternal and infant health program issued by the Swedish government at the
end of the 1920s and is, therefore, representative for the Swedish population in
the time under review. For more information on the sampling process see Bhalo-
tra et al. (2014) who analyze the health program. The birth register includes the
child’s name and the exact parish and date of birth. These information are used
to match the birth information the other register data.

Beside the name, place and date of birth, the birth register also includes informa-
tion on socioeconomic indicators. The gender and whether the child was born in
a hospital or at home is included. Moreover, we know if it was a twin birth, i.e.,
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if the child has a twin. If the child was born in wedlock, we have information on
the mother’s and father’s days of birth and their occupation at the time of birth.
Since woman barely work in the time under review, only a binary indicator if
the mother was employed is used. For the father’s employment, we order the
occupations according to the five-digit Historical International Classification of
Occupations (HISCO). In order to make sure that all groups of occupations have
a sufficient number of observations, we only use the first digit of the HISCO code.
It ranges from 0 (professional or technical worker) to 9 (unskilled laborer). To
compress this information we assign families to one out of three socioeconomic
groups according to the HISCO code. The lowered socioeconomic status (SES)
is a father occupied as production worker (HISCO 7 to 9). Worked the father in
agriculture (HISCO 6), the SES is classified as middle. Service workers (HISCO 0
to 5) have a high SES. For more information see van Leeuwen et al. (2002). Our
data also consist information whether the parents belong to the minority of Sami
and Meänkieli. Sami and Meänkieli live in Northern Sweden, have their own
languages and are Finnish descending. Table 1 summarizes all variables.

2.2 Educational Performance

We combine the birth register data with information on educational achievements
taken from so-called examination records (“Dagbok med examenskata”). For
11,000 children born between 1930 and 1934 in the 133 parishes we also have
information on schooling achievements. We only cannot follow children who
died or moved before entering school. Since those children who died before en-
rollment in elementary school at the age of 7 had a weaker health and are likely
to had a lower social and genetic endowment, our sample is only representative
for persons who survived the age of seven. The parental decision to move might
be correlated with endowment. However, moving was less like in the time un-
der review than it is today. The effect on our results should be low. Due to our
FE strategy, we need schooling information for at least two grades. We use only
grades 1 and 4. For this age group we assume absence to be most important be-
cause of dynamic complementarities which may affect later years, see Heckman
(2006, 2007). For only 3,000 children we could find examination records in the re-
gional archives. We only used information on those children. Since we consider
the availability of examination records after a period of 70 years as uncorrelated
with health and educational performance, this should not threaten the represen-
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Table 1: Summary statistics

Variable Mean grade 1 Mean grade 4

Absence (in days)

Total 11.28 11.26
Sickness 9.64 8.38
Other reason 1.65 2.91

Points

Average 4.60 6.66
Math 4.84 6.65
Reading & speaking 5.00 7.02
Writing 4.52 6.45
Religious education 4.40 6.84
Physical education 4.18 6.29

Long-term outcomes

Retirement income (in SEK) 166,839
Dead at age 70 (in %) 0.12

Controls (in %)

Female 0.50
SES: low 0.45
SES: middle 0.42
SES: high 0.13
Sami and Meänkieli minority 0.10
Born in wedlock 0.94
Twin 0.03
Born in hospital 0.21

Observations 2,997 2,997

tative of our sample. Since all persons were born between 1030 and 1934 and were
usually aged 11 in grade 4, the data cover the school years 1936/37 to 1945/46.

The examination records were issued on classroom level and filled out by the
teacher responsible for the class. Figure A1 in the Appendix shows an example
of an examination record. Every student in the classroom2 occupies one line in
the record and the columns give the specific dates of the school year. The right
columns of the examination records include summaries on performance and ab-
sence. We digitized the grades math, read & speak, writing, sports and Christian-
ity education. Since we consider the first three subjects as more important than

2The students in the classroom are not necessarily in the same class, i.e., in the same grade.
When the number of student in a school was too low to build a class, students of different grades
received instruction time in the same classroom. This was especially the case in small school in
rural areas.
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Figure 1: Distribution of average points
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the others, we focus them and only use the others in the deepened analysis of the
mechanisms.

Originally, the grades were assigned according to a six-point scale ranging from
A (“passed with great distiction”) to C (“not passed”). Each grade had either
two or three subcategories. In order to use the information, we linearly trans-
form each grade into a point scale ranging from 1 (worst performance) to 15 (best
performance); see Figure A2 in the Appendix. Students needed at least 3 points
to pass a subject. We use the average points of math, reading & speaking and
writing to measure educational performance. Differentiated results are given in
the Appendix. Figure 1 depicts the distribution of the average points (see Fig-
ure A4 for the distribution by subject). Most students received the mark BA (7
points). Teachers were encouraged to assign BA for intermediate students. In the
time under review, the Swedish schooling system was highly selective and only
extraordinary students should receive top grades. The best marks A (“passed
with great distinction”) and a (“passed with distinction”) were rarely awarded.
In fact only three of over 3,000 students in our sample passed in all three subjects
with distinction (average points > 12) and no one passed all subjects with great
distinction in either grade 1 or 4.

Unlike Goodman (2014) and Aucejo and Romano (2014), we use the grades as-
signed by the teacher and not standardized test scores. This has the advantage
that the result is may not be driven by from of the day the test was conducted.
The subjective judgment should never the less be comparable. First, as discussed
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above, teachers were encouraged to assign 7 points for mediocre students. Sec-
ond, because we condition on the class teacher in some models.

2.3 Absence

The examination records also include information on days of absence. We dis-
tinguish between total days of absence and days of sickness absence. Besides
sickness absence, total days of absence include absence due to natural reasons
that does not allow someone to reach to school (snow as used by Goodman, 2014
would fall into this category), inappropriate clothes and shores, other excused
reasons and missing school unexcused. Because of the amount of (manpower to
digitize the) data and because other reasons but sickness are often missing, we
cannot disentangle other reasons for absence. Figure 2 shows the distribution of
average days of absence in grades 1 and 4. About 5% of all students have no day
of absence in at least one grade. For the sake of simplicity we pool 40 and more
days of absence in the figure; 3.7% of (student-grade) observation are in this cate-
gory. The mean number of days of absence is 11.3 days and the median is 9 days.3

Figure A3 shows the distribution of other days of absence by reason and grade.
Sickness absence is the main driver of total days of absence with a mean value of
9 days. 37.3% of all students miss class either because of sickness or not at all.

2.4 Income and Mortality

In order to assess the long-term effects of absence we use income and mortality as
additional outcome variables. We use income data from the tax register from 2002
onwards. Earlier data are not available; however, the (retirement) income in 2002
seems to be a suitable proxy for prime age income. We only consider retirement
income and neglect other income categories like capital income. Figure 3 displays
the distribution of retirement income in 2002 in Swedish krona (SEK).

The average retirement income in 2002 is 166’ SEK (17,700 EUR, 19,800 USD)4

and the median 154’ SEK. The SD is 130’. From here on we use standardized

3Goodman (2014) and Aucejo and Romano (2014) use rather recent data for students in the US
and the distribution of days of absence is comparable. However, their mean vales are somewhat
lower. See Figure 2 in Goodman (2014) (mean 6.5 days for non-poor student and 9.5 days for
poor) and Figure 1 in Aucejo and Romano (2014) (mean 6.1 days).

4Using current exchange rates.
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income. The income information is only available for 2,400 persons because we
lose persons migrated from Sweden or died before 2002.5

The second long-term outcome is an indicator whether the person died before
reaching the age of 70. 11.6% of the sample died aged 69 or younger (indicator is
1). The exact date of death is taken from the Swedish death book.

2.5 Weather Information

To instrument days of absence we use temperature information for 26 weather
stations covering all parishes under review from 1936 to 1946. The average dis-
tance between the parishes in which we observe children to the next weather
station on average less than 40 km. For 18 weather stations digital files includ-
ing daily temperatures were provided by Sveriges Meteorologiska och Hydrologiska
Institut (Swedish Meteorological and Hydrological Institute). For 8 weather sta-
tions digital files were not available and we instead use information on the five-
day average temperature taken from the Swedish Weather Yearbooks, issues 1936
to 1946. Average temperatures over time and across regions exhibit a fair amount
of variation, see Figure A5 in the Appendix for selected regions.6 Our instrument
is the number of benign months in a school year in the region of the weather
station. A month in a certain school year is classified as being benign when the

5Additionally, we drop 3 persons with an income higher than 1 million.
6The pattern is the same for all 26 regions; however, for reasons of clarity we limit the figure

to selected regions.
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Figure 3: Distribution of income in 2002
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average in this temperature in a particular year is within the upper quintile of all
mean temperatures for this month and this region over all years. This measure-
ment of weather shocks was for instance used before by Bruckner et al. (2014).
E.g., in the years under review, Malmö in Southern Sweden, has a 80th quan-
tile temperature in August of 18.1◦C. In April 1939, the average temperature was
16.8◦C. We do not count this month as benign, therefore. In 1940, the average
temperature in April was 19.3◦C. The benign month variable takes value one. We
follow this procedure for all regions ad months. The instrument is the number of
benign months in a school year in a region.7 Figure 4 shows the boxplot of the
temperature per month pooled for all 26 regions and all 10 school years. The fig-
ure also gives the interquartile temperature difference, i.e., the difference of the
temperature between the fourth and the first quartile. Figure A6 in the Appendix
presents similar boxplots by region.

2.6 Descriptives

Figure 5 states the relationship between days of sickness absence and average
points over all subjects. The dots mark the mean number of points we observe
per day of absence. The figure exhibits a clearly negative relationship: more days
of absence are associated with a low performance in school. However, the slop
of the relationship seems rather flat. While children without absence have on

7In order to make our calculations as precise as possible, we drop temperature information on
holidays. The month Jule is for instance left out because it lies completely in the summer break.
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Figure 4: Monthly box plots of temperatures
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average 6.85 points, children who miss 10 days of absence score on average only
6.7 points. One reason for this might be that the variation of points this in general
rather low in the 1930s and 1940s in Sweden. Furthermore, the points give the
average of three subjects – math, reading & speaking and writing – changes in
one subject might be canceled out. Figure A7 shows the relationship per subject.
The effect of absence on math points is the most pronounced.

3 Empirical Strategy

3.1 The Endogeneity Problem

Besides the clear graphical evidence, drawing causal conclusions based on the
pattern presented in the descriptive statistics is not possible. On the one hand,
there might be a causation running from performance in school to sickness ab-
sence. I.e., children miss instruction more often because they perform worse.
On the other hand, so far not considered – and maybe even unobserved – factors
could simultaneously affect absence and educational performance and, therefore,
confound the graphical relationship.
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Figure 5: Graphical relationship between days of sickness absence and average
points
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Starting point of our empirical strategy is a conventional ordinary least square
(OLS) regression of the form

Pointsigp = β0 + β1DAigp + β2X1igp + β3X2ip + β4GRigp + β5BYip + β6BMip

+β7AGEipg + β8BY Mip + β9BYFip + β10SESip + β11PAigp + εigp.

(1)

Pointsigp is the average number of points person i in grade g (which is either 1 or
4) in parish p reaches in math, reading & speaking and writing. The variable of
interest in DA, it states the number of days of absence i has in grade g. β1 gives
the effect an additional days of absence has on the value of Points. β0 denotes
the intercept. GR is a dummy variable that takes the value 1 if i visits grade 4,
and 0 otherwise. X1 and X2. X1 covers time-variant controls (school year length
and grades range in classroom). X2 captures only time-invariant factors (gender,
born in wedlock, twin birth, born in hospital, mother employed at time of birth,
child belongs to Meänkieli and Sami minority). Since these factors do not change
over time, X2 has only the subscript is. BY , BM, AGE, BY M, BYF, SES and
PA include dummies for the child’s year of birth, the child’s month of birth, the
age in grade g, the year of birth of the father, the year of birth of the month,
the socioeconomic status of the family (according to the first digit of the HISCO
code of the occupation of the father) when the child was born, and the parish of
residence. Only age and parish of residence are time-variant. All other vectors
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have the subscript do not vary between grades 1 and 4. Since we control for the
year of birth and the age in grade g, we indirectly also control for the year in
which i was in grade g.

3.2 Fixed Effects and Omitted Confounders

Equation (1) may not cover all sources of selection. Within a parish parents may
prefer to send their child to one school than another because of a better reputation
of the school. Since those parents are more likely to put generally a stronger
emphasis of their child’s education, they might also take care that that child is
less often absent. In order to capture such a selection, we use a school fixed effects
(FE) estimation:

Pointsigs = β0 + β1DAigs + β2X1igs + β3X2is + β4GRigs + β5BYis + β6BMis

+β7AGEips + β8BY Mis + β9BYFis + β10SESis + ψsSs + εigs.

(2)

Instead of parish FE we, here, include school FE S. Therefore, all other factors
have the subscript s. We only compare children within the same school with each
other. Since the schools were located in certain parishes and we do not observe
schools that spread over more than one parish, Equation (2) no longer controls
directly for parishes.

The structure of the data allows us to go beyond school FE and use class FE. Here
we only compare children within the same class. We assign children to the same
class if they are in the same school, visit the same grade in the same year, and
have the same teacher. The resulting equation includes class FE Cc instead of
school FE:

Pointsic = β0 + β1DAic + β2X1ic + β3BYic + β4BMic + β5AGEic

+β6BY Mic + β7BYFic + β8SESic + ψcCc + εic. (3)

Since classmates have the grade in common, this equation does no longer con-
trol for the grade dummy GR. For the same reason the subscript g is neglected.
The vector X2 of the time-variant variables school year length and grades range
within the classroom is also dropped from the equation because it only varies on
class level. This specification has the appealing feature over school FE (and even
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over individual FE presented below) that time-invariant omitted variables were
cancelled out as well.

Another threat to the identification are individual-specific unobservable factors.
Neither school FE nor class FE would capture those factors. Examples are inher-
ited genes which drive intelligence and attributes or parental behavior beyond
the school choice. When a higher innate intelligence goes also along with a higher
motivation or better innate health, the estimate of β1 would be biased in all equa-
tions above. The same is true for parental behavior. If parents who put a stronger
emphasis on good grades also take care of a more frequent attendance, the esti-
mators presented so far would fail. We overcome this problem using individual
fixed effects:

Pointsig = β0 + β1DAig + β2X2g + β3AGEig + ψi Ii + εig. (4)

The vector I includes an indicator for every person. ψ gives the individual ef-
fects. All other FE for which we control above are cancelled out in the individual
FE model because they do not vary between grades 1 and 4. The grade indicator
GR also disappears from the equation. Although GR varies for given individual
(it takes the values 1 in grade 4 and 0 in grade 1), the difference is the same for ev-
ery person. This is also the reason why we are not able to include teacher FE in the
individual FE regression. In the years under review it was common in Swedish
school system that the teacher changed between grades 1 and 4. Including age
is still possible because some students need to repeat a class. Therefore, the in-
terpretation of this variable changed in the individual FE model. The identifying
variation used in Equation (4) is the within-student difference in the number of
missed days and the average points scored. In other words, we compare each
student in grade 4 with herself in grade 1. As long as the unobservables do not
vary between the grades, those factors were canalled out here and do no longer
cause a bias of the estimation of β1.

Because individual FE estimation does not allow to control for time-invariant con-
founders but most of the social background variables are either time-invariant by
nature (e.g., sex) or measured only once (e.g., SES of the family), we additionally
use a cross sectional model which enables us to control of lagged factors. Starting
point is the class FE specification of Equation (3). We only use information on
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grade 4 and additionally include days of absence and average points as observed
in grade 4. Formally, it follows:

Pointsic,g=4 = β0 + β1DAic,g=4 + β2DSAic,g=1 + β3Pointsic,g=1

+β4X1ic,g=4 + β5X2ic + β6BYic + β7BMic + β8AGEic

+β9BY Mic + β10BYFic + β11SESic + ψcCc + εic. (5)

Time-variant variables are conditioned on the fourth grade. The equation is anal-
ogous to the class FE Equation (3) but also includes absence (DAic,g=1) and per-
formance (Pointsic,g=1) in grade 1 as control variables. The lagged model iden-
tifies a causal effect of sickness absence when the time-invariant unobservable
confounders are reflected in absence and performance in grade 1. Since the in-
dividual FE model only includes to other variables and because we only observe
two points in time, the models of Equations (4) and (5) should not differ much.

3.3 Reverse Causation

Besides omitted factors another concern regarding the identification of a causal
effect is a reverse causation running from performance in school to days of ab-
sence. I.e. bad students miss class more often because of their performance. They
are maybe less motivated due to the bad grades in a given school year. If such a
behavior is not consistent in grades 1 and 4, individual FE will not take the effect
into account. When bad grades and cutting class are introduced by the teacher,
the class FE may capture the effect and provides an unbiased estimation of ab-
sence. If the correlation of performance and absence can neither be explained by
the individual’s attributes nor by the teacher, the above methods will be produced
biased estimations.

However, we would argue that children aged 7 or 11 are probably too young
to cut class systematically because they are unsatisfied with the reward for their
efforts in school. This is probably even truer in the 1930s and 1940s, where the
possibility of attending school was not taken for granted. Even if some children
cut school systematically and this is not captured by individual or class FE, this
group of children should numerically rather be low. Thus, such behavior should
not affect our results. On the other hand, there might be a positive reverse causa-
tion because better students are also healthier. The theoretical foundation for this
is given by Grossman (1972). Better educated individuals possess more knowl-
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edge which may make them better producers of their own health – either by com-
bining inputs more efficiently or by achieving greater health improvements out
of a given set of inputs.

We cannot completely rule out this relationship but we think of it as rather un-
likely. While a positive correlation between education and health is well-established,
identifying causal inference is challenging task. Fischer et al. (2013) use the same
data source as we do, i.e., they observe the same persons, and find that the in-
troduction of an additional seventh grade reduces the probability of dying at
younger ages. The shorter the time horizon is they analyze the bigger the ef-
fect of the reform. This indicates that risk behavior may drive the results. Using
information on more than 1.4 million observations Meghir et al. (2012) analyze
the introduction of the eight grade in Sweden and find no economic meaningful
effect on mortality. In general, even if there is an effect, it seems to be rather small;
see Lleras-Muney (2005, 2006) for evidence on the US and Clark and Royer (2013)
for UK. Looking at biomarkers Jürges et al. (2013) find no effect for the UK. For
Germany, Kemptner et al. (2011) find a positive effect of compulsory schooling on
health behavior but no direct effect on health. Even the health returns to college
education seem rather small; see Kamhöfer et al. (2014) for evidence on Germany.

Given all this points, we think it is fair to argue that reverse causation is likely to
play only a minor role in our application. When even the expansion of instruc-
tional time by a whole school year has no or only a very small effect on health,
single days should barely affect the results. Moreover, the effect seems mainly
to be driven by health behavior. Since we analyze first and fourth grades, their
health behavior should be determined by their parents and the education of their
parents. This factor is, however, reflected in the family’s SES – for which we con-
trol in our analysis.

As an additional check whether reverse causation matters here, we instrument
days of sickness absence with the number of cold month in the school year. In
first step, we measure the effect of an additional benign month on the days of
absence in this grade. Formally, the first stage is

DAigs = b0 + b1HMigs + b2X1igs + b3X2is + b4GRigs + b5BYis + b6BMis

+b7AGEips + b8BY Mis + b9BYFis + b10SESis + psSs + ξigs,

(6)
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where HM is the number of (relatively) hot month defined as in Section 2. All
other terms are as in the school FE model of Equation (2).8 Based on the estimated
coefficients of the first stage we assign each student to a predicted number of days
of sickness absence in grade 1 and 4. In the second stage we than use predicted
days of absence instead of the actual (endogenous) number of days.

4 Estimation Results

4.1 The Effect on Educational Performance

Table 2 presents the baseline estimation results of the effect of days of absence
on average points over math, reading & speaking and writing. Each column
presents a separate estimation where the column number correspondents to the
model discussed in Section 3. The outcome is measured in units of a standard
deviation (SD) in order to simplify to interpretation.9

Column 1 of Table 2 states the result of conventional pooled OLS estimation. One
additional day of sickness is associated with a decrease in performance by 0.39%
of a SD. Assuming a linear effect (we investigate this later), the mean number
missed days (11) goes along with a performance decrease of 4.4% of a SD. This
result does not take the panel structure of the data into account – although, the
standard errors (SE) are clustered at the individual level. Column (2) presents the
school FE model. When comparing only children within the same school, an ad-
ditional day of absence leads to 0.44% of a SD few points. The same size of OLS
and school FE results indicates that parents either do not select their children into
specific schools or that the selection, if any, is independent from their emphasis of
sickness absence. Column (3) compares only children within the same class. The
effect of sickness absence is −0.4% of a SD. The effect is about the same as before.
This hints that children do not simultaneously adjust performance and absence
according to disruptions on class level, e.g., teaching style. The individual FE re-
sult of column (4) only uses the within student variation between grades 1 and 4.
If a student misses one day more compared to the number of days she is on av-
erage absent, her performance drops by 0.74% of a SD. Compared to the models

8We prefer the school FE model because unlike class and individual FE it allows us to compare
grade 1 and 4. Given the results of other models, the choice of the specification does not seem to
be crucial.

9If the grade of one of the three subjects is missing, we neglect it when building the average.
When grades of two or all three subjects are missing, we treat the average points as missing.
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(1) to (3) the effect size nearly doubles. This tells us two things: First, unobserv-
able time-invariant factors seem to matter; otherwise the coefficient should not
differ. Second, it looks like those unobservables lead to an overestimation10 of
the true effect by OLS, school and class FE. In order to be able to control for other
confounders, column (5) presents the results of the lagged specification. Here,
days of absence were not compared to the mean value over grade 1 and 4 but to
grade 1.11 The coefficients of specifications (4) and (5) barely differ. This suggests
that days of sickness absence and average points in grade 1 are valid proxies for
time-invariant unobservables.

The difference between the results of models (1) to (3), which do not overcome
time-invariant unobservables, and models (4) and (5) that cancel the effect of
time-invariant factors out, is remarkable. That indicates the naive OLS estima-
tions are indeed biased for the reasons discussed in Section 3. Moreover, the bias
goes in the same direction we would expect when factors like innate abilities and
motivation play a role: the conventional strategies overestimate the true effect.12

Individual FE might not be the true effect, but given the assumptions presented
above, it is closer to the true effect than the other methods.

Tables A1 to A3 in the Appendix give the results by subject. The effect of days of
absence is nearly always between 0.3% and 0.4% of a SD in models (1) to (3) and
about 0.7% of a SD in models (4) and (5). Only one the coefficients fails the 10%
significance level, class FE for writing points. Because writing is only observed of
half of the children in grade 1, this might also be due to the smaller sample size.
The jump in the sickness absence coefficient between the class and the individual
FE model is persistent for each subject.

10An overestimation in relative terms. In absolute terms the other methods overestimate the
effect (because of the negative sign).

11Since the mean values in days of absence are nearly the same in both grades (compare Table
1), the reference value should not matter.

12It is easy to see why we would expect an overestimation when innate abilities or motivation
is omitted. Generally, the true effect is βtrue

1 = β̂OLS
1 − bias and we estimate β̂OLS

1 = βtrue
1 + bias,

where β̂OLS
1 is the OLS estimated effect of sickness absence on performance (although we speak

of OLS, the same applies to all models in which time-invariant unobservables matter – therefore,
school and class FE, too). Using the common textbook formula for omitted variables, it follows
(Wooldridge, 2010, p.67):

β̂OLS
1 = βtrue

1 +
βOVcov(DSA, OV)

var(DSA)
.

The omitted factor is denoted with OV and its effect on Points is βOV . In the case of abilities or
motivation, the omitted factor has a positive effect on performance (βOV > 0). On the same time,
it is negatively correlated with absence (cov(DSA, OV) < 0). Thus, βtrue

1 = β̂OLS
1 − (bias < 0) if

follows that β̂OLS
1 > βtrue

1 . Therefore, the models that do not take time-invariant omitted factors
into account would overestimate the true effect.
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Table 2: Baseline estimation results of absence in school on educational
performance

Conventional School Class Individual Lagged
OLS FE FE FE variables
(1) (2) (3) (4) (5)

Effect of total days of absence on average points

Coefficient −0.0039∗∗∗ −0.0044∗∗∗ −0.0040∗∗∗ −0.0074∗∗∗ −0.0066∗∗∗

S.E. (0.0011) (0.0011) (0.0012) (0.0013) (0.0016)

Effects of selected control variables

Female 0.2694∗∗∗ 0.2760∗∗∗ 0.2745∗∗∗ 0.2881∗∗∗ 0.2695∗∗∗

(0.0254) (0.0334) (0.0240) (0.0329)

SES: middle −0.0094 0.0070 −0.0065 0.0555
0.1982∗∗∗ 0.1996∗∗∗ 0.2058∗∗∗ 0.2814∗∗∗

SES: high 0.1930∗∗∗ 0.1961∗∗∗ 0.2013∗∗∗ 0.2732∗∗∗

(0.0428) (0.0578) (0.0400) (0.0578)

Grade 4 −0.1275∗∗ −0.1371
(0.0621) (0.1101)

Lagged 0.0055∗∗∗

absence (0.0016)

Lagged 0.7738∗∗∗

points (0.0288)

Other conditioning variables

Time-variant X X X X
Time-invariant X X X

Fixed effects

Birth year & month X X X
Age X X X X
Birth year mother/father X X X
Parish X X
School X
Class X
Individual X
Lagged absence & points X

Sample size

Observations 5,994 5,994 5,994 5,994 2,997
Persons 2,997 2,997 2,997 2,997 2,997

Notes: Dependent variable: average points over math, writing, reading and speaking in standard
deviations. Explanatory variable: number of days of sickness absence. Time-variant conditional
variables: range of grades instructed in the same classroom, length of the school year in weeks.
Time-invariant conditional variables: female, born in wedlock, twin birth, mother employed at
the time of birth, born in hospital, mother or father Finnish descent. Baseline category of father’s
occupation (occu.): unskilled or low-skilled production worker. Clustered standard errors (S.E.)
in parentheses. Clustering was conducted on the level of the fixed effects (FE) in columns (2) to
(4) and on individual level in columns (1) and (5). Significance: ∗p ≤ 0.1, ∗∗p ≤ 0.05, ∗∗∗p ≤ 0.01.

19



Table 2 also gives the coefficients of some of the conditioning variables. Girls
score on average one quarter better than boys. Between the baseline category of
low SES (father is unskilled production worker) and middle SES (father is agri-
cultural worker) is no difference on performance. When the family has a high
SES (father is service worker), children have on average one-five of a SD better
grades. Children in grade 1 have on average better grades than children in grade
4. This might be due to the increased level of difficulty in the curriculum. In
specification (5), average points in grade 1 have a big effect on performance in
grade 4. Surprisingly, the effect of lagged absence is also positive. This could be
due to catch-up behavior of students who missed much instructional time. All
in all, our results are in line with the two studies that analyzed the relationship
between individual absence and educational achievement before. In his individ-
ual FE specification Goodman (2014, Table 2) finds effects of −0.008 SD for math
and language skills. Using individual FE Aucejo and Romano (2014, Table 3) find
an effect of −0.0066 for math and −0.0035 for reading per day of absence. Em-
ploying a lagged specification and adding school and teacher FE, they estimate a
coefficient of −0.0076 for math and −0.0039 for reading. That our results are simi-
lar is particularly noteworthy for two reasons: First, our data cover children born
in Sweden in the 1930s while Goodman (2014) and Aucejo and Romano (2014)
look at children born in the US after 2000. Second, we only have 6,000 observa-
tion and Goodman (2014) and Aucejo and Romano (2014) use 1.7 million and 1
million observations, respectively.

4.2 Sickness vs. Missed Instructional Time

This subsection investigates two questions: (1) Does the effect of sickness absence
differ from the overall effect? This question allows us to investigate the role of
health. (2) Do students learn missed content at home? Firstly, we disentangle
total days of absence from sickness absence. Since we can expect both effects
to go in the same direction, the distinction leaves the overall effects unaffected;
however, both effects lead to different policy implications. If the sickness effect
drives the result, parents should be encouraged to let children stay at home even
for less severe reasons, e.g., a flu. The child could learn topics she missed using
her textbooks. Staying at home would avoid that she infects her class mates and
that the sickness becomes more severe. In one the other hand, missed instruction
drives the overall result, students should be incentivized and enabled to learn
missed context at home.
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In order to get a separate effect of sickness absence, Table 3 disentangles the over-
all effect. Panel A shows the effect of total days of absence. Panels B and C split
the number of total days in days of sickness and other days of absence, respec-
tively. The odd numbered lines give, as before, the effect on the average points
over math, reading & speaking and writing. All kinds of absence have a nega-
tive effect on grades. The effects of total days and days of sickness absence are
nearly the same – although, the OLS estimator is higher for sickness absence. This
may seems unsurprising since sickness absence drives the total days of absence,
see Figure A3. However, given that sickness may determine educational perfor-
mance indirectly through instructional time and possibly also direct, this result
is remarkable. It hints that sickness influences education only through instruc-
tion. Panel C shows the effect of missed days for other reasons than sickness.
The effect size is approximately the same as for sickness absence. This provides
additional evidence that missed instruction drives the negative effect of sickness
absence. Since we observe fewer days of absence for other reasons (mean 2.9
days) and less children who miss class for other reasons, the statistically signif-
icance is somewhat lower. Moreover, the jump between class FE and individual
FE does not appear for other days of absence. We would interpret the results in
Table 3 as indicator that given a child is absent, sickness (besides being the reason
for absence) has no or only a minor effect on performance.

In order to investigate if children learn at home when they miss instruction, we
compare the effect (sickness) absence has on math, reading & speaking as well
as writing with the effect on religious and physical education. We follow the
idea that students (and their parents) put more emphasis on math, reading &
speaking and writing because these subjects are considered more important. On
the other hand, religious and physical education are considered less important for
further success. In order draw inferences about learning at home, we need two
assumptions: First, without learning, absence has the same effect on both groups
of subjects. Second, when children miss class, they spend more time learning
for the more important subjects. The even numbered lines in Table 3 give the
effects absence on less important subjects. The effect of (sickness) absence seems
to be the same for both groups of subjects. Given the assumption that absence
affects both subjects in the same way without learning, the findings of Table 3
indicates that students do not learn for the important subjects when they miss
instructional time. Given those results (and assumptions), the opportunities for
children who missed class to learn at home should be improved. Teachers should
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Table 3: Comparison of kinds of absence and groups of subjects

Conventional School Class Individual Lagged
OLS FE FE FE variables
(1) (2) (3) (4) (5)

Panel A: Total days of absence

(1) Effect of total days of absence on important subjects (equal to Table 2)

Coefficient −0.0039∗∗∗ −0.0044∗∗∗ −0.0040∗∗∗ −0.0074∗∗∗ −0.0066∗∗∗

S.E. (0.0011) (0.0011) (0.0012) (0.0013) (0.0016)

(2) Effect of total days of absence on less important subjects

Coefficient −0.0038∗∗∗ −0.0040∗∗∗ −0.0041∗∗∗ −0.0048∗∗∗ −0.0064∗∗∗

S.E. (0.0010) (0.0011) (0.0010) (0.0013) (0.0017)

Panel B: Days of sickness absence

(3) Effect of days of sickness absence on important subjects

Coefficient −0.0073∗∗∗ −0.0041∗∗∗ −0.0035∗∗∗ −0.0075∗∗∗ −0.0073∗∗∗

S.E. (0.0018) (0.0012) (0.0012) (0.0014) (0.0018)

(4) Effect of days of sickness absence on less important subjects

Coefficient 0.0018 −0.0001 −0.0042 0.0044 0.0076∗∗

S.E. (0.0027) (0.0028) (0.0032) (0.0029) (0.0038)

Panel C: Other days of absence

(5) Effect of other days of absence on important subjects

Coefficient −0.0041 −0.0062∗∗ −0.0081∗∗ −0.0068∗∗ −0.0042
S.E. (0.0026) (0.0029) (0.0033) (0.0029) (0.0034)

(6) Effect of other days of absence on less important subjects

Coefficient 0.0018 −0.0001 −0.0042 0.0044 0.0076∗∗

S.E. (0.0027) (0.0028) (0.0032) (0.0029) (0.0038)

Notes: Each cell gives the coefficient of a separate regression. Specifications and control variables
as in Table 2. Clustered standard errors (S.E.) in parentheses. Clustering was conducted on the
level of the fixed effects (FE) in columns (2) to (4) and on individual level in columns (1) and (5).
Significance: ∗p ≤ 0.1, ∗∗p ≤ 0.05, ∗∗∗p ≤ 0.01.

advice students on what need to be learnt at home. Moreover, textbooks should
be provided to enable students to learn outside the classroom.

4.3 Long-term Effects

Tables 4 and 5 give the effect of absence in grade 4 of primary school on income
and the mortality. The tables show the results for sickness absence in grade 4
because other days of absence (included in total days of absence) seem to be less

22



consistent also the results do not differ much. The choice of the grade does not
matter. Since we observe both outcomes per persons at only one point in time,
individual FE and the lagged specification are not applicable here. The models in
columns (1) to (3) are as in Table 2.

Table 4: Income results

Conventional School Class
OLS FE FE
(1) (2) (3)

Effect of days of sickness absence on income (in SD)

Coefficient −0.0040 −0.0045 −0.0030
S.E. (0.0029) (0.0035) (0.0033)

Effects of selected control variables

Female −0.6720∗∗∗ −0.6917∗∗∗ −0.6331∗∗∗

(0.0612) (0.0741) (0.0503)

Father occu.: agricul-
ture

−0.0338 −0.0456 −0.0722

(0.0437) (0.0450) (0.0500)

Father occu.: service 0.3564∗∗∗ 0.3546∗∗∗ 0.3358∗∗∗

(0.0928) (0.0780) (0.0871)

Sample statistics

Observations 2,328 2,328 2,328
Persons 2,328 2,328 2,328

Notes: Explanatory variable: number of days of sickness absence. Control variables and fixed ef-
fects (FE) of year & month of birth, age, year of birth mother/father, oparish, school, and class as
in Table 2. Clustered standard errors (S.E.) in parentheses. Baseline category of father’s occupa-
tion (occu.): unskilled or low-skilled production worker. Clustering was conducted on individual
level in the OLS model, on school level in the school FE model, and on class level in the class FE
model. Significance: ∗p ≤ 0.1, ∗∗p ≤ 0.05, ∗∗∗p ≤ 0.01.

Table 4 shows the effect of days of sickness absence on a person’s income (in units
of SD) in 2002. Throughout all models the effect of an additional day of sickness
absence reduces the income between 0.3% and 0.45% of a SD. While the effect
is economically plausible, it is statistically not different from zero. However, for
three reasons we are not surprised that the effect is not sharper: First, the sample
size of 2,300 observations is rather small. Second, we look at an intervention of
just one additional day of sickness absence. Third, the time span between vising
grade 4 (at age 11) and the year 2002 is on average 60 years. Therefore, we will
not stress the statistically significance of the point estimators too much; instead
we would like to pronounce that the coefficients of all models have the expected
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sign and that the effect seems to remain over a long period of time. The effect is
rather strong: the gender wage gap has the size of about two-thirds of a school
year sickness absence. The difference in income between low-skilled production
worker (baseline category) and higher skilled service workers equals the effect of
90 days of sickness absence.

Table 5: Mortality results

Conventional School Class
OLS FE FE
(1) (2) (3)

Effect of days of sickness absence on the probability of being dead before age 70

Coefficient 0.0003 0.0002 0.0001
S.E. (0.0007) (0.0006) (0.0007)

Effects of selected control variables

Female −0.0504∗∗∗ −0.0441∗∗∗ −0.0457∗∗∗

(0.0117) (0.0099) (0.0139)

Father occu.: agricul-
ture

−0.0244∗ −0.0021 0.0036

(0.0140) (0.0155) (0.0159)

Father occu.: service 0.0008 0.0115 0.0118
(0.0200) (0.0186) (0.0229)

Sample statistics

Observations 3,085 3,085 3,085
Persons 3,085 3,085 3,085

Notes: Explanatory variable: number of days of sickness absence. Control variables and fixed ef-
fects (FE) of year & month of birth, age, year of birth mother/father, oparish, school, and class as
in Table 2. Clustered standard errors (S.E.) in parentheses. Baseline category of father’s occupa-
tion (occu.): unskilled or low-skilled production worker. Clustering was conducted on individual
level in the OLS model, on school level in the school FE model, and on class level in the class FE
model. Significance: ∗p ≤ 0.1, ∗∗p ≤ 0.05, ∗∗∗p ≤ 0.01.

Table 5 depicts the effect of sickness absence on the probability of being passed
away the age of 70. The outcome variable takes the value 1 if a person is dead
before reaching the 70th birthday; and otherwise 0. An additional day of sickness
absence in school at age 11 increases the probability of being dead before age 70
between 0.03 percentage points in the OLS model and 0.01 percentage points in
the class FE model. The baseline probability of dying before age 70 is 11.7%. The
relative effect of the OLS coefficient is, therefore, 0.26%.13 Besides the statistical
insignificance, the effect size seems plausible. Assuming linearity, 160 days of

13Because 0.0003/0.117 = 0.0026.
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sickness absence equal the effect of being male instead of female, about half a
school year. Again, the results match our expectations: The sign is line with the
theory. Given the small intervention of one day of sickness absence, a stronger
and highly significant effect would even cast doubts.

4.4 Instrumental Variables Estimation

As discussed in Section 3, we cannot completely rule out that a causation running
from education to health bias the results – although, this is highly unlike, as we
have argued. Therefore, we use an IV approach to overcome this weakness. The
first line of Table 6 presents the effect of the number of benign months within a
school year on the days missed due to sickness. Per additional month in a school
year with a temperature within the upper quintile of the distribution the number
of missed days decreases on average by 0.42 days. I.e., a benign month leads
to half of a day less sickness. Differences in the first stage are only due to the
number of observations; the first-stage specification is always Equation (6). The
first-stage F statistic of the instrument at the bottom of Table 6 is always above
25. Since this clearly exceeds the Staiger and Stock (1997) rule-of-thumb value
of 10, we consider the number of benign months as relevant for days of sickness
absence.

The second line of Table 6 states the structural estimations. An additional (instru-
mented) day of sickness absence leads to a decrease in educational performance
by 3.2% of a SD. The effect is statistically significant at the 10% level. This is
about eight times the effect of the OLS estimation. However, the point estimators
do not give the effects for the same groups of people. While the OLS estima-
tor gives the average treatment effect over all persons, the IV effect of only true
for the group of compliers. I.e., it only the effect depicts of sickness absence on
performance for those children who miss instruction because of the weather.14

Goodman (2014) uses with days of snow another weather condition and finds
similar results. Aucejo and Romano (2014) instrument absence with differences
in the infection probability across years and regions and also find that the IV
estimation clearly exceeds the OLS/FE results. Moreover, unlike the FE estima-
tions, the IV results exhibit a strong variation across subjects. Table A4 in the
Appendix presents separate IV estimation for math, reading and speaking and

14To be precisely, it is the effect for children who miss class because in the year and the region
in with they visited school the temperature was not as often in the upper quintile as in the case of
their peers in other year and/or regions.

25



Table 6: IV estimation results by subject

Average
Income Mortality

points

Effect of days of instrumented sickness absence

Coefficient −0.0319∗ 0.0065 0.0085∗

S.E. (0.0177) (0.0107) (0.0045)

First-stage effect of benign months

Coefficient −0.4271∗∗∗ −0.4922∗∗∗ −0.4136∗∗∗

S.E. (0.0830) (0.0956) (0.0818)

Sample statistics

Observations 5,221 3,963 5,269
Persons 2,790 2,116 2,815
First-stage F statistic 26.46 26.49 25.56

Notes: Each column gives the estimation result of a separate regression. The dependent variable
is given in the header. Explanatory variable (second stage): instrumented number of days of
sickness absence. Explanatory variable (first stage): number of benign months in the school year.
Clustered standard errors (S.E.) in parentheses. Clustering was conducted on the individual level.
Significance: ∗p ≤ 0.1, ∗∗p ≤ 0.05, ∗∗∗p ≤ 0.01.

writing. While the first stage is the same for each subject, the second of the aver-
age points seems to be driven by the second stage of the read and speak results.
The effect of (instrumented) sickness read and speak points is 3.3% and statisti-
cally significant at the 10% level. The effect size on math points is somewhat and,
therefore, not statistically significant (the standard error is the same). For writing
the effect seems positive. However, the estimation is based on fewer observations
and not the t statistic in below 1.

Table 6 also presents the IV effect of sickness absence on income and mortality.
An additional day of sickness absence is associated with a 0.85 percentage points
higher probability of being dead before the age of 70. This exceeds the OLS/FE
results of Table 5 0.01-0.03 percentage points clearly. Again, this is the effect for
compliers and does not necessary apply for the average person. The effect of
sickness absence on income is positive but based on only three-quarter of the
observations and is not statistically significant.

All in all, the IV results are in line with the literature on absence in school and
provide evidence that the finding for absence in general also holds for sickness
absence.
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5 Heterogeneity

TO BE DONE.

6 Conclusions

This paper analyzes the effect of days of (sickness) absence during primary school
on short-term educational performance. Utilizing self-gathered register data from
Sweden in the 1930s and 1940s allows us to extent the literatures in two ways:
First, unlike previous studies, we able to distinguish between total days of ab-
sence and sickness absence. Second, we can also provide evidence of effect of
absence on and long-term economic success and health. In order to overcome en-
dogeneity problems we employ various fixed effects and instrumental variables
strategies. Estimating the effect of absence on performance in school, we only use
variation in days of absence and test scores between the grades at the individual
level. Regarding income and mortality as long-term outcomes, we only compare
people within the same class in grade 4.

For a long time, policy makers and researchers focused on the extension of the
school year length as instrument to increase instruction time (and thus perfor-
mance). However, evaluations of school year extension suggest that such inter-
ventions pick-up a lot of resources and improve education barely, if at all. More
recently, Goodman (2014) and Aucejo and Romano (2014) investigate individual
absence as reason for a shorter instructional time. Aucejo and Romano (2014)
find that the decrease in performance due to one day of absence is ten times big-
ger than the return to an additional day of instruction. Goodman (2014) can only
distinguish between collective absence due to school closures and individual ab-
sence. Aucejo and Romano (2014) know whether the student misses instruction
excused or unexcused. We, on the other hand, discriminate between the effect of
sickness (and not being able to learn) and the effect of missed instruction. From a
policy perspective, this distinction might be of special interest when trying to im-
plement strategies to reduce missed instruction time or enable students to learn
missed content.
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We find that test results decrease on average 4.4% of a standard deviation due
to sickness absence.15 Taking Aucejo and Romano (2014)’s returns to additional
instruction for granted, this correspondent to a 30 days school year extension.
Transferring Aucejo and Romano (2014)’s results to our sample might not be per-
fectly accurate; however, it gives an intuition of the importance of absence. More-
over, we find that the effect of sickness absence equals the effect of being absent
for other reasons. This indicates that sickness itself may not cause the decrease in
performance but missed instruction drives the results. Comparing the effects for
math and language with less important subjects, the effect of (sickness) absence
is about the same. We may interpret this (although, we have no direct evidence)
as a hint that children do not learn (more) when they miss instruction. Besides
reducing absence in school, education policy should aim at improving the oppor-
tunities and incentives to learn at home when not being in class.

Unlike previous literature, our data source allows to investigate long-term conse-
quences of absence in school. Additional days of sickness absence have a negative
effect on retirement income and a positive effect on the probability of being death
before reaching the age of 70. Although, both effects are not statistical signifi-
cantly different from zero we would argue that the economic theory conforming
signs of the coefficients and the reasonable magnitude indicate long-term effects
of absence in school.

15On average, students miss 11 days per school year due to sickness, where the per-day effect
is 0.4% of a SD in the OLS model.
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Appendix

Table A1: Estimation results for performance in math

Conventional School Class Individual Lagged
OLS FE FE FE variables
(1) (2) (3) (4) (5)

Effect of total days of absence on math points

Coefficient −0.0039∗∗∗ −0.0053∗∗∗ −0.0056∗∗∗ −0.0069∗∗∗ −0.0078∗∗∗

S.E. (0.0011) (0.0012) (0.0012) (0.0014) (0.0019)

Effects of selected control variables

Female 0.2769∗∗∗ 0.0881∗∗∗ 0.0906∗∗∗ 0.0599
(0.0254) (0.0274) (0.0259) (0.0366)

SES: middle −0.0051 0.0312 0.0200 0.0871∗∗

(0.0315) (0.0371) (0.0343) (0.0418)

SES: high 0.1951∗∗∗ 0.1839∗∗∗ 0.2014∗∗∗ 0.2970∗∗∗

(0.0433) (0.0505) (0.0403) (0.0641)

Grade 4 −0.1144∗ −0.1368
(0.0623) (0.0979)

Lagged 0.0041∗∗

absence (0.0018)

Lagged 0.7535∗∗∗

points (0.0315)

Other conditioning variables

Time-variant X X X X
Time-invariant X X X

Fixed effects

Birth year & month X X X
Age X X X X
Birth year mother/father X X X
Parish X X
School X
Class X
Individual X
Lagged absence & points X

Sample size

Observations 5,978 5,978 5,978 5,978 2,989
Persons 2,989 2,989 2,989 2,989 2,989

Notes: Dependent variable: points over in math in standard deviations. Explanatory variable:
number of days of sickness absence. Time-variant conditional variables: range of grades in-
structed in the same classroom, length of the school year in weeks. Time-invariant conditional
variables: female, born in wedlock, twin birth, mother employed at the time of birth, born in hos-
pital, mother or father Finnish descent. Baseline category of father’s occupation (occu.): unskilled
or low-skilled production worker. Clustered standard errors (S.E.) in parentheses. Clustering
was conducted on the level of the fixed effects (FE) in columns (2) to (4) and on individual level
in columns (1) and (5). Significance: ∗p ≤ 0.1, ∗∗p ≤ 0.05, ∗∗∗p ≤ 0.01.

32



Table A2: Estimation results for performance in reading & speaking

Conventional School Class Individual Lagged
OLS FE FE FE variables
(1) (2) (3) (4) (5)

Effect of total days of absence on reading & speaking points

Coefficient −0.0038∗∗∗ −0.0032∗∗∗ −0.0021∗ −0.0070∗∗∗ −0.0044∗∗

S.E. (0.0011) (0.0011) (0.0012) (0.0014) (0.0017)

Effects of selected control variables

Female 0.2734∗∗∗ 0.3139∗∗∗ 0.3254∗∗∗ 0.3159∗∗∗

(0.0254) (0.0379) (0.0253) (0.0327)

SES: middle −0.0067 −0.0270 −0.0370 0.0015
(0.0312) (0.0316) (0.0301) (0.0309) (0.0387)

SES: high 0.1961∗∗∗ 0.1495∗∗∗ 0.1413∗∗∗ 0.1843∗∗∗

(0.0432) (0.0553) (0.0413) (0.0559)

Grade 4 −0.1215∗ −0.1344
(0.0625) (0.1269)

Lagged 0.0056∗∗∗

absence (0.0016)

Lagged 0.5892∗∗∗

points (0.0258)

Other conditioning variables

Time-variant X X X X
Time-invariant X X X

Fixed effects

Birth year & month X X X
Age X X X X
Birth year mother/father X X X
Parish X X
School X
Class X
Individual X
Lagged absence & points X

Sample size

Observations 5,980 5,980 5,980 5,980 2,990
Persons 2,990 2,990 2,990 2,990 2,990

Notes: Dependent variable: points in reading & speaking in standard deviations. Explanatory
variable: number of days of sickness absence. Time-variant conditional variables: range of grades
instructed in the same classroom, length of the school year in weeks. Time-invariant conditional
variables: female, born in wedlock, twin birth, mother employed at the time of birth, born in hos-
pital, mother or father Finnish descent. Baseline category of father’s occupation (occu.): unskilled
or low-skilled production worker. Clustered standard errors (S.E.) in parentheses. Clustering
was conducted on the level of the fixed effects (FE) in columns (2) to (4) and on individual level
in columns (1) and (5). Significance: ∗p ≤ 0.1, ∗∗p ≤ 0.05, ∗∗∗p ≤ 0.01.
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Table A3: Estimation results for performance in writing

Conventional School Class Individual Lagged
OLS FE FE FE variables
(1) (2) (3) (4) (5)

Effect of total days of absence on writing points

Coefficient −0.0037∗∗∗ −0.0029∗∗ −0.0027∗ −0.0051∗∗∗ −0.0045∗∗

S.E. (0.0013) (0.0012) (0.0016) (0.0018) (0.0023)

Effects of selected control variables

Female 0.3295∗∗∗ 0.3980∗∗∗ 0.4139∗∗∗ 0.4388∗∗∗

(0.0336) (0.0437) (0.0316) (0.0478)

SES: middle 0.0235 0.0430 0.0328 0.0722
(0.0437) (0.0446) (0.0415) (0.0547)

SES: high 0.2403∗∗∗ 0.2316∗∗∗ 0.2294∗∗∗ 0.2495∗∗∗

(0.0580) (0.0869) (0.0547) (0.0826)

Grade 4 −0.2593∗∗∗ −0.1938∗∗∗

(0.0850) (0.0687)

Lagged 0.0037∗

absence (0.0022)

Lagged 0.6385∗∗∗

points (0.0398)

Other conditioning variables

Time-variant X X X X
Time-invariant X X X

Fixed effects

Birth year & month X X X
Age X X X X
Birth year mother/father X X X
Parish X X
School X
Class X
Individual X
Lagged absence & points X

Sample size

Observations 3,486 3,486 3,486 3,486 1,743
Persons 1,743 1,743 1,743 1,743 1,743

Notes: Dependent variable: points in writing in standard deviations. Explanatory variable: num-
ber of days of sickness absence. Time-variant conditional variables: range of grades instructed in
the same classroom, length of the school year in weeks. Time-invariant conditional variables:
female, born in wedlock, twin birth, mother employed at the time of birth, born in hospital,
mother or father Finnish descent. Baseline category of father’s occupation (occu.): unskilled or
low-skilled production worker. Clustered standard errors (S.E.) in parentheses. Clustering was
conducted on the level of the fixed effects (FE) in columns (2) to (4) and on individual level in
columns (1) and (5). Significance: ∗p ≤ 0.1, ∗∗p ≤ 0.05, ∗∗∗p ≤ 0.01.
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Table A4: IV estimation results by subject

Math Read & speak Writing

Effect of days of instrumented sickness absence

Coefficient −0.0285 −0.0332∗ 0.0124
S.E. (0.0186) (0.0181) (0.0183)

First-stage effect of benign months

Coefficient −0.4246∗∗∗ −0.4243∗∗∗ −0.5292∗∗∗

S.E. (0.0830) (0.0830) (0.1097)

Sample statistics

Observations 5,219 5,221 3,126
Persons 2,789 2,790 1,671
First-stage F statistic 26.19 26.17 23.26

Notes: Each column gives the estimation result of a separate regression. The dependent variable
is given in the header. Explanatory variable (second stage): instrumented number of days of
sickness absence. Explanatory variable (first stage): number of benign months in the school year.
Clustered standard errors (S.E.) in parentheses. Clustering was conducted on the individual level.
Significance: ∗p ≤ 0.1, ∗∗p ≤ 0.05, ∗∗∗p ≤ 0.01.
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Figure A2: Grading scheme
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Figure A7: Relationship between days of sickness absence and points by subject
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