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COMMON VALUES AND THE COASE CONJECTURE: INEFFICIENCIES IN
FRICTIONLESS CONTRACT (RE-)NEGOTIATION

Abstract. We consider the contracting problem of a principal who faces an agent with private
information and cannot commit to not renegotiate a chosen contract. To analyze this problem,
we propose an infinite horizon negotiation protocol in which renegotiation is frictionless, executed
without delay and there are no restrictions on how many times the contracts can be renegotiated. We
provide a general characterization of renegotiation-proof outcomes and show that those outcomes are
supported by a Perfect Bayesian Equilibrium of the negotiation game. The general characterization
of renegotiation-proof outcomes provides a powerful and simple to use tool for finding such outcomes
in specific environments. Thus, we proceed by applying the results to adverse selection environments
with private and common values. We show that with private values and common values of the
’Spence’ type only fully efficient and separating contracts can be renegotiation proof. However,
with common values of the ’Rothschild-Stiglitz’ type inefficient and (partial) pooling contracts may
constitute renegotiation-proof outcomes.

JEL classification: C73, C78, D82

Keywords: Principal-Agent models, renegotiation, Coase-conjecture

1. Introduction

The solution to the screening problem of a principal who is endowed with all the bargaining power

and wishes to contract with a privately informed agent is well known. The principal proposes a menu

of contracts that is designed such that the agent optimally chooses one of the contracts according to

his type. Typically, the chosen contract is inefficient and the choice of the agent reveals information.

In this case, both parties can benefit from immediate renegotiation after information is revealed. As

such renegotiation will be anticipated by the agent, it may distort his ex-ante incentives to accept

any given contract in the first place. Thus, the optimality of the solution to the screening problem

crucially depends on the assumption that the chosen contract will not be renegotiated.

For the signaling problem, that is, when the informed party makes the contract offers, the effects

of allowing renegotiation were analyzed by Beaudry and Poitevin (1993). In this article we extend

their seminal analysis to the screening problem, that is, to the case that the uninformed party makes

the contract offers. We introduce an extension of the one-shot screening game in which an infinite

number of rounds of frictionless renegotiation are permitted before contracts are executed. Thus, we

model the idea that the principal has no commitment power by assuming that there are no physical

costs of renegotiation and that any signed contract can be renegotiated any number of times. A

solution to the resulting negotiation game is hard to obtain. As the principal cannot commit not

to exploit the information revealed during the game, information revelation by the agent is difficult
1



to ensure. Moreover, the number of potential negotiation rounds is unbounded. Hence, we cannot

use backward induction as in Bester and Strausz (2004) to apply some kind of revelation principle.

Our contribution is threefold. Our first contribution is to find a Perfect Bayesian Equilibrium

of the negotiation game. Our second contribution is to introduce a new methodology for analy-

sis of contracting problems without commitment. At this we focus on potential outcomes of the

negotiation game. An outcome of the game for a given pair of strategies of the principal and the

agent is a contract and a belief of the principal that resulted after the game had ended. The set of

renegotiation-proof outcomes is then a set of outcomes that is generated by equilibrium strategies

for every possible history of the negotiation game. We state desirable properties of such a set of

renegotiation-proof outcomes and thus establish which outcomes can be expected to arise in equi-

librium. We then select the renegotiation-proof outcome that maximizes the pay-off of the principal

and show that this outcome is supported by a Perfect Bayesian Equilibrium of the negotiation game.

This novel approach not only facilitates the equilibrium analysis of the negotiation game but also

provides a powerful and easy to use tool to analyze specific instances of the considered problem. Our

third contribution is to apply the characterization of renegotiation-proof outcomes to contracting

problems with private and common values. We show that while only fully separating and efficient

outcomes can arise with private values and common values of ’Spence’ type, inefficient and pool-

ing outcomes can be implemented in equilibrium with common values of the ’Rothschild-Stiglitz’

type. This surprising result is of great interest as we assume that renegotiation is frictionless.

Thus, following a similar reasoning as in the famous Coase conjecture, efficient outcomes were to

be expected.

The characterization of the set of renegotiation-proof outcomes is based on two simple properties.

First, for every renegotiation-proof outcome there is no other renegotiation-proof outcome that

would make the principal better off (internal consistency). Second, in any state of the negotiation

game it is feasible to reach a renegotiation-proof outcome in a single round of further negotiations

(external consistency). Both properties reflect sequential rationality of the principal: suppose the

negotiation game reaches a renegotiation-proof outcome and the principal proposes new contracts

that would make him and the agent better off. External consistency ensures that in a further

round of negotiations she will renegotiate those contracts. Internal consistency implies that the

resulting outcomes make her not better off than the original outcome. Thus, the proof that such
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renegotiation-proof outcomes are supported by a Perfect Bayesian Equilibrium of the negotiation

game is a direct consequence of external and internal consistency.1

One of the main advantages of a general characterization of renegotiation-proof outcomes is that

it provides a powerful tool to analyze specific instances of the general problem. We use the general

characterization to derive a simple but useful necessary condition for an outcome to be renegotiation-

proof: based on the information revealed in a renegotiation-proof outcome there should not, irre-

spective of the agents type, exist a single (pooling) outcome that would make the principal and

the agent better off. It is easy to see why this is necessary for renegotiation-proofness. If such an

outcome would exist, the principal could just offer the corresponding contract and both types of the

agent could accept without revealing any additional information. Thus, this pooling outcome would

make both parties better off without changing the strategic incentives in the negotiation game. We

use this simple insight to prove that with private values only fully separating and efficient outcomes

can be renegotiation-proof. This is due to the fact that in any inefficient outcome, the indifference

curve of the principal is either steeper or flatter than both indifference curves of the agent. Thus,

for every inefficient outcome there exists a single outcome that would make the principal and both

of the agents better off without revealing additional information.

For common values we have to distinguish two cases: common values ’Spence’ type and common

values ’Rothschild-Stiglitz’ type. Common values ’Spence’ type represent the situation that the

ranking of the marginal trade-offs between types of the agent is the same for the agent and the

principal. This situation corresponds, for example, to the education model in Spence (1973) where

education is both marginally more productive and less costly for the high type. In this case, for any

inefficient outcome, the indifference curves of the principal are either both steeper or both flatter

than the indifference curves of the agent. Thus, the same logic as with private values applies and

there exists a single contract that would make the principal and both of the agents better off. It

follows that only fully separating and efficient outcomes can be renegotiation proof.

The situation changes dramatically if common values of the ’Rothschild-Stiglitz’ type are con-

sidered. Common values of the ’Rothschild-Stiglitz’ type represent the situation that the marginal

trade-offs between the types of the agent are ranked differently for the agent and the principal. This

situation corresponds, for example, to the insurance model by Rothschild and Stiglitz (1976) where

insurance is marginally less costly but also marginally less valuable for the low risk type. In this

case, the logic used above is not applicable as no single pooling contract exists that makes both of

1Even though the general reasoning is straightforward, many technical difficulties arise. For example, in our set-up,
neither the one-shot deviation nor the revelation principle do hold. Thus, the construction of an equilibrium with
renegotiation-proof outcomes is one of the main contributions of this article.

3



the parties better off. Moreover, it may be the case that all pairs of efficient outcomes would make

the principal strictly worse off as compared to the initial situation. Thus, the set of all efficient out-

comes fails the external consistency property. We proceed by constructing a set renegotiation-proof

outcomes that results in inefficient (partial) pooling outcomes. Interestingly, inefficient outcomes

can be sustained in equilibrium even if there exist pairs of efficient outcomes that would make the

principal and the agent strictly better off.

Relation to the Literature. Most of the previous analysis of renegotiation typically took one of

two approaches. Either renegotiation-proof outcomes were characterized axiomatically or renegoti-

ation was limited to finite negotiation protocols. The first approach usually yields clear-cut results

in complex settings and thus powerful tools for the analysis of specific problems. However, the lack

of foundation as an equilibrium of a non-cooperative game may raise doubts.2 The second approach

allows for equilibrium analysis but still leaves the principal with a considerable amount of commit-

ment power.3 For example, in our frictionless setting, limiting the renegotiation to n opportunities

would allow the principal to implement the full commitment outcome. She could simply pass on

n − 1 opportunities and then propose the optimal contracts. Our approach combines the clarity

and power of an axiomatic approach with the equilibrium analysis of a very flexible, infinite horizon

negotiation protocol.

Our set-up is closely related to Beaudry and Poitevin (1993) who study the effects of immediate

and unlimited renegotiation in a general signaling model. That is, in contrast to our work, only

the informed agent can make the contract offers. In this case, separating but inefficient contracts

are sustained by the threat that if the agent who signed an inefficient contract proposes a new

contract, a switch in beliefs takes place and the uniformed party will assume that the agent is of

the undesired type. However, this can only work if it is the informed party who makes the offers.

Thus, we complement Beaudry and Poitevin (1993) by extending the analysis to a screening model.

That is, we assume that the uninformed party makes all the offers and show that this changes the

outcomes dramatically.

More recently, Strulovici (2014) analyzes an infinite horizon negotiation protocol for a set-up with

private values where the uninformed party makes all the offers. In contrast to our work, negotiation

can break down, that is, renegotiation is not frictionless. However, Strulovici (2014) shows that

if the friction disappears, efficient and fully separating contracts arise in any Perfect Bayesian

Equilibrium of the negotiation game. Thus, his analysis complements our results for private values.

2For examples of such an approach see Asheim and Nilssen (1997) and Vartiainen (2013).
3For examples of such an approach see Fudenberg and Tirole (1990), Hart and Tirole (1988), Hörner and Samuelson
(2011), Skreta (2006), or Skreta (2013).
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In a similar set-up, Maestri (2012) uses a the refinement that in any subgame the principal induces

the continuation equilibrium that maximizes her payoffs. As in Strulovici (2014), when frictions

disappear, only efficient outcomes arise in equilibrium.

With respect to the characterization of the renegotiation-proof outcomes, our article is related

to Asheim and Nilssen (1997) and Vartiainen (2013). Asheim and Nilssen (1997) consider a mo-

nopolistic insurance market and Vartiainen (2013) an auction without commitment. Both articles

use an axiomatic approach to the characterization of renegotiation-proof outcomes that is similar

to our approach. That is, both rely on similar properties as our internal and external consistency to

characterize renegotiation-proof outcomes. In both cases, this approach proves to be very useful in

deriving clear results for otherwise very complex problems. We extend their analysis by providing a

foundation of renegotiation-proof contracts as an equilibrium outcome of a very general negotiation

game and applying the results to settings not considered by those authors.

Krasa (1999) uses a slightly different, but also axiomatic, approach. He defines an outcome as

unimprovable (renegotiation proof) if agents would not want to deviate from it either by changing

the allocation or by revealing (additional) information. His characterization of renegotiation-proof

outcomes yields that in an insurance monopoly with two types either agents reveal their information

fully or not all. This results in either full separation of types or pooling. This is not the case for

our model as in the “Rothschild-Stiglitz” case, partial pooling can be supported in equilibrium.

2. The Setup

A principal (she) and an agent (he) negotiate over a contract. A contract is a tuple ω ∈ R2
+.

Let θ ∈ {L,H} denote the type of the agent. The type is private knowledge to the agent and the

principal has a prior characterized by µ0 = Pr(θ = H). When a contract ω is signed by an agent

of type θ, the utility of the principal amounts to v(ω, θ). The utility of the agent is then u(ω, θ).

Both, v(ω, θ) and u(ω, θ) are assumed to be quasiconcave in ω. Let vi(ω, θ) and ui(ω, θ) denote

the partial derivative with respect to the i-th component of ω. The functions u(ω, θ) satisfy the

standard single-crossing condition, that is,

(1) −u2(ω,L)

u1(ω,L)
> −u2(ω,H)

u1(ω,H)
.

The principal prefers smaller values of ω1 and larger values of ω2, whereas the opposite is true for

the agent, that is,

v1(ω, θ) < 0, v2(ω,θ)>0, u1(ω, θ) > 0, and u2(ω,θ)<0.
5



A contract is θ-efficient if it is the cheapest contract providing an agent of type θ with a given

utility level. That is, the iso-utility curve of the principal is tangent to the iso-utility curve of the

agent in any such contract. For each θ, denote by ξθ the set of all θ-efficient contracts. Sometimes

we will refer to ξθ as the efficient contract curve. To rule out pathological cases, we assume that ξθ

is smooth and upward sloping.

Whenever v is independent of θ, that is, v(ω, θ) = v(ω), we will refer to private values. In

this case, due to the single-crossing property, the efficient contract curve ξL lies to the left of ξH .

Whenever the utility of the principal explicitly depends on the type of the agent, we will refer

to common values. For common values we will distinguish two cases: the ’Spence’ case and the

’Rothschild-Stiglitz’ case.

’Spence’ case: common values ’Spence’ type represent the situation that the ranking of the

marginal trade-offs between types is the same for the agent and the principal, i.e.,

(2) −v2(ω,L)

v1(ω,L)
< −v2(ω,H)

v1(ω,H)
.

This situation corresponds, for example, to the education model in Spence (1973), where education

is both marginally more productive and less costly for the H type. It follows from equation (1) and

equation (2) that the efficient contract curves ξθ do not cross and ξL lies to the left of ξH .

’Rothschild-Stiglitz’ case: common values ’Rothschild-Stiglitz’ type represent situations where

the marginal trade-offs are ranked differently for the informed and the uninformed player, i.e.,

−v2(ω,L)

v1(ω,L)
> −v2(ω,H)

v1(ω,H)
.

This situation corresponds, for example, to the insurance model by Rothschild and Stiglitz (1976),

where insurance is marginally less costly but also marginally less valuable for the high type. In this

generality, in the ’Rothschild-Stiglitz’ case it may happen that the efficient contract curves cross

and that the efficient contract curve of the L type lies to the right of the efficient contract curve

of the H type. Such pathological cases complicate the analysis without adding additional insight.

Thus, we assume that in the ’Rothschild-Stiglitz’ case the efficient contract curve of the L type lies

to the left of the efficient contract curve of the H type.4

The negotiation game. The negotiation game unfolds as follows. In t = 0 the agent observes his

type θ. In each following round t ∈ N+ the principal offers a menu Mt ⊂ R2
+ of contracts. The

4This greatly simplifies the the exposition of the the strategies of the agent in the proof of Proposition 1 ensuring that
only one of the types of the agent uses a mixed strategy. That the efficient contract curve of the L type lies to the
left of the efficient contract curve of the H type can be ensured by assuming, for example, that the utility functions
of the principal and the agent are additively separable, i.e., u(ω, θ) = f(ω2, θ) +λθω1 and v(ω, θ) = g(ω2, θ)−ω1 with
λθ ∈ R+ and that if −f1(ω2, L)/λL = g1(ω2, L) then −f1(ω2, H)/λH < g1(ω2, θH).
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number of contracts |Mt| is bounded by an arbitrary constant K ≥ 2 that is fixed throughout the

game.5 The agent chooses a contract inMt or decides to hold on to the contract he chose in round

t− 1. We denote by ωt the contract that the agent chose in round t and by ω0 the initial contract,

that is, the normalized outside option of the agent. The game ends if at time t the principal does

not propose new contracts, that is, ifMt = ∅. In this case ωt−1 is executed.

Denote a potential history realized before the principal moves in round t as

hp(t) = {(M1, ω1), (M2, ω2), . . . , (Mt−1, ωt−1)} .

A potential history realized before the agent moves is

ha(t) = {(M1, ω1), (M2, ω2), . . . , (Mt−1, ωt−1),Mt} .

At round 1 there is no relevant history for either of the players, so h{p,a}(1) = ∅.6 Denote by hk(t)

the restriction of h(t) to the first k rounds. Let Ht be the set of all histories in round t and H be

the set of all terminal histories. That is, h(t) ∈ H if Mt = ∅. Moreover, all infinite histories are

terminal histories. That is, h(∞) is an infinite history if there exist a series of histories such that

h(∞) = limt→∞ h(t) andMt = ∅ is not in h(t) for all t. For every h(t) ∈ H, we define the payoff

of the agent and the principal as u(h(t), θ) = u(ωt−1, θ) and v(h(t), θ) = v(ωt−1, θ) if t <∞ and as

u(h(∞), θ) = v(h(∞), θ) = −∞.

Surely, the best way to model renegotiation is not obvious. With our proposal we hope to capture

the effects of unlimited, immediate and frictionless renegotiation where the uninformed party makes

all the offers. Thus, we complement the work of Beaudry and Poitevin (1993) who model a similar

renegotiation game for the case that the informed party makes all the offers. The main elements of

the negotiation game are: first, the uninformed party makes both the initial offer and all following

propositions of renegotiation. Second, after the agent chooses one of the offers there is at least

one more round of offers and neither the principal nor the agent can commit not to renegotiate.

Thus, the renegotiation process can potentially last for an infinite number of rounds. However,

third, the negative pay-off at infinite histories prevents the principal from stalling the negotiation

indefinitely. Fourth, only the final signed contract is pay-off relevant and there is no discounting in-

between negotiation rounds. Hence, the focus is on the effects of renegotiation rather than long-term

relationships.

5As contracts can be infinitely renegotiated there is no guarantee that proposing only two contracts is without loss
of generality, that is, the results obtained by Bester and Strausz (2004) do not apply to the setting at hand.
6We will drop the superscript from hp and ha whenever we refer to both or whenever it is unambiguous whose history
is used.
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Figure 1. The setting.

We partition the contract space into three regions. We say that contracts that are left to ξL

are in the ’H-Rent’ configuration, contracts that are right to ξH are in the ’L-Rent’ configuration,

and contracts that are in the inner region between ξL and ξH are in the ’No-Rent’ configuration.

Essentially, the partition of the contract space reflects that in equilibrium once a contract has been

signed that is, for example, in the ’H-Rent’ configuration, further negotiation will leave the H type

with a positive rent whereas the L type gains nothing from further negotiation.7 Figure 1 depicts

an illustration of the set-up.

Strategies and beliefs. Before we discuss the equilibria of the game it is useful to define strategies

and beliefs of the principal and the agent. Denote by A the set of all subsets of R2
+ with at most

K elements. A behavior strategy σp of the principal prescribes in each round t a distribution over

contract menus Mt ∈ A conditional on the history hp(t).8 That is, σp is a sequence of maps σpt
with

σpt (h
p(t)) : Ht → ∆(A).

A behavior strategy σθ of an agent of type θ prescribes in each round t a probability distribution

over contracts in Mt ∪ {ωt−1} conditional of the history ha(t). That is, σθ is a sequence of maps

7The designation ’H-Rent’, ’L-Rent’, and ’No-Rent’ configuration provides a very vivid definition and is taken from
Strulovici (2014).
8We endow A with the Borel sigma-algebra and denote by ∆(A) the set of all probability measures over A.
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σθt with

σθt (h
a(t)) : Ht → ∆ (Mt ∪ {ωt−1}) .

At this, ∆(Mt ∪ {ωt−1}) denotes the set of all probability distributions over Mt ∪ {ωt−1}. A

continuation strategy σ{θ,p}+ (t) is a truncated strategy. For example, σp+ (t) =
{
σpt , σ

p
t+1, σ

p
t+2, . . .

}
.

The belief system of the principal is a sequence {µ0, µ1, . . .} where µt−1 ∈ [0, 1] are the beliefs

held after a history hp(t) that the agent is of type H.9 The (second-order) belief system of the

agent is a sequence {α0, α1, . . .} where αt is a probability measure on [0, 1] describing the belief of

the agent over the belief of the principal. That is, for A ⊂ [0, 1], αt(A) = Pr[µt ∈ A].

Solution concept. A Perfect Bayesian Equilibrium (PBE) is a strategy profile σp and σθ and a

belief system {µ0, µ1, . . .} and {α0, α1, . . .} that satisfy

(i) For θ ∈ {L,H} , σθ is a best reply to σp beginning at each history h(t).

(ii) Given µt, σp is a best reply to σp beginning at each history h(t).

(iii) µt is derived from µt−1 given σθ using Bayes’ rule whenever possible

(iv) αt({µt}) = 1.

It might seem rather unusual to explicitly include the second-order beliefs of the agent into the

equilibrium definition. However, we will show in the subsequent sections that in the proposed

equilibrium the strategy of the agent crucially depends on those beliefs. Thus, we call belief systems

consistent given strategies σp and σθ if the belief µt of the principal results from bayesian updating

with respect to these strategies and if the (second-order) belief of the agent is consistent, that

is, αt({µt}) = 1. Whenever we discuss consistent beliefs, we will suppress the notation of the

(second-order) belief of the agent and simply write µt for both beliefs.

There are two more concepts that are useful to define before we turn to the solution of the game,

that is, the state of the negotiation and the outcome function. A state of the negotiation in round t

for a given pair of strategies and consistent belief system is Ct = (ωt−1, µt−1). That is, ωt−1 denotes

the current signed contract and µt−1 the belief of the principal. The set of all states is denoted by Γ

and π(Ct) = (1−µt−1)v(ωt−1, L) +µt−1v(ωt−1, H) denotes the expected utility of the principal in a

given state. For a given history, pair of strategies and consistent belief system, the outcome function

f(hp(t), σp+(t), σθ+(t)) ⊂ Γ gives the set of states after which the negotiation ends. That is, C = (ω, µ)

is in f(hp(t), σp+(t), σθ+(t)), if there exists a t′ ≥ t such that a state Ct′ = C is reached with positive

probability starting from hp(t) and σp(hp(t′)) = ∅. We call Ω :=
⋃
t≥0 f(hp(t), σp+(t), σθ+(t)) the set

of all (potential) outcomes of the negotiation and C = (ω, µ) ∈ Ω an outcome of the negotiation.

9We slightly abuse notation as we suppress that different histories in period t might lead to a different posterior.
9



3. Renegotiation-Proof Outcomes

A solution to the proposed negotiation game is hard to obtain. As the principal cannot commit not

to exploit the information revealed during the game, information revelation by the agent is difficult

to ensure. Moreover, the number of potential negotiation rounds is unbounded. Hence, we cannot

use backward induction as in Bester and Strausz (2004) to apply some kind of revelation principle.

We sidestep this difficulties and analyze the properties of a set of outcomes Ω that is generated by

potential equilibrium strategies and derive necessary and sufficient conditions for Ω such that the

considered strategies indeed form an equilibrium. Such an approach has several advantages. First,

having structured the set of potential outcomes greatly simplifies the construction of a PBE of the

negotiation game. Second, and more importantly, our results imply that to characterize a PBE in a

specific contracting setting it is sufficient to construct a set of outcomes Ω that satisfies the defined

conditions.

We start the analysis by proposing that potential equilibrium strategies of the principal and

the agent in the negotiation game have two properties. First, both strategies are independent of

previous play in the following sense: in any round t the strategy of the principal only depends on the

current state Ct of the negotiation. The strategy of the agent only depends on the current signed

contract, the proposal of the principal and the agents second order belief αt. Thus, we suppose

that a potential equilibrium strategy of the principal can be written as σpt (hp(t)) = σ(Ct−1) and a

potential equilibrium strategy of the agent can be written as σθt (ha(t)) = σ(Mt, ωt, αt).10 Second, in

any round t and for any state Ct−1 the strategy of the agent is such that for the principal it is optimal

to either propose two contracts and end the game after one of those contracts is signed or end the

game right away. That is, for the principal it is optimal to either propose σp(Ct−1) =
{
ωL, ωH

}
for

some ωL, ωH ∈ R2
+ and σp(Ct) = ∅ or to propose σp(Ct−1) = ∅ right away.11

The proposed strategies only depend on past play through the induced beliefs. Hence, we will drop

the subscript t whenever it does not cause confusion. We are interested in the properties of the set of

outcomes Ω =
⋃
t≥0 f(hp(t), σp+(t), σθ+(t))={C ∈ Γ;σp(C) = ∅} generated by such strategies if the

proposed strategies where to form an equilibrium. We will call C ∈ Ω renegotiation-proof outcomes

and start the characterization of renegotiation-proof outcomes by stating necessary conditions for

such outcomes starting from a given state C with contract ω and belief µ.

10Such strategies capture the idea that bygones are bygones and thus there should be no reason to treat histories
asymmetrically that start with the same contract and the same belief of the principal.
11Such strategies capture the idea that both the principal and the agent should be able to foresee the outcome of any
subgame and thus without friction this outcome can be reached without delay.
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Definition 1 (Feasibility). We call CL, CH ∈ Γ, with Cθ = (ωθ, µθ), u(ωH , H) ≥ u(ωH , L), and

u(ωL, L) ≥ u(ωL, H), feasible starting from C if the following conditions are satisfied:

(i) (Individual rationality of the agent) u(ωθ, θ) ≥ u(ω, θ), θ ∈ {L,H}
(ii) (Incentive compatibility) u(ωH , H) > u(ωL, H) ⇒ µL = 0 and u(ωL, L) > u(ωH , L) ⇒

µH = 1

(iii) (Bayesian consistency) There exists a p ∈ [0, 1] such that pµL + (1− p)µH = µ

(iv) (Individual rationality of the principal) pπ(CL) + (1− p)π(CH) ≥ π(C)

For CH and CL to be renegotiation-proof outcomes starting from C it is necessary that the agent

is weakly better off compared to the initial situation in state C (requirement (i)). As the proposed

strategy of the principal prescribes to end the negotiation at a renegotiation-proof outcome, the

agent optimally chooses the contract that is most desirable for him. Thus, the principal has to take

this into account when updating her belief (requirement (ii)). From the ex-ante point of view of

the principal, the probability of reaching outcome CL is some p ∈ [0, 1] (requirement (iii)). The

principal is weakly better off if she agrees to negotiate towards CL and CH (requirement (iv)).

Let P(Γ × Γ) denote the power set of Γ × Γ and X(C) : Γ → P(Γ × Γ) denote the mapping

of a state C to the set of all feasible outcomes starting from C.12 Definition 1 merely states the

essential necessary conditions. Therefore, the union over all feasible states will generally not yield

a set of outcomes that is consistent with equilibrium play. Thus, the following definition introduces

conditions that reflect that Ω is generated by equilibrium strategies and narrows X(C) down to

renegotiation-proof outcomes.

Definition 2 (Renegotiation-proofness). Ω ⊂ Γ is a set of renegotiation-proof outcomes if the

following holds true.

(i) (Internal consistency) C ∈ Ω⇒ π (C) = pπ
(
CL
)

+(1−p)π
(
CH
)
for all

(
CL, CH

)
∈ X (C)

with Cθ ∈ Ω.

(ii) (External consistency) For all C∈ Γ there exist
(
CL, CH

)
∈ X (C) with Cθ ∈ Ω.

External consistency is a consequence of the fact that Ω is generated by strategies as described

above. That is, in any state of the negotiation that is not a renegotiation-proof outcome the principal

proposes two contracts and ends the negotiation afterwards. Internal consistency reflects that the

proposed strategies should form an equilibrium. That is, it should not be feasible for the principal

to deviate from an outcome in which the negotiation should end to another outcome after which

the negotiation should end that would make him better off.

12Feasibility is defined for two potential outcomes. However, it is straightforward to extend feasibility to a single
potential outcome C by setting C = CL = CH . In this case we will sometimes abuse notation and write C ∈ X(C).

11



Internal and external consistency are a consequence of sequential rationality inherent in the

equilibrium play of the principal in the negotiation game: suppose the negotiation reaches a

renegotiation-proof outcome and the principal deviates from equilibrium play by proposing new

feasible contracts that make him better off. External consistency ensures that if the principal fol-

lows his equilibrium strategy after the deviation, there exist contracts that make him even better

off. Internal consistency then implies that the resulting contracts make her not better off than the

original final outcome. We formalize this idea in the following section.

4. Solution of the negotiation game

To construct an equilibrium of the negotiation game we work our way backwards. We assume

that a set Ω that satisfies the conditions lined out in Definition 2 exists and then construct a PBE

that generates Ω as the set of outcomes. For this we need to define the strategy of the principal in

a way such that indeed Ω is generated as the set of final outcomes and that the principal behaves

optimally. Thus, suppose an Ω that satisfies the conditions of Definition 2 exists and define for each

state C = (ω, µ)

s(C) = arg max
(CL,CH)

pπ
(
CL
)

+ (1− p)π
(
CH
)

s.t.
(
CL, CH

)
∈ X (C)

Cθ =
(
ωθ, µθ

)
∈ Ω

µ = pµL + (1− p)µH

as the optimal optimal outcomes in Ω starting from state C.13 In what follows we will slightly abuse

notation and for s(C) = ((ωH , µH), (ωL, µL)) define sθ(C) := ωθ.

To ensure that the problem is well-behaved we make three assumptions. Imposing these assump-

tions is merely a matter of convenience as it greatly simplifies notation. In Section 5 we show that

all of the assumptions are satisfied for all of the considered applications.14

Assumption 1. For all C in Γ, s(C) exists.

Assumption 2. For every C = (ω, µ) one of the following holds true

(i) If ω is in the ’H-Rent’ configuration, u(sL(C), L) = u(ω,L) and u(sH(C), H) ≥ u(ω,H).

(ii) If ω is in the ’L-Rent’ configuration, u(sH(C), H) = u(ω,H) and u(sL(C), L) ≥ u(ω,L).

(iii) If ω is in the ’No-Rent’ configuration, u(sL(C), L) = u(ω,L) and u(sH(C), H) = u(ω,H).
13If C ∈ Ω, s(C) = (C,C).
14That is, private values, common values Spence type and common values Rothschild-Stiglitz type.
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Assumption 3. For θ 6= θ
′ ∈ {L,H} and any two contracts (ωθ, ωθ

′
) and belief µ, if

u(sθ(wθ, 1), θ) < u(sθ(wθ
′
, 0), θ)

and

u(sθ(wθ, 1), θ) > u(sθ(wθ
′
, µ), θ)

then there exists ρ ∈ (0, 1) such that

u(sθ(wθ, 1), θ) = u(sθ(wθ
′
, ρµ), θ).

Assumption 1 ensures that s(C) exists. Due to external consistency, Assumption 1 is always

satisfied whenever Ω is a closed set. Assumption 2 states that depending on the current state

the optimal renegotiation proof outcome leaves at least one of the types without additional rent.15

Assumption 3 needs some more explanation. Suppose the principal offers two contracts ωθ and ωθ′

such that an agent with type θ′ chooses ωθ′ with probability one. Assume that after observing the

choice of the agent the principal updates his belief, offers the optimal renegotiation-proof contracts

and the negotiation ends thereafter. Suppose furthermore that in this case it is not better for a

forward looking agent with type θ to choose either of the contracts with probability one. Assumption

3 then ensures that there must exist a mixing probability such that the agent is indifferent between

the two contracts if the principal beliefs that he mixes with such a probability.16

We are now in the position to state our main result:

Theorem 1. Suppose Assumption 1 to 3 holds true.

(i) For each Ω that satisfies Definition 2 there exists a Perfect Bayesian Equilibrium with equi-

librium strategies σp and σθ such that Ω =
⋃
t≥0 f(hp(t), σp+(t), σθ+(t)).

(ii) Let (CL, CH) = s(C0) with Cθ = (sθ(ωo, µ0), µθ). The equilibrium path for a given Ω is

characterized by:

(a) The principal offers in the first round σp(C0)=
{
sL(ω0, µ0), sH(ω0, µ0)

}
.

(b) The agent of type L chooses contract sL(ω0, µ0) with probability

pL =
(1− µL)(µH − µ)

(1− µ)(µH − µL)
,

that is, σL(
{
sL(ω0, µ0), sH(ω0, µ0), ω0

}
, α({µ0}) = 1) = (pL, 1− pL, 0).17

15Note, that whether Assumption 2 is satisfied depends on the shape of Ω.
16Whenever s(C) is continuous in µ, the intermediate value theorem ensures that Assumption 3 holds true. s(C) is
continuous in µ whenever Ω is a closed set.
17Recal that σθ is a mapping from (Mt, ωt−1, αt−1) to ∆ (Mt ∪ {ωt−1}).
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(c) The agent of type H chooses contract sH(ω0, µ0) with probability

pH =
µH(µ− µL)

µ(µH − µL)
,

that is, σH(
{
sL(ω0, µ0), sH(ω0, µ0), ω0

}
, α({µ0}) = 1) = (1− pH , pH , 0).

(d) The negotiation ends in the following round as the principal does not propose a new

contract.

Proof. The proof is relegated to Appendix A. �

The proof of Proposition 1 is a direct consequence of Definition 2. First, the strategy of the

principal prescribes that in any current state of the negotiation that is not in Ω she offers the

optimal, feasible contracts in Ω. Whenever the negotiation reaches a state in Ω the principal ends

the negotiation. If the agent observes an offer that is in Ω, he chooses the contract that is optimal

given his type (possibly mixing when indifferent). If the agent observes an offer that is not in Ω, he

chooses the contract that will lead to the optimal offer in the next period. The key at this point is

to establish that there is one type of the agent who is best off by choosing one of the contracts with

probability one. For the other type it is then optimal to mix between this contract and at most one

other contract from the proposal. Second, we show that to prove that the proposed strategies form

a perfect Bayesian equilibrium it is sufficient to consider only one-stage deviations of the principal.

Third, from external consistency of Ω it follows that once the principal has deviated and offered a

contract that leads to an outcome that is not in Ω, there exists a feasible outcome in Ω that would

make her better off. From internal consistency of Ω it follows that once an outcome in Ω has been

reached, there is no profitable deviation that would lead to another outcome in Ω.

5. Applications

One of the main advantages of our approach is that in order to apply the results of Proposition

1 to specific principal-agent problems we merely need to construct the set Ω of renegotiation-proof

contracts. That is, we need to construct a set Ω with the properties defined in Definition 2. In what

follows we state three helpful results that will facilitate the construction of Ω.

Definition 3. A state C of the negotiation is called efficient if X(C) = {C}.
That is, in an efficient state C there does not exist a set of outcomes which both the principal and

the agent would weakly prefer. Thus, such a state must be part of any set of renegotiation-proof

outcomes:

14



Lemma 1. For every set Ω that satisfies the conditions of Definition and every efficient state C it

follows that C is an element of Ω.

Proof. Follows directly from external consistency: If C is the only element of X(C), then C must

be in Ω. �

Note that Lemma 1 implies that if ωH ∈ ξH , (ωH , 1) is a renegotiation-proof outcome. By the

same token, if ωL ∈ ξL , (ωL, 0) is a renegotiation-proof outcome.

Lemma 2. A state of the negotiation C = (ω, µ) with ω in the ’No-Rent’ configuration is not

renegotiation proof. That is, for every Ω that satisfies the conditions of Definition 2, C /∈ Ω.

Proof. Suppose the state of the negotiation is C = (ω, µ) with ω in the ’No-Rent’ configuration.

Thus, there exist ωL ∈ ξL and ωH ∈ ξH such that
((
ωL, 0

)
,
(
ωH , 1

))
is feasible starting from

C. Moreover, (1 − µ)π(
(
ωL, 0

)
) + µπ(

(
ωH , 1

)
) > π(C). As by Lemma 1

((
ωL, 0

)
,
(
ωH , 1

))
are

renegotiation-proof outcomes, C cannot constitute a renegotiation-proof outcome. This would vio-

late internal consistency of Definition 2. �

If the current state of the negotiation is in the ’No-Rent’ configuration, the optimal outcomes

that leave both types of the agent with the same rent as the current state of the negotiation are

feasible. Moreover, those outcomes are efficient and thus renegotiation proof. It follows from internal

consistency of sets of renegotiation-proof outcomes that the current state of the negotiation cannot

be renegotiation proof.

Lemma 3. Let Ω satisfy the conditions of Definition 2. If a state of the negotiation C is in Ω,

there does not exist a single feasible state that yields larger profit to the principal, that is,

∀C ∈ Γ, if there exists C ′ ∈ X(C) such that π(C ′) > π(C), then C /∈ Ω.

Proof. Suppose there exists a C ∈ Ω and a C ′ with π(C ′) > π(C). It follows from internal consis-

tency (Definition 2 (i)) that C ′ /∈ Ω. Thus, by external consistency (Definition 2 (ii)) there exists

(CL, CH) ∈ X(C ′) with Cθ ∈ Ω, θ ∈ {L,H}. As, (CH , CL) are feasible starting from C ′ and

(C ′, C ′) is feasible starting from C, (CH , CL) are also feasible starting from C. Feasibility together

with pπ(CL) + (1 − p)π(CH) ≥ π(C ′) > π(C) implies that internal consistency must be violated

and thus C /∈ Ω. �

Lemma 3 states that for every outcome of the negotiation there does not exist a pooling state

that would make the principal and both types of the agent better off. This is due to the fact that
15



such a state cannot be in the set of renegotiation proof outcomes as this would violate internal

consistency. In this case however, external consistency ensures that there exist renegotiation-proof

outcomes that improve on the original outcome which would violate internal consistency.

5.1. Private values. In the private values case, the utility of the principal is independent of the

type of the agent, that is, v(ω, θ) = v(ω).18 The situation corresponds, for example, to a monopolist

selling different quantities (or qualities) of a good to bidders with heterogeneous valuations for the

good.

In the standard single-period model without the potential for renegotiation, the principal offers

two contracts. The contract for the H type is efficient and he is indifferent between his contract

and the contract of the L-type. The contract of the L type is inefficient and provides him with the

same utility as in his outside option. The exact position of the described contracts depends on the

prior µ0 of the principal. However, such contracts are not renegotiation proof in the sense defined

above. With private values, only efficient outcomes are renegotiation proof:

Proposition 1. With private values, the unique set of renegotiation-proof outcomes of the negoti-

ation is

Ω =
{

(ωL, 0);ωL ∈ ξL
}
∪
{

(ωH , 1);ωH ∈ ξH
}
.

Proof. It follows from Lemma 1 that the proposed Ω has to be a subset of any set of renegotiation-

proof outcomes, as every efficient state of the negotiation is renegotiation proof. It remains to show

that no other state can be renegotiation proof.

Suppose the state of the negotiation is C1 = (ω1, µ1) with ω1 in the ’H-Rent’ configuration. As

ω1 is then to the left of both efficient contract curves and the principals utility is independent of the

type of the agent, the indifference curve of the principal is steeper than the indifference curves of

both of the agents. Thus, independent of µ1, there exists a single contract ω̄1 that makes everyone

better off. It follows from Lemma 3 that C1 cannot constitute a renegotiation-proof outcome.

Suppose the state of the negotiation is C2 = (ω2, µ2) with ω2 in the ’L-Rent’ configuration. As

ω2 is then to the right of both efficient contract curves and the principals utility is independent of

the type of the agent, the indifference curve of the principal is flatter than the indifference curves of

both of the agents. Thus, independent of µ2, there exists a single contract ω̄2 that makes everyone

better off. It follows from Lemma 3 that C2 cannot constitute a renegotiation-proof outcome. The

case that in the state of the negotiation the current signed contract is in the ’No-Rent’ configuration

is covered by Lemma 2. �

18This is the case considered in Strulovici (2014).
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Figure 2. The equilibrium outcome of the negotiation game with private values.

Proposition 1 is the direct consequence of the fact that if the utility of the principal is indepen-

dent of the type of the agent and the contract in the current state is in the ’H-Rent’ (’L-Rent’)

configuration, there exists a pooling outcome that would make the principal and the agent strictly

better off. Lemma 3 then implies that no such state can constitute a renegotiation-proof outcome.

Given the set of renegotiation-proof outcomes it is easy to verify that Assumption 1 to 3 hold and

Proposition 1 applies.

Corollary 1. With private values, there exists a Perfect Bayesian Equilibrium of the negotiation

game such that in the first round the principal offers the contracts ωL ∈ ξL and ωH ∈ ξH with

u(ωL, L) = u(ω0, L) and u(ωH , H) = u(ωL, H). The agent of type θ chooses ωθ with probability 1

and the principal ends the negotiation in the following round.

The principal offers efficient contracts such that the L type receives the same utility as in his

outside option and the H type is indifferent between his efficient contract and the contract of the L

type. It is remarkable that in contrast to the single-period model the result is independent of the

prior of the principal. This is illustrated in Figure 2.

5.2. Common Values: The ’Spence’ case. We turn our attention to the case that the utility

of the principal depends on the type of agent who signs the contract. We start by considering the

’Spence’ case. The distinctive characteristic of the ’Spence’ case it that the principal and the agent

agree on the marginal trade-off’s between types. Thus, the indifference curve of the principal for the
17



H type is steeper that that for the L type. For example, in the education model in Spence (1973),

the L type has larger costs of providing more effort. The same time, the additional productivity

gained through additional education of the L type is smaller than of the H type.

As in the private values case, without the potential for renegotiation, the principal offers two

contracts. The contract for the H type is efficient and he is indifferent between his contract and

the contract of the L-type. The contract of the L type is inefficient and provides him with the

same utility as in his outside option. Again, the exact position of the described contracts depends

on the prior µ0 of the principal. However, as in the private values case, only efficient contracts are

renegotiation proof.

Proposition 2. In the ’Spence’ case, the unique set of renegotiation-proof outcomes of the negoti-

ation is

Ω =
{

(ωL, 0);ωL ∈ ξL
}
∪
{

(ωH , 1);ωH ∈ ξH
}
.

Proof. It follows from Lemma 1 that the proposed Ω has to be a subset of any set of renegotiation-

proof outcomes, as every efficient state of the negotiation is renegotiation proof. It remains to show

that no other state can be renegotiation proof.

Suppose the state of the negotiation is C1 = (ω1, µ1) with ω1 in the ’H-Rent’ configuration. As

ω1 is then to the left of both efficient contract curves, the indifference curve of the principal for the

L type is steeper than the indifference curve of the L type. Moreover, the indifference curve of the

L type is steeper than the indifference curve of the H type. In the ’Spence’ case the indifference

curve of the principal for the H type is steeper than the indifference curve for the L type. It follows

that in ω1 both indifference curves of the principal are steeper than both indifference curves of the

agent. Thus, independent of µ1, there exists a single contract ω̄1 that makes everyone better off. It

follows from Lemma 3 that C1 cannot constitute a renegotiation-proof outcome.

Suppose the state of the negotiation is C2 = (ω2, µ2) with ω2 in the ’L-Rent’ configuration. As ω2

is then to the right of both efficient contract curves, the indifference curve of the H type is steeper

than the indifference curve of the principal for the H type. Moreover, the indifference curve of the

L type is steeper than the indifference curve of the H type. As above, the indifference curve of the

principal for the H type is steeper than the indifference curve for the L type. It follows that both

indifference curves of the agents are steeper than both indifference curves of the principal. Thus,

independent of µ2, there exists a single contract ω̄2 that makes everyone better off. It follows from

Lemma 3 that C2 cannot constitute a renegotiation-proof outcome. The case that the state of the

negotiation is in the ’No-Rent’ configuration is covered by Lemma 2. �
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Figure 3. The equilibrium outcome of the negotiation game with common values
’Spence’ type.

Interestingly, changing from private values to common values does not change the fact that only

efficient contracts are renegotiation proof. As with private values, whenever the contract of the

current state is in the ’H-Rent’ (’L-Rent’) configuration, there exists a pooling contract that would

make the principal and the agent strictly better off. This is a direct consequence of the fact, that

both indifference curves of the principal are steeper (less steep) then both indifference curves of the

agent. Thus, Lemma 3 implies that no such state can constitute a renegotiation-proof outcome.

This is illustrated in Figure 3. Given the set of renegotiation-proof outcomes it is easy to verify

that Assumption 1 to 3 hold and Proposition 1 applies.

Corollary 2. With common values ’Spence’ type, there exists a Perfect Bayesian Equilibrium of

the negotiation game such that in the first round the principal offers the contracts ωL ∈ ξL and

ωH ∈ ξH with u(ωL, L) = u(ω0, L) and u(ωH , H) = u(ωL, H). The agent of type θ chooses ωθ with

probability 1 and the principal ends the negotiation in the following round.

It could be argued that this result does not come as a surprise as efficient contracting could

have been expected given that frictionless renegotiation should lead to an exploitation of all gains

from trade. However, as we will show in the following section, this is not true if the agent and the

principal rank the marginal trade-off’s between types differently.
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5.3. Common Values: The ’Rothschild-Stiglitz’ case. The distinctive characteristic of the

’Rothschild-Stiglitz’ case is that the agent and the principal do not agree on the marginal trade-

off’s between types. For example, in the insurance model in Rothschild and Stiglitz (1976), the

L type has a lower risk probability. On one hand, for a marginal increase in premium he has to

be compensated by a larger increase in indemnity than the H type. Thus, the L type indifference

curve is steeper than the indifference curve of the H type. On the other hand, a marginal increase

in indemnity is more costly for the principal if the agent is of the H type than if the agent is of the

L type.

Under the assumption that the efficient contract curve of the L type lies to the left of the efficient

contract curve of the high type, the solution of the one-shot negotiation is similar to the solution

of the one-shot negotiation in the private values and the ’Spence’ case: the principal offers two

contracts. The contract for the H type is efficient and he is indifferent between his contract and

the contract of the L-type. The contract of the L type is inefficient and provides him with the same

utility as in his outside option. The exact position of the described contracts depends on the prior

µ0 of the principal.

If renegotiation is taken into account, the renegotiation-proof outcomes in the ’Rothschild-Stiglitz’

case can be remarkable different from the ’Spence’ and private values case as a set containing only

efficient outcomes may not be renegotiation-proof.

Proposition 3. Let ωL ∈ ξL and ωH ∈ ξH such that u(ωL, L) = u(ω,L) and u(ωH , H) = u(ωL, H)

for some ω ∈ R2
+. In the ’Rothschild-Stiglitz’ case, if there exist ω ∈ R2

+ such that v(ω,H) >

v(ωH , H), then
{

(ωL, 0);ωL ∈ ξL
}
∪
{

(ωH , 1);ωH ∈ ξH
}
is not a set of renegotiation-proof outcomes.

Proof. As v(ω,H) > v(ωH , H) there exist an µ < 1 such that (1 − µ)v(ω,L) + µv(ω,H) > (1 −
µ)v(ωL, L) + µv(ωH , H). Thus, starting from outcome (ω, µ), (ωL, 0) and (ωH , 1) are not feasible.

Moreover, as (ωL, 0) and (ωH , 1) are the cheapest efficient outcomes there does not exist other

efficient outcomes that are feasible. Thus,
{

(ωL, 0);ωL ∈ ξL
}
∪
{

(ωH , 1);ωH ∈ ξH
}
violates external

consistency of Definition 2. �

The main difference between the ’Rothschild-Stiglitz’ case and other cases is that in the other

cases it is always feasible to reach efficient allocations from any state of the negotiation game. This

is not true for the ’Rothschild-Stiglitz’ case. To see this, consider some state with a contract in the

’H-Rent’ configuration. As, for example, in the Spence case the H-type indifference curve of the

principal lies above the L-type indifference curve, the optimal efficient contracts for the principal

lie both on higher indifference curves than the contract of the original state. This not need be the
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case in the ’Rothschild-Stiglitz’ case as the H-type indifference curve of the principal is below the

L-type indifference curve. In this case it could be that the optimal efficient contracts are such that

the principal receives a strictly lower utility from contracting with the H type than in the contract

of the original state. Thus, if the probability of facing the H type in the original state is high,

the principal is strictly worse of with the efficient contracts. It follows that a set containing only

efficient outcomes may not be renegotiation-proof.

Proposition 3 can be seen as an impossibility result. However, to show that inefficient equilibria

of the negotiation game exist we need to show that indeed a set of renegotiation-proof outcomes

Ω exists. To do so we use internal and external consistency to construct such a set. For the

construction we impose some more structure on our very general set-up by making the following

assumption:

Assumption 4. The utility functions of the principal and the agent are additively separable. That

is,

(i) u(ω, θ) = f(ω2, θ) + λθω1 and v(ω, θ) = g(ω2, θ)− ω1 with λθ ∈ R+ and

(ii) if −f1(ω2, L)/λL = g1(ω2, L) then −f1(ω2, H)/λH < g1(ω2, θH).

If Assumption 4 holds true, we can use internal and external consistency to construct a set of

renegotiation-proof contracts:

Proposition 4. Suppose Assumption 4 holds true. A set Ω of renegotiation-proof outcomes exists

in the ’Rothschild-Stiglitz’ case.

Proof. The proof is relegated to Appendix A. �

The construction proceeds inductively. We start by working our way along all outcomes with

contracts on a particular indifference curve of the agent. Inductively, we include those outcomes in

Ω that cannot be strictly improved upon by feasible outcomes that are already included in Ω. We

then use the additive separability to extend the construction to all indifference curves.

As suggested by Proposition 3 the constructed Ω will contain inefficient outcomes. However,

whether the final outcome will be inefficient depends on the model parameters:19

Corollary 3. Let ωL ∈ ξL and ωH ∈ ξH such that u(ωL, L) = u(ω0, L) and u(ωH , H) = u(ωL, H).

With common values ’Rothschild-Stiglitz’ type:

19Given the set of renegotiation-proof outcomes constructed in the proof of Proposition 3 it is straightforward to
verify that Assumption 1 to 3 hold and Proposition 1 applies.
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Figure 4. The equilibrium outcome of the negotiation game with common values
’Rothschild-Stiglitz’ type.

(i) If v(ω0, H) < v(ωH , H), there exists a Perfect Bayesian Equilibrium of the negotiation game

such that in the first round the principal offers the contracts ωL and ωH . The agent of type

θ chooses ωθ with probability 1 and the principal ends the negotiation in the following round.

(ii) Otherwise, there exist a µ′ < 1 such that for all µ0 ≥ µ′ there exists a Perfect Bayesian

Equilibrium of the negotiation game in which the principal offers contracts ωLp /∈ ξL and

ωHp ∈ ξH with u(ωLp , L) = u(ω0, L) and u(ωHp , H) = u(ωLp , H). The L-type agent chooses

ωLp with probability 1 and the H-type agent chooses ωHp with a probability strictly below 1.

The principal ends the game in the following round.

Proof. Follows immediately from the construction of Ω in the proof of Proposition 3. �

The condition v(ω0, H) < v(ωH , H) is restrictive and holds only for extreme realizations of the

utility of the agent and the principal. Thus, the negotiation game will in most cases yield an

inefficient outcome. Moreover, v(ω0, H) > v(ωH , H) does not imply that efficient outcomes are not

feasible ex-ante. Hence, the outcome of the negotiation game can be inefficient, even if efficient

outcomes were feasible ex-ante. The results are illustrated in Figure 4.

Note that in contrast to the one-shot negotiation that also yields inefficient outcomes a full

separation of types does not occur if renegotiation is taken into account. On the equilibrium path,

the H type always chooses the L-type’s contract with a positive probability.
22



6. Concluding Remarks

In our opinion, one of the main contributions of this article is the characterization of the set of

renegotiation-proof outcomes. Using internal and external consistency powerful yet simple results

are achieved. The main advantage of this approach is that in contrast to other definitions of

renegotiation-proofness, we do not assume that the outcome has to be efficient. Thus, allowing for

inefficient outcomes as in the ’Rothschild-Stiglitz’ case.

In the case at hand we were able to prove that the renegotiation-proof outcomes can indeed be

supported by Perfect Bayesian Equilibrium of a general negotiation game. As long the type space

remains finite the presented analysis can be extended even though one has to be careful with the

definition of the (mixed) strategies of the agent. However, if type spaces become more complicated,

the explicit derivation of strategies in the negotiation game becomes intractable. Nevertheless, we

believe that the presented analysis based on the properties of renegotiation-proof sets still remains

valid as it really captures the sequential rationality of the principal in a dynamic game. Thus,

extending the ’axiomatic’ analysis of renegotiation-proof outcomes to more complicated settings is

insightful and should be part of the future research agenda. Examples of this approach include

Asheim and Nilssen (1997), Gretschko and Wambach (2015), Vartiainen (2013), and Vartiainen

(2014).
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Appendix A. Proofs

Proof of Proposition 1.

Proof. The proof proceeds in four steps:

Step 1: We specify the equilibrium strategies of the principal.

Step 2: We prove a Lemma that facilitates the exposition of the strategies of the agent.

Step 3: We specify the equilibrium strategies of the agent.

Step 4: We specify the belief updating of the principal and the agent

Step 5: We show that to prove that the proposed strategies form a PBE it is sufficient to consider

only one-shot deviations.

Step 6: We prove that the proposed strategies form a PBE.

Step 1: Definition of the equilibrium strategy of the principal

The proposed equilibrium strategy of the principal in stage t only depends on the current state

Ct−1 = (ωt−1, µt−1) of the negotiation. If Ct−1 is in Ω, the principal offersMt = ∅. If Ct−1 is not

in Ω, the principal offersMt =
{
sL(Ct−1), sH(Ct−1)

}
. That is, the principal ends the game if the

current state Ct−1 is in Ω. Otherwise, she proposes the optimal contracts in Ω starting from state

Ct−1:

σpt (h
p(t)) = σp(Ct−1) =


{
sL(Ct−1), sH(Ct−1)

}
if Ct−1 /∈ Ω

∅ if Ct−1 ∈ Ω
.

Step 2: A useful result

Lemma 4. For any proposalMt of the principal at least one of the following holds true:

(i) there exists a contract ωL ∈Mt ∪ {ωt−1} such that u(sL(ωL, 0), L) ≥ u(sL(ω, µ), L), for all

ω ∈Mt ∪ {ωt−1} and all µ ∈ [0, 1].

(ii) there exists a contract ωH ∈ Mt ∪ {ωt−1} such that u(sH(ωH , 1), H) ≥ u(sH(ω, µ), H), for

all ω ∈Mt ∪ {ωt−1} and all µ ∈ [0, 1].

Proof. Suppose first that all ω ∈ Mt ∪ {ωt−1} are in the ’H-Rent’ configuration. In this case,

Assumption 2 (i), ensures that the contract ωL that maximizes u(·, L) overMt∪{ωt−1} has property
(i). If all ω ∈ Mt ∪ {ωt−1} are in the ’L-Rent’ configuration, Assumption 2 (ii) ensures that the

contract ωH that maximizes u(·, H) over Mt ∪ {ωt−1} has property (ii). If all ω ∈ Mt ∪ {ωt−1}
are in the ’No-Rent’ configuration, Assumption 2 (iii) ensures that the contract ωL that maximizes

u(·, L) over Mt ∪ {ωt−1} has property (i) and that the contract ωH that maximizes u(·, H) over

Mt ∪ {ωt−1} has property (ii).
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Figure 5. Sketch of proof of Lemma 4.

Finally, letMt ∪ {ωt−1} be arbitrary. For a contradiction, suppose that (i) and (ii) do not hold

true. As (i) does not hold there must exist a contract ω′ ∈ Mt ∪ {ωt−1} and µ′ > 0 such that

u(sL(ω′, µ′), L) > u(sL(ω, 0), L) for all ω ∈ Mt ∪ {ωt−1}. Due to Assumption 2, ω′ must lie in the

’L-Rent’ configuration. With the same argument there exists ω′′ ∈ Mt ∪ {ωt−1} in the ’H-Rent’

configuration and µ′′ > 0 such that u(sH(ω′′, µ′′), H) > u(sH(ω, 0), H) for all ω ∈ Mt ∪ {ωt−1}.
Observe that u(sL(ω′, µ′), L) is bounded above by u(w̄H , L) where ω̄H is the H-efficient contract

that gives the H-type the same utility as ω′, i.e. u(ω′, H) = u(ω̄H , H) and ω̄H ∈ ξH . This is due

to Assumption 2 and the fact that efficient allocations are in Ω (Lemma 1). As (i) does not hold

true it must follow that u(ω′′, L) < u(ω̄H , L). By the same token, u(sH(ω′′, µ′′), H) is bounded

above by u(ω̄L, H) where ω̄L is the L-efficient contract that gives the L-type the same utility as ω′′,

i.e. u(ω′′, L) = u(ω̄L, L) and ω̄L ∈ ξL. However, single crossing together with the fact that ξH lies

to the right of ξL implies that u(ω̄L, H) < u(ω′, H). As u(ω̄L, H) ≥ u(sH(ω′′, µ′′), H) this forms

a contradiction to the assumption that (ii) does not hold true. The proof is illustrated in Figure

5. �

Step 3: Definition of the equilibrium strategy of the agent

The strategy of the agent at stage t is more elaborate and depends on the current contract ωt−1,

the set of proposed contracts of the principalMt and the agents second-order belief αt−1. We start

by defining the strategy of the agent if αt−1({µt−1}) = 1, the current signed contract is ωt−1 and the

principal proposes Mt =
{
sL((ωt−1, µt−1)), sH((ωt−1, µt−1))

}
. In this case, let (CL, CH) = s(C0)
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with Cθ = (sθ(ωo, µ0), µθ). The agent of type L chooses contract sL(ωt−1, µt−1) with probability

pL =
(1− µL)(µH − µ)

(1− µ)(µH − µL)
,

that is, σLt (ha(t)) = σL(
{
sL(ωt−1, µt−1), sH(ωt−1, µt−1), ωt−1

}
, α({µt−1} = 1) = (pL, 1 − pL, 0).20

The agent of type H chooses contract sH(ωt−1, µt−1) with probability

pH =
µH(µ− µL)

µ(µH − µL)
,

that is, σHt (ha(t)) = σH(
{
sL(ωt−1, µt−1), sH(ωt−1, µt−1), ωt−1

}
, α({µt−1}) = 1) = (1− pH , pH , 0).

Now suppose that again the current signed contract is ωt−1, αt−1({µt−1}) = 1 but Mt 6={
sL(Ct−1), sH(Ct−1)

}
. In this case, Lemma 4 ensures that there exists a type θ and a contract

ωθ such that choosing ωθ with probability 1 maximizes continuation pay-off given the equilibrium

strategy of the principal. To save on notation we will only describe the case θ = L.21 In this case,

the equilibrium strategy prescribes that the L type chooses ωL with probability 1. To define the

equilibrium strategy of the H type we distinguish 3 cases:

(i) If there exists ωH such that u(sH(ωH , 1), H) > u(sH(ωL, 0), H), choose ωH ∈ Mt ∪
{ωt−1}with probability 1 that maximizes u(sH(·, 1), H)

(ii) If (sH(ω, 1), H) ≤ u(sH(ωL, µt−1), H) for all ω ∈ Mt ∪ {ωt−1}, choose ωL with probability

1.

(iii) If neither of the two hold, choose with probability (1 − ρ)/(1 − ρµt−1) ωH ∈ Mt ∪ {ωt−1}
that maximizes u(sH(·, 1), H) where ρ is such that u(sH(ωH , 1), H) = u(sH(ωL, ρµt−1), H),

choose ωL with the complementary probability.22

Step 4: Belief updating

Suppose, the principal offered Mt =
{
sL(Ct−1), sH(Ct−1)

}
. If the agent chooses, sθ(Ct−1), the

principal updates her belief to µt = µθ. If the principal o

As above, we only define belief updating for the case (i) of Lemma 4, that is, the case in which the

L-type agent chooses ωL with probability one. The other case is defined in an analogous manner. If

the principal observes that the agent chooses ωH , she updates her belief to µt = 1, i.e., she beliefs

that the agent is of the H type for sure. If the principal observes that contract ωL is chosen, she

updates her belief to µt = ρ̃µt−1 with ρ̃ = 0 in case (i), ρ̃ = 1 in case (ii), and ρ̃ = ρ in case (iii).

If the principal observes a choice ω /∈
{
ωL, ωH

}
, she updates her belief to µt = 1, i.e., she beliefs

20Recal that σθ is a mapping from (Mt, ωt−1, αt−1) to ∆ (Mt ∪ {ωt−1}).
21The case θ = H proceeds in exactly the same manner.
22Assumption 3 guarantees the existence of such a ρ.
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that the agent is of the H-type for sure. The second-order beliefs of the agent are consistent with

the beliefs of the principal. That is, αt({µt}) = 1.

This construction defines the strategies and beliefs for every possible history of the game.

Step 5: One-shot deviations

As the negotiation game is played without discounting, it is not continuous at infinity and the

standard one-shot deviation principle does not apply directly. However, we will show that irrespec-

tive of the strategy of the agent for every profitable deviation of the principal that may result in

infinite history there is another profitable deviation strategy that only results in finite histories. In

this case, the standard finite-deviations argument applies and to establish equilibrium it is sufficient

to consider only one-shot deviations of the principal. For the agent, we will show that given the

equilibrium strategy of the principal there is no deviation that results in an infinite history and

makes the agent better off.

Principal: Let σp denote the strategy of the principal. Suppose, there exists another strategy

σ̄p that may result in an infinite history and improves on the expected pay-off of σp by at least

some ε > 0. Two cases are relevant.

Case 1: There exists a history h′(t′) of the game such that given σ̄p an infinite history h(∞)

with ht′(∞) = h′(t′) will be reached with probability higher than some fixed δ > 0. In this case,

with probability higher than δ the final payoff of the principal will be v(h(∞)) = −∞. Hence, the

expected continuation pay-off starting from h′(t′) is −∞. It follows that replacing σ̄p(h′(t′)) by

Mt+1 = ∅ yields a strictly higher payoff. Thus, there exists a strategy σ̃p that results only in finite

histories and improves the payoff of the principal as compared to σp by at least ε.

Case 2: There exists no history h′(t′) of the game such that given σ an infinite history h(∞)

with ht′(∞) = h′(t′) will be reached with probability higher then some fixed δ > 0. In this case,

for a given history h′(t′) denote by Hh′(t̄) = {h(t) ∈ H |ht′(t) = h′(t′), t > t′ } the set of all terminal

histories that contain h′(t′) and denote by Pσ̄p the probability distribution on Hh′(t′) induced by

σ̄p. It follows that for every δ > 0 there exist a tδ > t′ such that for every history h̄(tδ) that

coincides with h′(t′) up to stage t′, Pσ̄p
({
h(t) ∈ Hh′(t′) and htδ(t) = h̄(tδ)

})
< δ. That is, the ex-

ante probability at h′(t′) that the game has not ended by stage tδ is smaller than δ. Thus, it is

possible to choose δ sufficiently small such that the change in expected payoff starting from h′(t′) of

the principal from replacing σ̄p(h̄(tδ)) byMtδ+1 = ∅ is at most ε/2. Hence, there exists a strategy

σ̃p that results only in finite histories and improves the payoff of the principal as compared to σp

by at least ε/2. Using the one-stage deviation principle for finite games yields the result.
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Agent: Given the equilibrium strategy of the principal, the only deviation of the agent that

would result in an infinite history is to choose ωt = ω0 in every stage t. This is clearly not a

profitable deviation for the agent.

Step 6: Verification of equilibrium

As above, we will verify the equilibrium for case (i) of Lemma 4.

Agent: Suppose the negotiation reached round t, the current signed contract is ωt−1, the belief

of the agent is αt−1({µt−1}) = 1, and the offer of the principal isMt =
{
sL(Ct−1), sH(Ct−1)

}
with

Ct−1 = (ωt−1, µt−1). Given the strategy of the principal, if the agent chooses either sL(Ct−1) or

sH(Ct−1), the negotiation will be over in round t + 1. Thus, it is optimal for the agent to choose

the best contract available. Whenever the agent is indifferent between sL(Ct−1) and sH(Ct−1) any

mixing between the contracts is optimal. Thus, choosing contract sθ(Ct−1) with probability pθ is

optimal as by Definition 1, pθ < 1 if and only if u(sθ(Ct−1), θ) = u(sθ
′
(Ct−1), θ). If the agent chooses

ωt−1, the principal updates his belief to µt = 1 and proposes Mt+1 =
{
sL(ωt−1, 1), sH(ωt−1, 1)

}
.

Neither type of the agent is strictly better off with choosing one of those contracts as compared to

sL(Ct−1) or sH(Ct−1). Thus, choosing ωt−1 in round t cannot constitute a profitable deviation.

Now suppose the offer of the principal isMt 6=
{
sL(Ct−1), sH(Ct−1)

}
. In this case, for whatever

contract the agent chooses the principal will update her belief, the new state will be Ct and the

principal will propose Mt+1 =
{
sL(Ct), s

H(Ct)
}

and end the negotiation afterward. Thus, it is

optimal of the agent of type θ to choose a contract inMt ∪ {ωt−1} such that sθ(Ct) is maximized.

Precisely this logic is reflected in the definition of the strategy of the agent. Thus, the agent behaves

optimal given the strategy of the principal.

Principal: As established above, it is sufficient to consider only one-shot deviations of the

principal. We will consider two cases: the current state of the negotiation is not in Ω and the

current state is in Ω.

Case 1: The negotiation reached round t and the state is Ct−1 /∈ Ω. Ending the negotiation by

proposingMt = ∅ is dominated by the equilibrium strategy of proposingMt =
{
sL(Ct−1), sH(Ct−1)

}
.

This follows directly from the definition of s(Ct−1). Thus, suppose the principal offers a nonempty

Mt 6=
{
sL(Ct−1), sH(Ct−1)

}
in round t and follows her equilibrium strategy afterward. In this

case, the agent will choose either contract ωL ∈ Mt ∪ {ωt−1} or contract ωH ∈ Mt ∪ {ωt−1} as

defined in the strategy of the agent above. In round t + 1 the principal will update his belief and

the state of the negotiation is either (ωH , 1) or (ωL, ρ̃µt−1). Observe in that case replacing ωH

with ω̄H ∈ ξH such that u(ω̄H , H) = u(ωH , H) makes the principal strictly better off. Thus, it is

without loss to assume that (ωH , 1) ∈ Ω. Two cases are relevant. First, (ωL, ρ̃µt−1) ∈ Ω, in this
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case following her equilibrium strategy, the principal ends the negotiation. From the definition of

s(C) it follows that this cannot make the principal strictly better of than following the proposed

equilibrium strategy in round t. Second, (ωL, ρ̃µt−1) 6= Ω. In this case, after ωL was chosen by

the agent, the principal,following her equilibrium strategy, proposesMt+1 =
{
sL(Ct), s

H(Ct)
}
, the

agent chooses one of the contracts according to his equilibrium strategy and the principal updates

her belief such that Ct+1 ∈ Ω and the negotiation ends. If s((ωL, ρ̃µt−1)) = (CL, CH) is feasible

starting from Ct−1, by definition of s(·) the principal cannot be better off than by having followed

the proposed equilibrium strategy and proposedMt =
{
sL(Ct−1), sH(Ct−1)

}
. Thus, it remains to

establish that s((ωL, ρ̃µt−1)) = (CL, CH) is feasible starting from Ct−1. To do so suppose that ωt

is in the ’H-Rent’ configuration.23 Let Cθ = (ω̃θ, µ̃θ). Due to single crossing and Assumption 2 it

follows that u(sH((ωL, ρ̃µt−1)t), H) > u(sL((ωL, ρ̃µt−1)), H). Thus, by the definition of feasibility

it follows that µ̃H = 1. To establish feasibility of (CL, CH) starting from Ct−1 we check condition

(iii) of Definition 1.24 We have to show that there exist a p such that pµL + (1− p)µH = µt−1. As

µH = 1 it suffices to show that µL ≤ µt−1. As µt = ρ̃µt−1, it follows that µt−t ≥ µt. However, as

(CL, CH) is feasible starting from Ct it follows that µt−1 ≥ µt ≥ µL.
Case 2: The negotiation reached round t and the state is Ct−1 ∈ Ω. Suppose the principal

deviates from the proposed equilibrium strategy and instead of ending the negotiation proposes a

nonempty set of contractsMt and follows his equilibrium strategy afterward. The agent will choose

either contract ωL ∈ Mt ∪ {ωt−1} or contract ωH ∈ Mt ∪ {ωt−1} as defined in the strategy of the

agent above. In round t + 1 the principal will update his belief and the state of the negotiation

is either (ωH , 1) or (ωL, ρ̃µt−1). Again it is without loss to assume that (ωH , 1) ∈ Ω. Two cases

are relevant. First, (ωL, ρ̃µt−1) ∈ Ω, in this case, following her equilibrium strategy, the principal

ends the negotiation. As (ωL, ρ̃µt−1) ∈ Ω and (ωL, ρ̃µt−1) is feasible starting from Ct−1, it follows

from internal consistency (Definition 2 (i)) that executing (ωL, ρ̃µt−1) cannot make the principal

strictly better off compared to following his equilibrium strategy and executing Ct−1. Second,

(ωL, ρ̃µt−1) /∈ Ω. In this case, following her equilibrium strategy, the principal proposes Mt+1 ={
sL(Ct), s

H(Ct)
}
, the agent chooses one of the contracts according to his equilibrium strategy,

the principal updates her belief such that Ct+1 ∈ Ω and the negotiation ends. As in Case 1

above, s((ωL, ρ̃µt−1)) = (CL, CH) is feasible starting from Ct−1. Thus, from internal consistency

(Definition 2 (i)) it follows that proposing(CL, CH) cannot make the principal better off compared

to following his equilibrium strategy and executing Ct−1. �

23This is consistent with case (i) of Lemma 4. The case that ωt is in the ’No-Rent’ or ’L-Rent’ configurations would
proceed in an anologous manner.
24Conditions (i), (ii), and (iv) in Definition 1 are satisfied trivially.
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Figure 6. Construction of Ω in the case of common values ’Rothschild-Stiglitz’ type.

Proof of Proposition 4.

Proof. The construction of the the set of renegotiation-proof outcomes draws on ideas introduced

in Asheim and Nilssen (1997). It differs in the following two respects. First, Asheim and Nilssen

(1997) consider an insurance market. Thus, the efficient contract curves for the L type and the

H type are the same. We extend the analysis to problems with distinct efficient contract curves.

Second, they assume that no overinsurance takes place. Thus, their construction does not extend

to the ’L-Rent’ configuration which is the case for our construction.

To show that a set of renegotiation-proof outcomes exists, we will construct such a set. The

main idea of the construction is to make use of internal consistency of renegotiation-proof outcomes

in Definition 2. We start by working our way along all outcomes with contracts on a particular

indifference curve. Inductively, we will include those outcomes in Ω that cannot be strictly improved

upon by feasible outcomes that are already included in Ω.

We start the construction for outcomes with contracts that are in the ’H-Rent’ configuration.

Take some ωL0 ∈ ξL. Denote by ωH0 ∈ ξH the H-efficient contract that gives the H type the same

utility as ωL0 . That is, u(ωH0 , H) = u(ωL0 , H). From Lemma 1 it follows that CL0 = (ωL0 , 0) and

CH0 = (ωH0 , 1) are in Ω. Observe that (ω, µ) such that u(ω,L) = u(ωL0 , L), u(ω,H) ≤ u(ωH0 , H)

and v(ω,H) < v(ωH0 , H) cannot constitute a renegotiation-proof outcome as (CL0 , CH0) is feasible

and makes everyone strictly better off. This would violate internal consistency. Thus, for the
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construction of Ω, we will only consider outcomes such that given her belief the principal is indifferent

between ω and a potential negotiation towards (CL0 , CH0). That is, we consider

Γ−(CL0) :=
{
C = (ω, µ);u(ω,L) = u(ωL0 , L), µ < 1, (1− µ)π(CL0) + µπ(CH0) = π(C)

}
.

For all C = (ω, µ) and C̄ = (ω̄, µ̄) in Γ−(CL0) it holds that whenever u(ω,H) < u(ω̄,H) it follows

µ > µ̄. That is, moving along the indifference curve of the L type, µ decreases for all C that are

in Γ−(CL0). From Lemma 3 it follows that only outcomes can be renegotiation proof for which

no pooling outcome exists that would make everyone better off. Hence, whenever there exist an

outcome (ωL1 , µL1) ∈ Γ−(CL0) such that the pooling indifference curve of the principal for µL1

is tangent to the L type indifference curve in ωL1 , all outcomes with C = (ω, µ) ∈ Γ−(CL0) and

u(ω,H) ≤ u(ωL1 , H) cannot constitute a renegotiation-proof outcome. Thus, include all outcomes

C = (ω, µ) ∈ Γ−(CLo) in Ω with u(ω,H) > u(ωL1 , H). Define CL1 = (ωL1 , µL1) and CL1 = (ωH1 , 1)

with ωH1 ∈ ξH and u(ωH1 , H) = u(ωL1 , H). Continue the construction by considering

Γ−(CL1) :=
{
C = (ω, µ); u(ω,L) = u(ωL1 , L),

µ < 1, (1− η)π(CL1) + ηπ(CH1) = π(C), (1− η)µL1 + η = µ
}
.

As above, there may exist an outcome CL2 = (ωL2 , µL2) ∈ Γ−(CL1) such that the pooling indiffer-

ence curve of the principal for µL2 is tangent to the L type indifference curve. In this case, include

all outcomes C = (ω, µ) ∈ Γ−(CLo) in Ω with u(ω,H) > u(ωL1 , H). Proceed by constructing

Γ−(CL2). The construction stops at Γ−(CLn) if in Γ−(CLn) there is no outcome such that the

pooling indifference curve of the principal is tangent to indifference curve. In this case, include all

outcomes in Γ−(CLn) in Ω. The construction is sketched in Figure 6.

So far we have used internal consistency to construct a set renegotiation-proof outcomes along one

particular indifference curve of the L-type agent. In the next step, we extend the construction to all

potential outcomes in the ’H-Rent’ configuration. Again, the main idea is on one hand to include

those outcomes in Ω that cannot be strictly improved upon by feasible outcomes that are already

in Ω and on the other hand to only include outcomes that would not strictly improve on outcomes

that are already in Ω. Recall that in the RS case we assumed that the utility functions of the agent

and the principal are additively separable. Thus, for all ((ω1, ω2), µ) that are in Ω so far we also

include ((λω1, ω2), µ) in Ω for all λ > 0. From additive separability of the utility functions and the

construction above, internal consistency of Definition 2 is not violated for all outcomes C = (ω, µ)
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in Ω along the indifference curve of the L-type agent that contains ω. Moreover, in the ’H-Rent’

configuration, for each outcome C = (ω, µ) whenever there is no feasible outcome C ′ = (ω′, µ′) with

ω′ on the same L type indifference curve as ω that strictly improves on C, there is also no feasible

outcome which gives the L type a larger utility. Thus, the constructed Ω does not violate internal

consistency of Definition 2.

Before we proceed with the construction in the ’L-Rent’ configuration, we verify that the con-

structed Ω does not violate external consistency of Definition 2 for outcomes with contracts in the

’H-Rent’ configuration. That Ω does not violate internal consistency is a direct consequence of the

construction. Take some outcome C = (ω, µ) . Two cases are relevant. First, there exist a µ′ such

that (ω, µ′) ∈ Γ−(CLk) ∩ Ω for some k. In this case, whenever µ < µ′, CLk and CHk are feasible.

Whenever, µ > µ′, (ω, µ′) and (ω̄, 1) with u(ω̄,H) = u(ω,H) and ω̄ ∈ ξH are feasible. Second, no

such µ′ exist. In this case CL0 and CH0 are feasible.

The construction of Ω for outcomes with contracts in the ’L-Rent’ configuration mirrors the

construction above for the ’H-Rent’ configuration. Take some ωH0 ∈ ξH . Denote by ωL0 ∈ ξL the

L-efficient contract that gives the L type the same utility as ωH0 . That is, u(ωL0 , H) = u(ωH0 , H).

As above inductively define, CHk and CLk as well as

Γ−(CHk) :=
{
C = (ω, µ); u(ω,H) = u(ωHk , H),

µ > 0, (1− η)π(CLk) + ηπ(CHk) = π(C), (1− η)µHk = µ
}
.

The rest of the construction proceeds in exactly the same manner as the construction of renegotiation-

proof outcomes with contracts in the ’H-Rent’ configuration and is therefore omitted. From Lemma

2 it follows that outcomes with contracts in the ’No-Rent’ configurations cannot be part of a set of

renegotiation-proof outcomes. This completes the construction. �
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