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Expectation-Based Loss Aversion and Strategic Interaction
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This paper provides a comprehensive analysis regarding strategic interaction under expectation-based loss-aversion. First, we develop a coherent framework for the analysis by extending the equilibrium concepts of Kőszegi and Rabin (2006, 2007) to strategic interaction and demonstrate how to derive equilibria. Second, we delineate how expectation-based loss-averse players differ in their strategic behavior from their counterparts with standard expected-utility preferences. Third, we analyze equilibrium play under expectation-based loss aversion and comment on the existence of equilibria.
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1. INTRODUCTION

Next to Expected Utility Theory, Kahneman and Tversky’s Prospect Theory (1979) has become the most prominent approach for modeling risk preferences. Beside probability weighting, the central building blocks of Prospect Theory are reference dependence and loss aversion—i.e., every outcome is coded as a gain or a loss relative to some value-neutral reference point and losses loom larger than equally sized gains. In a series of papers, K˝oszegi and Rabin (2006, 2007, 2009) propose a theoretical framework of how a decision maker’s reference point is shaped by rational expectations.1 In individual decision contexts, their model has been fruitfully applied to explain a wide range of phenomena that are hard to reconcile with the standard notion of risk aversion—e.g., often observed price stickiness (Heidhues and K˝oszegi, 2008), the prevalence of flat-rate tariffs (Herweg and Mierendorff, 2013), or the widespread use of bonus contracts (Herweg, Müller, and Weinschenk, 2010). Without doubt, however, many economically relevant outcomes are not determined by isolated individual decision making but by the interplay of several individuals who interact strategically. The few contributions that analyze strategic interaction of expectation-based loss-averse players do so in rather specific environments—e.g., rank-order tournaments (Gill and Stone, 2010), auctions (Lange and Ratan, 2010), team production (Daido and Murooka, 2014). Moreover, these contributions do not consider the possibility of mixed strategy equilibria and often even restrict attention to specific sets of pure strategy equilibria, e.g., symmetric equilibria. Thus, up to date, we lack a general understanding of the overarching patterns how expectation-based loss aversion affects players’ strategic interaction.

In this paper, we provide a comprehensive analysis regarding strategic interaction under expectation-based loss aversion. The resulting insights correspond to the following contributions: First, we develop a coherent analytical framework by extending the equilibrium concepts of K˝oszegi and Rabin (2006, 2007) to finite games and explain the methodology how to derive such equilibria. Second, we identify three major characteristics of the strategic behavior of expectation-based loss-averse agents that differ from the behavior of agents with standard expected-utility preferences: decisiveness and adaptiveness for fixed expectations, and reluctance to mix for choice-acclimating expectations. Third, we analyze equilibrium play under expectation-based loss aversion and address the question of equilibrium existence.

1The general feature that the reference point is shaped by forward-looking expectations is shared with the disappointment aversion models of Bell (1985), Loomes and Sugden (1986), and Gul (1991). In the remainder of the paper, however, whenever we speak of (expectation-based) loss aversion, we do so in the sense of K˝oszegi and Rabin.

Kőszegi and Rabin (2006) focus on situations where the decision maker ponders a future decision and forms expectations about her actions before she actually takes action. In these situations a personal equilibrium (PE), essentially, requires internal consistency, i.e., only to make plans that one is willing to follow through later on. We define a personal Nash equilibrium (PNE) as a strategy profile such that each player plays a PE given her opponents’ behavior. Complementary, Kőszegi and Rabin (2007) consider situations where the decision maker is confronted with the decision to be made rather unexpectedly. In this case, the action taken necessarily coincides with the decision maker’s plan. The choice of the most desirable course of action is referred to as the choice-acclimating personal equilibrium (CPE). We define a choice-acclimating personal Nash equilibrium (CPNE) as a strategy profile such that all players play a CPE given the opponents’ behavior.

Expectation-based loss aversion represents an alternative to Expected Utility Theory for modeling risk preferences. When focusing on pure strategies in games without inherent uncertainty, the game is devoid of risk. As a consequence, we find that equilibrium predictions are identical under Nash equilibrium, PNE, and CPNE. Once the consequences of players’ actions become risky, this picture changes significantly. If any player plays a mixed strategy or there is a draw of nature, then the derivation of equilibria, best-response behavior, and equilibrium play differ for expectation-based loss-averse players in comparison to their counterparts with standard expected-utility preferences.

The derivation of (mixed) Nash equilibria for players with standard expected-utility preferences relies upon the fact that a player’s expected utility is linear in each of the probabilities that she attaches to her own pure strategies. In consequence, if a player with standard preferences is willing to play some particular probabilistic mixture over a given set of pure strategies, she is willing to play any (possibly degenerate) mixture over this set of pure strategies. Furthermore, if her opponents change their behavior slightly, she typically will not be willing to mix over the same set of pure strategies anymore. In light of these observations, mixed strategy equilibria under Expected Utility Theory have been controversially discussed and are regarded as intuitively problematic.

We identify three behavioral features of expectation-based loss-averse players which set their strategic behavior distinctively apart from players with expected-utility preferences. A loss-averse player’s expected utility from playing a particular pure strategy depends on her expectations regarding her own behavior. Hence, the attractiveness of a pure strategy can only be assessed for a given plan of action. If a player’s plan assigns rather high (low) probability to a specific pure strategy, she becomes attached to the idea that the associated outcomes will (not) occur. Due to this attachment, the player then may actually prefer to play this strategy with certainty (not at all). Either way, she is not willing to stick to her

---

3For surveys regarding the interpretation of mixed strategies see Aumann (1985) and Rubinstein (1991).
original plan. We find that there exists at most one plan of action which balances such diverging attachments and makes different pure strategies equally attractive. We refer to this behavioral feature as *decisiveness*, because there exists at most one mixed PE over a given set of pure strategies. The second distinguishing feature of the strategic behavior of expectation-based loss-averse players is *adaptiveness*: if a loss-averse player is willing to mix over a given set of pure strategies and her opponents’ strategies change slightly, she remains willing to mix over the very same set of pure strategies irrespective of the exact behavioral change. Arbitrary changes of the opponents’ strategies lead to a change in a player’s expected material utility induced by any of her pure strategies. Since expectations directly influence her utility, however, there always exists a slight adaption in expectations that exactly counteracts this change in material utility. Hence, the player is willing to follow through the adapted plan such that slight arbitrary trembles in her opponents’ behavior do not wipe out her willingness to mix over the same set of pure strategies. Thus, the concept of a mixed strategy is—in a very literal sense—more robust under loss aversion with fixed expectations than under standard expected-utility preferences.

For the case of choice-acclimating expectations, in contrast, loss-averse players exhibit a general reluctance to mix. The reason is that a loss-averse player with choice-acclimating expectations strongly desires to reduce risk, which she can achieve by choosing a pure strategy rather than a mixture between several pure strategies. Therefore, a mixture over several pure strategies decreases her expected utility even if she is indifferent between these. Consequently, behavior compatible with choice-acclimating expectations never involves mixing over several pure strategies if the probabilistic consequences of these pure strategies are not identical.

Finally, the characteristics of the strategic behavior of expectation-based loss-averse players have direct implications for equilibrium play and existence. Since players with fixed expectations are decisive, a player’s PE correspondence is not necessarily convex valued. In consequence, Kakutani’s fixed point theorem is not applicable and the existence of a PNE is a priori unclear. For two-player games with two pure strategies for each player, however, we show that adaptiveness induces the graph of a player’s PE correspondence to be connected. Hence, in this basic case, a PNE always exists. Furthermore, we show that expecting to play a materially weakly dominant strategy always constitutes a credible plan. Therefore, whenever a game features a Nash equilibrium in weakly dominant strategies, existence of a PNE is ensured. Also, expecting to play any other strategy is not a credible plan. Hence, if there exists a Nash equilibrium in materially weakly dominant strategies, this constitutes the unique PNE.

For choice-acclimating beliefs the step from players’ CPE correspondences to CPNE is even more apparent. As players are reluctant to mix over pure strategies in this case, a CPNE can never involve mixed strategies. Hence, the existence of a CPNE is not guaranteed. More specifically, we show that existence of CPNE can fail even in basic games
without inherent uncertainty. This insight raises the question if there are conditions that guarantee the existence of a CPNE. We show that a Nash equilibrium in weakly dominant strategies always constitutes the unique CPNE of the game, which implies existence for this case. Hence, in public good games a CPNE always exists—even if there is uncertainty about the other players’ endowment. More specifically, the tendency to free ride and not to contribute remains an equilibrium under loss aversion. Similarly, in the Vickrey auction it is a CPNE to bid the true valuation. On the one hand, the potential non-existence calls into question how suited CPNE is for the analysis of strategic interaction. On the other hand, the absence of mixed strategy CPNEs complements existing and future contributions that study strategic interaction of expectation-based loss-averse players on the basis of pure strategy equilibria in applications like auctions, rank-order tournaments, or team production. They can rest assured that a focus on pure strategy CPNEs is without loss of generality.

The rest of the paper is organized as follows. Section 2 provides a brief overview over the theoretical literature that applies expectation-based loss aversion à la Kőszegi and Rabin both to individual decision making and strategic interaction. Section 3 formally introduces the class of games we study while Section 4 extends the equilibrium concepts PE and CPE to strategic interaction. In Section 5, we demonstrate the derivation of PEs and CPEs in situations of strategic interaction and analyze the resulting behavior of expectation-based loss-averse players. Section 6 comments on equilibrium play under expectation-based loss aversion and the existence of PNEs and CPNEs. We provide a discussion of alternative interpretations of mixed strategies and multidimensional outcomes in Section 7. Section 8 concludes.

2. RELATED LITERATURE

By now, a plethora of theoretical contributions analyzes individual (i.e., nonstrategic) decision making in a variety of economic environments when agents are expectation-based loss averse à la Kőszegi and Rabin. One strand of research considers risk- and loss-neutral firms selling to expectation-based loss-averse consumers. Here, Heidhues and Kőszegi (2008) show how consumer loss aversion can account for focal pricing, i.e., nonidentical competitors charging identical prices for differentiated products. Herweg

---

As we will lay out in more detail, the potential non-existence of CPNE is rooted in the notion that each player individually randomizes over the set of her pure strategies. Under the interpretations of mixed strategies according to Rosenthal (1979) or Aumann and Brandenburger (1995) a CPNE always exists. Karle and Peitz (2014) study the implications for competitiveness of the market outcome if some consumers are initially uninformed about their tastes and form a reference point consisting of an expected match-value and price distribution. Considering a monopolistic seller, Heidhues and Kőszegi (2014) explain the occurrence of sales.
and Mierendorff (2013) find that uncertainty about their own future demand leads to consumers preferring a flat rate to a measured tariff, which in turn can make the profit-maximizing contract to be offered by firms a flat rate. Analyzing product-availability strategies, Rosato (2014b) shows that limited-availability sales can manipulate consumers into an ex-ante unfavorable purchase by raising the consumers’ reference point through a tempting discount on a good available only in limited supply. Another strand analyzes optimal incentive provision with expectation-based loss-averse agents. Herweg, Müller, and Weinschenk (2010) show that the optimal incentive contract takes the form of a simple binary payment scheme even if the performance measure is arbitrarily rich. Applying the dynamic loss-aversion model by Kőszegi and Rabin (2009), Macera (2013) studies the intertemporal allocation of incentives in a repeated moral hazard model. Furthermore, the concept of expectation-based loss aversion à la Kőszegi and Rabin has been applied to questions of inventory management (Herweg, 2013), task assignment (Daido, Morita, Murooka, and Ogawa, 2013), and incomplete contracting (Herweg, Karle, and Müller, 2014).

Recently, a number of contributions began to address strategic interaction of expectation-based loss-averse individuals in rather specific environments of economic interest. In the context of rank-order tournaments, Gill and Stone (2010) show that even with symmetric contestants the only stable CPNEs are asymmetric if loss aversion is sufficiently important. Analyzing the optimal structure of team compensation, Daido and Murooka (2014) find that the optimal wage scheme can display team incentives even when individual success probabilities are independent because this reduces the agents’ expected losses. Particular interest has been drawn to the behavior of expectation-based loss-averse bidders in auctions. Lange and Ratan (2010) use CPNE as a solution concept for first- and second-price sealed-bid auctions, showing that expectation-based loss aversion can explain overbidding relative to the Nash prediction in induced-value auctions. Extending this work, Belica and Ehrhart (2014) consider how the results change if PNE is applied. Eisenhuth (2010) demonstrates that for loss-averse bidders with choice acclimating beliefs, the revenue-maximizing auction is an all pay auction with minimum bid. All of these papers investigate auctions that have only one period. Analyzing sequential two-round sealed-bid auctions, Rosato (2014a) shows that prices of identical goods tend to decline between rounds in a sequential CPNE, i.e., expectations-based loss aversion can rationalize the empirically well-documented “afternoon-effect”. Applying PNE, Ehrhart and Ott (2014) show the differences in behavior of loss-averse bidders between English and Dutch auctions.

Closest in spirit to our paper is Shalev (2000), who also analyzes strategic interaction

---

6 Karle (2014) analyzes how a monopolist can manipulate consumers’ willingness to pay by disclosing verifiable product information.

7 Daido and Itoh (2007) study self-fulfilling prophecies in the form of the Galatea and the Pygmalion effect.
of loss-averse individuals. Regarding reference point formation, however, he follows Gul (1991) and assumes that the reference point corresponds to a lottery’s certainty equivalent in utility terms given that the lottery is evaluated with respect to that reference point. In consequence, the reference point is not a lottery over outcomes—as in K˝oszegi and Rabin (2006, 2007)—but a single point. Under this concept of reference point formation, Shalev (2000) gives a general account of equilibrium existence and compares pure strategy Nash equilibria to equilibria played by loss-averse players for games with perfect information. Due to the different approaches how expectations shape a player’s reference point, however, the strategic deliberations of loss-averse players identified by Shalev (2000) are rather different from those identified in this paper—most notably, they are neither decisive, nor adaptive, nor reluctant. In consequence, with considerations of loss-averse players regarding the use of mixed strategies resembling those of players with standard preferences, equilibrium existence in Shalev (2000) is guaranteed by Kakutani’s fixed point theorem.

3. THE MODEL

For the analysis of strategic interaction between expectation-based loss-averse players we consider finite games with the following elements. First, the set of players denoted by \( \mathcal{I} = \{1, \ldots, I\} \) is finite. Second, each player \( i \in \mathcal{I} \) has a finite pure-strategy space \( S^i = \{s^i_1, \ldots, s^i_M\} \). A pure-strategy profile is denoted by \( s = (s^1, \ldots, s^I) \in S \), where \( S = \times^I_{i=1} S^i \). Third, there is a finite set \( \Theta = \{\theta_1, \ldots, \theta_N\} \), where the elements of \( \Theta \) are realizations of some random variable \( \theta \) which is determined by a draw of nature. We denote the probability of \( \theta_j \) being drawn by \( Q(\theta_j) \geq 0 \). Fourth, each player \( i \in \mathcal{I} \) has payoff function \( u^i : S \times \Theta \to U^i \subset \mathbb{R} \) which maps any combination of a pure-strategy profile \( s \in S \) and randomly drawn \( \theta_j \in \Theta \) into a material payoff \( u^i(s, \theta_j) \in \mathbb{R} \).

In this setting, a mixed strategy \( \sigma^i = (\sigma^i(s^i_1), \ldots, \sigma^i(s^i_M)) \) for player \( i \in \mathcal{I} \) is a lottery over her pure strategies, where \( \sigma^i(s^i_m) \) denotes the probability of player \( i \) playing the pure strategy \( s^i_m \). The space of player \( i \)'s mixed strategies is denoted by \( \Sigma^i \). Accordingly, the space of mixed-strategy profiles \( \sigma = (\sigma^1, \ldots, \sigma^I) \) is \( \Sigma = \times^I_{i=1} \Sigma^i \). As usual, we will sometimes refer to the mixed strategy profile \( \sigma \) as \( (\sigma^i, \sigma^{-i}) \), where \( \sigma^{-i} \in \Sigma^{-i} = \times_{j \neq i} \Sigma^j \) denotes the mixed-strategy profile for all players except player \( i \).

We assume players to be loss averse à la K˝oszegi and Rabin (2006). Hence, the overall utility that player \( i \in \mathcal{I} \) derives from some riskless material payoff \( u \) consists of two components: traditional material utility given by \( u \) itself and psychological gain-loss utility. Gain-loss utility is determined by a comparison of the material payoff \( u \) to some reference material payoff \( u^r \). The player feels a gain if the payoff \( u \) exceeds the reference payoff:

\[ u^i(s, \theta_j) = \begin{cases} u^i(s, \theta_j) & \text{if } u^i(s, \theta_j) > u^r \\ u^i(s, \theta_j) - \gamma & \text{otherwise} \end{cases} \]

Clearly, \( \sigma^i \) might also be a degenerate lottery and thus represent a pure strategy. If we want to be explicit about player \( i \) playing a pure strategy, however, we usually write the strategy profile \( \sigma \) as \( (s^i, \sigma^{-i}) \).
$u^r$, otherwise she suffers a loss. Formally, overall gain-loss utility is given by $\mu(u - u^r)$, where $\mu(\cdot)$ denotes the so-called value function according to which the deviation from the reference outcome is evaluated. We assume the value function to be piece-wise linear:

$$\mu(u - u^r) = \begin{cases} 
\eta(u - u^r) & \text{if } u \geq u^r \\
\eta\lambda(u - u^r) & \text{if } u < u^r
\end{cases}.$$  

(1)

Here, $\eta \geq 0$ denotes the weight the player puts on psychological gain-loss utility relative to intrinsic material utility and $\lambda > 1$ captures loss aversion, i.e., losses loom larger than gains of equal size.\(^9\)

A player’s reference point corresponds to a reference lottery over her potential material payoffs which is determined by her expectations about her own strategy and the strategies played by the other players. Let $\Lambda^i(u) = \{(s, \theta) \in S \times \Theta \mid u^i(s, \theta) = u\}$ denote the set of $(s, \theta)$ combinations that result in some specific material payoff $u \in U^i$ for player $i \in I$. The probability of this payoff for player $i$ being realized under strategy profile $\sigma$ is given by $P^i(u|\sigma) = \sum_{(s, \theta) \in \Lambda^i(u)} Q(\theta) \prod_{j=1}^I \sigma^j(s^j)$. Hence, if player $i$ expects the opponents to play $\sigma^{-i}$ and herself to play $\hat{\sigma}^i$, she expects payoff $u \in U^i$ to be realized with probability $P^i(u|(\hat{\sigma}^i, \sigma^{-i}))$. Given these expectations, her overall expected utility from playing strategy profile $\sigma^i$ is given by

$$U^i(\sigma^i, \hat{\sigma}^i, \sigma^{-i}) = \sum_{u \in U^i} P^i(u|(\sigma^i, \sigma^{-i})) \cdot u + \sum_{u \in U^i} \sum_{\tilde{u} \in U^i} P^i(u|(\sigma^i, \sigma^{-i})) \cdot P^i(\tilde{u}|(\hat{\sigma}^i, \sigma^{-i})) \cdot \mu(u - \tilde{u}).$$  

(2)

The first part of overall expected utility reflects expected material utility, where the expectation is based on the lottery over feasible material payoffs induced by strategy $\sigma^i$ that player $i$ actually plays. The second part reflects expected gain-loss utility, where each material payoff that could possibly be realized is compared with every other feasible material payoff. Here, each such comparison is weighted by its occurrence probability based on the expectation $\hat{\sigma}^i$ that player $i$ holds with regard to her own strategy.\(^10\)

4. Equilibrium Concepts

For the context of individual decision making, Kőszegi and Rabin propose two different notions of equilibrium for consistent behavior of expectation-based loss-averse individuals. These two notions differ with regard to the timing when expectations about the decision in question are formed and when this decision is actually taken.

\(^9\)Almost all of the contributions cited in Section 2 use this piece-wise linear specification of the gain-loss function.

\(^10\)With regard to sequential games, we abstract from players updating their expectations as play proceeds, i.e., we do not allow for players experiencing paper gains or paper losses as considered in Kőszegi and Rabin (2009).
Personal equilibrium (PE) applies to situations where a person has some time to ponder about a decision before she is called to make her choice. Here, with the person thinking about—but not being able to commit to—her choice before making it, she will enter the actual decision with previously formed and thus fixed expectations regarding her own behavior. At the moment of choice, however, the individual might prefer to deviate from what she expected to do—maybe because she relishes the idea of saving some money or effort cost which she originally planned to invest or to exert, respectively. In this case, the individual should have foreseen that her course of action will not meet her expectations, such that she should not have expected to act this way in the first place. Therefore, PE requires internal consistency in the sense that a person can reasonably expect a particular course of action only if she is willing to follow it through given her expectations. The following definition extends this idea to a situation of strategic interaction, where all players have some time to ponder their own behavior before choosing their strategy of play.

Definition 1. A personal Nash equilibrium (PNE) is a vector \( \sigma \in \Sigma \) such that for each player \( i \in \mathcal{I} \),

\[
U^i(\sigma^i, \sigma^{i-1}) \geq U^i(\tilde{\sigma}^i, \sigma^{i-1}), \quad \forall \tilde{\sigma}^i \in \Sigma^i
\]

According to Definition 1, a PNE is a vector of (possibly mixed) strategies such that each player is willing to follow through with the strategy she expected to play given the other players’ strategies. Thus, in a PNE, every player plays a PE in the sense of Kőszegi and Rabin (2006).

Choice-acclimating personal equilibrium (CPE) addresses situations where a person is called to make her choice without having much time to contemplate this choice. In this case, the person’s expectations are not fixed but literally dictated by her behavior. Hence, she expects exactly those consequences that actually prevail given her chosen course of action. With no scope for expectations to diverge from actual behavior, CPE requires internal consistency in the sense of the person taking the course of action that maximizes her expected well-being. Definition 2 extends this idea to a situation of strategic interaction, where all players have to choose their strategy of play without having time to ponder their own behavior in advance.

Definition 2. A choice-acclimating personal Nash equilibrium (CPNE) is a vector \( \sigma \in \Sigma \) such that for each player \( i \in \mathcal{I} \),

\[
U^i(\sigma^i, \sigma^{i-1}) \geq U^i(\tilde{\sigma}^i, \tilde{\sigma}^{i-1}), \quad \forall \tilde{\sigma}^i \in \Sigma^i
\]

According to Definition 2, a CPNE is a vector of (possibly mixed) strategies such that each player chooses a strategy—and at the same time adopts her expectations about possible future outcomes according to that choice—that maximizes her expected utility given
In this section, we derive general insights how the reasoning behind the strategic behavior and its derivation differs for expectation-based loss-averse players compared to their counterparts with standard expected-utility preferences. In order to convey these insights and their intuition more vividly, we will repeatedly refer to the simple example of the anti-coordination game known as “Chicken”, which is depicted in Figure 1.

The story of the Chicken game is well known: Two drivers head for a single-lane bridge from opposite directions and each player has to decide whether she goes straight for the bridge or swerves. The first driver to swerve away yields the bridge to the opponent. While her opponent thereafter will brag about her victory and be celebrated as a daredevil, a man without fear, the driver who swerved will be publicly regarded as a coward. If both players swerve, there is nothing to brag about and each driver has to live with the silent shame of having chickened out. Finally, if neither player swerves, the result is a close-to-fatal crash in the middle of the bridge. As is reflected in the material utility values in Figure 1, the best possible outcome is to be the public hero and the worst possible outcome is to be in a severe car crash. Furthermore, a life in public shame is worse than a life in silent shame.

The pure strategy space for player \( i = 1, 2 \) is \( S^i = \{ \text{go straight}, \text{swerve} \} \). To ease notation, we denote \( \sigma^1(\text{go straight}) = \alpha_1 \) and \( \sigma^2(\text{go straight}) = \beta_1 \), where \( 0 \leq \alpha_1, \beta_1 \leq 1 \).

According Definitions 1 and 2 all players form their expectations at the same point in time; i.e., all players’ expectations are either fixed or choice acclimating. Amending the above concepts to allow for situations where some players have fixed expectations while other players have choice-acclimating expectations is straightforward. In particular, all results in Section 5 remain valid under such a modification.
Likewise, $\sigma^1(\text{swerve}) = \alpha_2$ and $\sigma^2(\text{swerve}) = \beta_2$, where $\alpha_2 = 1 - \alpha_1$ and $\beta_2 = 1 - \beta_1$. If one driver is more likely to go straight (swerve), the other driver maximizes her expected material utility by swerving (going straight). Only if one driver goes straight with the same probability as she swerves, the expected material utility from swerving equals the expected material utility from going straight for the other player, making her indifferent between going straight and swerving. These observations are summarized in the right panel of Figure 1, which depicts player 1’s best response in terms of the optimal probability $\alpha_1$ to go straight for a given probability $\beta_1$ to go straight of player 2.

5.1. Redundancy of Pure Strategies

To pave the way for the following analysis of strategic interaction, we next introduce the definition of a redundant pure strategy. To this end, let

$$L^i(\sigma^i, \sigma^{-i}) = \left( P(u|\sigma^i, \sigma^{-i}) \right)_{u \in \mathcal{U}^i}$$

(3)

denote the lottery over the set of material utility outcomes for player $i$ which is induced by player $i$ playing strategy $\sigma^i$ and her opponents playing the strategy profile $\sigma^{-i}$.

**Definition 3.** Given her opponents’ strategy profile $\sigma^{-i}$, player $i$’s pure strategy $s^i_k$ is redundant if and only if there exists a set of pure strategies $\tilde{S}^i \subseteq S^i \setminus \{s^i_k\}$ and numbers $(\gamma(s^i))_{s^i \in \tilde{S}^i}$ such that $L^i(s^i_k, \sigma^{-i}) = \sum_{s^i \in \tilde{S}^i} \gamma(s^i) L^i(s^i, \sigma^{-i})$.

A pure strategy $s^i_k$ is redundant if the lottery over material utility outcomes induced by $s^i_k$ is a linear combination of the lotteries induced by a set of pure strategies not containing $s^i_k$. Note that pure strategy $s^i_k$ being non-redundant implies that player $i$ cannot replicate the lottery over outcomes induced by $s^i_k$ by playing any mixed strategy excluding $s^i_k$. In this sense, only a nonredundant strategy bears importance for player $i$ as its probabilistic outcome consequences are unique. Note that the pure strategies in our leading example of the Chicken game are never redundant, because going straight leads to a different material utility outcome than swerving for every possible strategy $\sigma^2$ of the other driver.\(^{12}\)

The following lemma states a very helpful observation which we will evoke repeatedly in the formal analysis of strategic behavior of expectation-based loss-averse players.

**Lemma 1.** Let $L^j = (p^j(u))_{u \in \mathcal{U}}$ with $j \in \{A, B\}$ denote two lotteries over some finite outcome space $\mathcal{U} \subset \mathbb{R}$, where $p^j(u)$ denotes the probability that outcome $u \in \mathcal{U}$ is realized.

\(^{12}\)To give an example for redundant strategies in a simple two-by-two game, consider a symmetric version of Matching Pennies. If player 2 plays heads and tails with equal probability, the probabilistic outcome consequences of both pure strategies are identical for player 1 and the pure strategies are redundant.
under $L^j$. Then

$$\sum_{u \in \mathcal{U}} \sum_{\tilde{u} \in \mathcal{U}} p^A(u)p^A(\tilde{u})|u - \tilde{u}| + \sum_{\bar{u} \in \mathcal{U}} \sum_{\tilde{u} \in \mathcal{U}} p^B(u)p^B(\tilde{u})|u - \tilde{u}|$$

$$\leq \sum_{u \in \mathcal{U}} \sum_{\tilde{u} \in \mathcal{U}} p^A(u)p^B(\tilde{u})|u - \tilde{u}|, \quad (4)$$

with (4) holding with equality if and only if $L^A$ and $L^B$ are identical.

Lemma 1 states that the expected difference between two draws from different lotteries $L^A$ and $L^B$ is larger than the average of the expected difference between two draws from lottery $L^A$ and the expected difference between two draws from lottery $L^B$. Note how Lemma 1 relates to the above definition of redundancy: If two pure strategies $s^i_k$ and $s^i_m$ induce lotteries $L^i(s^i_k, \sigma^{-i})$ and $L^i(s^i_m, \sigma^{-i})$ for which (4) holds with equality, these lotteries are identical and the pure strategies $s^i_k$ and $s^i_m$ are redundant.

Lemma 1 has important implications for an expectation-based loss-averse player’s inclination to play mixed strategies. Kőszegi and Rabin (2007) refer to

$$\sum_{u \in \mathcal{U}} \sum_{\tilde{u} \in \mathcal{U}} p^j(u)p^j(\tilde{u})|u - \tilde{u}|$$

as the average self-distance of lottery $L^j = (p^j(u))_{u \in \mathcal{U}}$ with finite support $\mathcal{U}$. The average self-distance of lottery $L^j$ is inversely proportional to the psychological gain-loss utility associated with playing (and expecting to play) $L^j$—inversely because each comparison effectively enters as a net loss due to loss aversion. Thus, the average-self distance is a measure for the psychological disutility arising from being exposed to the riskiness embodied in lottery $L^j$. The gain-loss utility from playing (and expecting to play) a probabilistic mixture of two lotteries $L^A$ and $L^B$, on the other hand, comprises not only within-lottery comparisons, but also comparisons across lotteries, where each comparison again enters as a net loss. In consequence, the gain-loss utility associated with randomizing between lotteries $L^A$ and $L^B$ decreases not only in the average-self distances of $L^A$ and $L^B$, but also in the average distance between the lotteries $L^A$ and $L^B$, which is given by

$$\sum_{u \in \mathcal{U}} \sum_{\tilde{u} \in \mathcal{U}} p^A(u)p^B(\tilde{u})|u - \tilde{u}|.$$ 

According to Lemma 1, however, the latter exceeds the average of the average self-distances, such that either the gain-loss utility associated with $L^A$ or the gain-loss utility associated with $L^B$ is less negative than the gain-loss utility associated with any randomization over lotteries $L^A$ and $L^B$. In this sense, randomizing over lotteries creates an additional layer of uncertainty that a loss-averse player in tendency dislikes.

This observation suggests that the willingness to play a mixed strategy for an expectation-based loss-averse player should be limited in comparison to a player with standard expected-utility preferences. In the remainder of this section, we establish that this conjecture holds for both fixed expectations and choice-acclimating expectations—albeit to a differing degree.

---

13See Definition 5 on p.1063 in Kőszegi and Rabin (2007) for the definition of a lottery’s average self-distance.
5.2. Personal Equilibrium

We start by deriving the set of PEs for player $i$ given her expectations regarding her own behavior and her opponents’ strategies. Recall that player $i$’s expected utility $U^i(\sigma^i, \hat{\sigma}^i, \sigma^{-i})$ is linear in each component $\sigma^i(s^i_m)$ of player $i$’s strategy $\sigma^i$. Hence, the marginal utility of $U^i(\sigma^i, \hat{\sigma}^i, \sigma^{-i})$ with respect to $\sigma^i(s^i_m)$ does not depend on any component of player $i$’s strategy $\sigma^i$. In other words, given the strategy profile of player $i$’s opponents, $\sigma^{-i}$, and her expectations regarding her own choice of strategy, $\hat{\sigma}^i$, moving probability mass from one pure strategy $s^i_m$ to some other pure strategy $s^i_k$ changes expected utility at a constant rate equal to $\partial U^i / \partial \sigma^i(s^i_k) - \partial U^i / \partial \sigma^i(s^i_m)$. Consequently, marginal expected utilities reflect the attractiveness of the associated pure strategies given $\sigma^{-i}$ and $\hat{\sigma}^i$.

Marginal expected utilities are then suitable to characterize the set of PEs. Given her opponents’ strategies $\sigma^{-i}$, a pure strategy $s^i_m$ is a PE for player $i$ if and only if the marginal expected utility with respect to component $\sigma^i(s^i_m)$ is among the greatest marginal expected utilities given $\hat{\sigma}^i(s^i_m) = 1$ and $\hat{\sigma}^i(s^i_k) = 0$ for all $k \neq m$. Hence, $s^i_m$ is at least as attractive as any other pure strategy since moving probability mass from $s^i_m$ to any other pure strategy weakly decreases expected utility. Similarly, a mixed strategy $\sigma^i$ is a PE if, given player $i$ expects to play $\sigma^i$, she does not prefer to depart from this plan. Let

$$\Gamma(\sigma^i) = \{s^i_m \in S^i | \sigma^i(s^i_m) > 0\}$$

(5)

denote the set of pure strategies which are played with strictly positive probability under strategy $\sigma^i$. The cardinality of $\Gamma(\sigma^i)$, which is denoted by $|\Gamma(\sigma^i)|$, then specifies the number of pure strategies that are played with positive probability under $\sigma^i$. Mixed strategy $\sigma^i$ constitutes a PE if, given $\hat{\sigma}^i = \sigma^i$, all pure strategies in $\Gamma(\sigma^i)$ are equally attractive for the player and at least as attractive as all other strategies. Formally, this is the case if and only if for any $s, s' \in \Gamma(\sigma^i)$ and $s'' \notin \Gamma(\sigma^i)$ we have $\partial U^i / \partial \sigma^i(s) = \partial U^i / \partial \sigma^i(s') \geq \partial U^i / \partial \sigma^i(s'')$.

Denote by

$$R^i(\sigma^{-i}) = \{\sigma^i \in \Sigma^i | U^i(\sigma^i, \sigma^i, \sigma^{-i}) \geq U^i(\hat{\sigma}^i, \sigma^i, \sigma^{-i}), \forall \hat{\sigma}^i \in \Sigma^i\}$$

(6)

the correspondence of PEs for player $i$. Proposition 1 summarizes two important features of the PE correspondence which qualitatively set it apart from a best response correspondence of a player with standard expected-utility preferences.\(^{14}\)

\(^{14}\)Proposition 1 and the following results show that the implications of loss aversion for strategic interaction and equilibrium play are structurally very different from those of risk aversion under Expected Utility Theory. Since a change in the degree of risk aversion under Expected Utility Theory essentially only changes the entries of the game matrix, the behavioral features that we identify for loss-averse players will never prevail for risk-averse players with standard preferences.
Proposition 1. Suppose \( \bar{\sigma}^i \in \Sigma^i \) is a mixed strategy PE for player \( i \) given the strategy profile \( \sigma^{-i} \) of her opponents, i.e., \( \bar{\sigma}^i \in R(\sigma^{-i}) \) with \( |\Gamma(\bar{\sigma}^i)| \geq 2 \), that does not involve any redundant strategies.

(i) Decisiveness: There is no other mixed strategy PE for player \( i \) that involves mixing over the same pure strategies as \( \bar{\sigma}^i \):

\[
\exists \bar{\sigma}^i \in R(\sigma^{-i}) \text{ s.t. } \bar{\sigma}^i \neq \bar{\sigma}^i \text{ and } \Gamma(\bar{\sigma}^i) = \Gamma(\bar{\sigma}^i).
\]

(ii) Adaptiveness: Suppose \( \bar{\sigma}^i \) puts strictly positive probability on all pure strategies that yield maximum marginal utility to player \( i \), given she expects to play \( \bar{\sigma}^i \). Then, for every \( \sigma^{-i}_\varepsilon \) that is “sufficiently close” to \( \sigma^{-i} \), there exists a mixed strategy PE for player \( i \) with \( \Gamma(\hat{\sigma}^i) = \Gamma(\bar{\sigma}^i) \): there exists \( \varepsilon > 0 \) such that

\[
||\sigma^{-i}_\varepsilon - \sigma^{-i}|| \leq \varepsilon \Rightarrow \exists \hat{\sigma}^i \in R(\sigma^{-i}_\varepsilon) \text{ with } \Gamma(\hat{\sigma}^i) = \Gamma(\bar{\sigma}^i).
\]

First, according to Proposition 1(i), if a mixed strategy PE involves player \( i \) mixing only over nonredundant pure strategies, no other mixed-strategy PE exists that involves mixing over the same set of pure strategies. The loss-averse player is decisive: she has at most one credible mixed plan over a given set of pure strategies. This is in stark contrast to the case of a player with standard expected-utility preferences, who is willing to play any probabilistic mixture over a particular set of pure strategies given that there is at least one incentive compatible mixture. To establish an intuition for this property, recall that for a loss-averse player the expected utility of each pure strategy depends on what she expected to do beforehand. For example, if she thought to play some action with rather high probability, she may become attached to the idea that the associated outcomes will occur and actually prefers to play this action with certainty. Conversely, if a player deemed playing a particular pure strategy rather unlikely, she may favor not to play this action at all. As a consequence, there is a unique intermediate expectation \( \hat{\sigma}^i \) such that the player is indeed indifferent between several pure strategies; i.e., the plan \( \hat{\sigma}^i \) is the unique mixed strategy over this set of pure strategies that she is willing to follow through.

Second, with regard to Proposition 1(ii), whenever a mixed strategy PE exists, then for every \( \varepsilon \)-disturbance of the opponents’ strategies another mixed strategy PE over the same set of pure strategies exists. The loss-averse-player is adaptive, since she is able to adjust expectations as a response to a change in behavior of the opponents, such that she is again willing to play a mixture over the same set of pure strategies. Again, this result is in contrast to the case of a player with standard preferences. Suppose that some mixed strategy is a best-response for player \( i \) with standard preferences to a strategy profile \( \sigma^{-i} \) of her opponents. Generically, an arbitrary slight change in the opponents’ behavior will alter the marginal material utilities associated with player \( i \)’s pure strategies. In consequence, after that change player \( i \) will not be willing to continue mixing over all those
pure strategies that she was willing to play with strictly positive probability before that change. For an expectation-based loss-averse player, however, it is not marginal material utility alone that determines a pure strategy’s attractiveness but also marginal psychological utility, where the latter is directly influenced by her expectations regarding her own behavior. According to Proposition 1(ii), there exists an adjustment in expectations that exactly offsets the effect of the change in her opponents’ behavior on the attractiveness of player $i$’s pure strategies. As a result, she is still willing to mix over the same set of pure strategies.

Illustration: Strategic Behavior for Fixed Expectations

Reconsider the Chicken game introduced at the beginning of this section. According to (2), player 1’s expected utility of playing strategy $\sigma^1 = (\alpha_1, \alpha_2)$ given the strategy of the opponent, $\sigma^2 = (\beta_1, \beta_2)$, and the fixed expectation about her own strategy, $\hat{\sigma}^1 = (\hat{\alpha}_1, \hat{\alpha}_2)$, is given by

$$U^1(\sigma^1, \hat{\sigma}^1, \sigma^2) = 3\alpha_1\beta_2 + \alpha_2\beta_1 + 2\beta_2\alpha_2 + \eta\left[\alpha_1\beta_1[-3\lambda\hat{\alpha}_1\beta_2 - \lambda\hat{\alpha}_2\beta_1 - 2\lambda\hat{\alpha}_2\beta_2] + \alpha_1\beta_2[3\hat{\alpha}_1\beta_1 + 2\hat{\alpha}_2\beta_1 + \hat{\alpha}_2\beta_2] + \alpha_2\beta_1[\hat{\alpha}_1\beta_2 - 2\lambda\hat{\alpha}_1\beta_2 - \lambda\hat{\alpha}_2\beta_2] + \alpha_2\beta_2[2\hat{\alpha}_1\beta_1 - \lambda\hat{\alpha}_1\beta_2 + \hat{\alpha}_2\beta_1]\right],$$

where the first line describes expected material utility, whereas the remaining lines capture gain-loss utility. The latter contains comparisons of each outcome of the actual lottery to every outcome of the reference lottery, weighted with the respective occurrence probabilities. Note that the marginal expected utilities

$$\frac{\partial U^1(\sigma^1, \hat{\sigma}^1, \sigma^2)}{\partial \alpha_1} = 3\beta_2 + \eta\left\{\beta_2^2\hat{\alpha}_2 + \beta_1\beta_2(1 - \lambda)[3\hat{\alpha}_1 + 2\hat{\alpha}_2] - \lambda\hat{\alpha}_2\beta_2^2\right\}$$

$$\frac{\partial U^1(\sigma^1, \hat{\sigma}^1, \sigma^2)}{\partial \alpha_2} = 1 + \beta_2 + \eta\left\{\hat{\alpha}_1\beta_2^2 + \beta_1\beta_2[(1 - \lambda)\hat{\alpha}_2 + 2\hat{\alpha}_1] + \beta_2^2(1 - \lambda)\hat{\alpha}_1\right\}$$

do not depend on the probabilities $\alpha_1$ and $\alpha_2$ of player 1 actually going straight or actually swerving, respectively. Hence, if the marginal utility in (7) is larger than the one in (8) given that player 1 expects to go straight for sure ($\hat{\alpha}_1 = 1$), actually going straight for sure ($\alpha_1 = 1$) is a PE. Here, player 1 seeks to increase $\alpha_1$ as much as possible and she is willing to follow through the plan of going straight for sure. Likewise, swerving for sure ($\alpha_2 = 1$) is a PE if the marginal utility in (7) is smaller than the one in (8) given that player 1 expects to swerve for sure ($\hat{\alpha}_2 = 1$). Finally, for a mixed strategy with $0 < \alpha_1, \alpha_2 < 1$ to be a PE, the marginal utilities in (7) and (8) have to be identical for expectations $\hat{\alpha}_1 = \alpha_1$ and $\hat{\alpha}_2 = \alpha_2$.

The left panel of Figure 2 depicts (for $\lambda = 3$ and $\eta = 1$) the set of values of $\alpha_1$ that constitute a PE for player 1 in response to player 2 going straight with probability
$\beta_1$. Similar to a player with standard expected-utility preferences, an expectation-based loss-averse player has a unique PE if her opponent plays a particular pure strategy with rather high probability. Given player 2 almost surely swerves (goes straight), the only expectation that player 1 indeed follows through is to go straight (swerve).

However, the two qualitative differences from Proposition 1 also become apparent in Figure 1. First, while there exists a unique value of $\beta_1$ such that a player with standard preferences is indifferent between all probabilistic mixtures over the two pure strategies, the expectation-based loss-averse player is decisive: there is at most one mixed strategy that she may play in response to a particular value of $\beta_1$. If player 1 thought to swerve with a high probability, she becomes attached to the idea that no crash will occur and actually prefers to swerve with certainty. Conversely, if she thought that she will most likely go straight, she relishes the idea of becoming a local hero and indeed favors to go straight with certainty. To comprehend this attachment effect, note that $\frac{\partial^2 U_1(\sigma_1, \hat{\sigma}_1, \sigma_2)}{\partial \alpha_1 \partial \hat{\alpha}_1} \geq 0$, $j \in \{1, 2\}$. Hence, the attractiveness of a pure strategy is increasing in the expectation to play this strategy. As a consequence, there is a unique intermediate expectation $\hat{\alpha}_1$ such that she is indeed indifferent between both pure strategies and this plan alone constitutes a mixed PE.

Second, if player 1 has standard expected-utility preferences, she is willing to mix only if player 2 goes straight with probability $\beta_1 = 1/2$. If player 1 is expectation-based loss-averse, however, she is adaptive. Hence, there exists a non-trivial range $[\beta, \frac{1}{2}]$ such that player 1 may play some mixed strategy in response to any $\beta_1 \in [\beta, \frac{1}{2}]$. Consider a mixed strategy with $\beta_1 \in (\beta, \frac{1}{2})$ for player 2 such that for player 1 exactly one mixed PE, denoted by $\tilde{\sigma}_1$, exists. Suppose player 2 slightly reduces her probability to go straight, i.e., $\beta_1$ decreases. Going straight then becomes more attractive for player 1 as it is associated with a higher probability to be the public hero. In consequence, $\tilde{\sigma}_1$ no longer constitutes
a credible plan because deviating by going straight with certainty is profitable. However, expecting to swerve with a higher probability re-attaches player 1 to swerving and makes both pure strategies equally attractive again. Hence, an adjusted credible mixed plan with a lower probability to go straight exists and player 1 remains willing to mix over the same set of pure strategies.

5.3. Choice-Acclimating Personal Equilibrium

For this section we assume that each player’s expectation regarding her own behavior is not fixed when she takes her action but pinned down by the action taken. As a consequence, the lottery over material utility outcomes induced by player i’s actual action coincides with the reference lottery over material utility outcomes that player i expected. In this case, it turns out that a player always prefers not to play a mixed strategy. Consider two distinct (possibly mixed) strategies of player i that induce different lotteries over material outcomes. By Lemma 1, mixing between these two strategies creates an additional degree of riskiness, implying a negative effect on psychological utility. Hence, a player always prefers to play one of the two strategies with certainty over mixing between them.

In order to understand the most basic driving forces of player i’s strategic behavior in this case, consider the following situation: There is no move of nature and all of player i’s opponents play pure strategies. Player i’s material utility outcome from playing a particular pure strategy is therefore deterministic. If player i randomizes between two pure strategies which result in different utility outcomes, the comparison of the material utility outcomes results in a net loss. Now, consider a deviation from this mixed strategy to one of the pure strategies. As the player receives exactly the material utility outcome she expected to obtain, this eliminates any net losses, thereby making the mixture over the pure strategies rather unattractive.

More generally, reducing the number of pure strategies that player i mixes over favorably affects the gain-loss utility by reducing the number of outcome comparisons and thus the number of net losses that reduce expected utility. This intuition is formally reflected in the following proposition, which documents a general reluctance to mix in CPE situations.

**Proposition 2. Reluctance to mix:** Suppose $\bar{\sigma}^i$ with $|\Gamma(\bar{\sigma}^i)| \geq 2$ is a CPE for player i given the strategy profile $\sigma^{-i}$ of her opponents. Then

$$L^i(s', \sigma^{-i}) = L^i(s'', \sigma^{-i}) \quad \forall s', s'' \in \Gamma(\bar{\sigma}^i).$$

A loss-averse player is willing to mix only between pure strategies that induce identical lotteries over material utility outcomes. Since mixing over such strategies results in a lottery that is not different from the lottery over material utility outcomes induced by the pure strategies, the player is willing to play a mixed strategy only if mixing has no effect.
The expected utility of playing (and expecting to play) \( \sigma^1 \) given \( \sigma^2 \) is

\[
U^1(\sigma^1, \sigma^1, \sigma^2) = 3\alpha_1\beta_2 + \alpha_2\beta_1 + 2\alpha_2\beta_2 - \eta(\lambda - 1)\left[3\alpha_1^2\beta_1\beta_2 + 2(2\alpha_1\alpha_2\beta_1\beta_2) + \alpha_1\alpha_2\beta_1^2 + \alpha_1\alpha_2\beta_2^2 + \alpha_1^2\beta_1\beta_2 \right].
\]

Given player 2 goes straight with probability \( \beta_1 \), going straight (and expecting to go straight) with probability \( \alpha_1 \) is a CPE for player 1 if this maximizes expected utility \( U^1(\sigma^1, \sigma^1, \sigma^2) \). The set of CPEs is depicted in the right panel of Figure 2. As for a player with standard expected-utility preferences, swerving (going straight) for sure is the unique CPE given the other player rather likely goes straight (swerves). Unlike a player with standard expected-utility preferences, however, she never deliberately plays a mixed strategy. Even if player 1 is indifferent between playing (and expecting to play) either one of the two pure strategies, she incurs a strictly lower expected utility from any mixture of these. Playing a mixture creates “additional” uncertainty about material utility outcomes and, thus, net losses. Note that for \( 0.19 < \beta_1 < 0.5 \) the loss-averse player prefers to swerve for sure although the expected material utility favors going straight. To understand this, note that the average self-distance of the lottery induced by going straight strictly exceeds the one induced by swerving. This implies a lower psychological utility from going straight compared to swerving, which needs to be outweighed by a higher expected material utility to make the loss-averse player willing to go straight.

### 6. Equilibrium Existence and Behavior

Section 5 demonstrated how the strategic behavior of loss-averse players differs from the behavior of their counterparts with expected-utility preferences. In the following, we discuss the resulting implications for equilibrium behavior and equilibrium existence for the notions of PNE and CPNE as introduced in Section 4.

We start with the simplest case in which the game is free of any inherent uncertainty, i.e., \( \Theta = \{\hat{\theta}\} \). In this setting, the set of pure strategy Nash equilibria is identical to the set of pure strategy PNEs and also the set of pure strategy CPNEs. Consider PNE first. Given a player expects to play the pure strategy Nash best response to a given pure strategy profile of her opponents, any deviation results in not only (weakly) lower material utility but in addition creates unexpected losses—and therefore is not profitable. Conversely, expecting to play a pure strategy that is not a Nash best response cannot constitute a PE, because the deviation to the Nash best response would yield not only a strictly higher deterministic material utility payoff but also—due to the unexpected gain—strictly higher psychological utility. Hence, for a given pure strategy profile of her opponents, a particular pure strategy is a PE for player \( i \) if and only if it is a Nash best response. Since these
considerations apply to each player, the identity of the set of Nash equilibria and the set of PNEs follows immediately. For choice-acclimating expectations the case is even more apparent. Since no uncertainty is involved in the game as long as the players play pure strategies, there are no gains or losses involved for a player whose expectations match actual behavior. Hence, her utility from playing any pure strategy is identical to the utility of a player with standard preferences. Together with the reluctance to deliberately play mixed strategies (cf. Proposition 2), it follows that the set of pure strategy CPNEs is also identical to the set of pure strategy Nash equilibria.

**Proposition 3.** Suppose there is no inherent uncertainty in the game, $\Theta = \{\tilde{\theta}\}$. Then the following statements are equivalent:

(i) $s \in S$ is a Nash equilibrium.
(ii) $s \in S$ is a CPNE.
(iii) $s \in S$ is a PNE.

We conclude that in simple games without uncertainty—e.g., the Chicken game, the Prisoners Dilemma, or the Battle of the Sexes—it is possible that loss-averse players behave as if they had standard preferences. With regard to pure strategy equilibria, the equilibrium behavior of expectation-based loss-averse players even is necessarily identical to the behavior in Nash equilibria. This picture, however, changes if there is either uncertainty in the game or if mixed strategies are taken into account.

### 6.1. Personal Nash Equilibrium

As we have seen in Section 5, the existence of two or more pure strategy PEs for a given strategy profile of the opponents does not imply that every mixture over these pure strategies is also a PE. Instead, decisiveness implies that there exists at most one such mixture constituting a mixed strategy PE—cf. Proposition 1(i). Therefore, the PE correspondences are not convex valued, Kakutani’s fixed point theorem is not applicable, and the existence of PNEs is a priori unclear.

Nevertheless, we can establish the existence of a PNE and pin down equilibrium play for two basic cases. First, if there exists a Nash equilibrium in (materially) weakly dominant pure strategies, this constitutes also the unique PNE. This finding is rooted in the fact that it is always a credible plan to expect to play a (materially) weakly dominant pure strategy. Here, strategy $s_i$ is (materially) weakly dominant if $u_i^i((s_i, s^{-i}), \theta) \geq u_i^i((\tilde{s}_i, s^{-i}), \theta)$ for all pure strategy profiles $(\tilde{s}_i, s^{-i})$ and all states of the world $\theta$, where for each $(\tilde{s}_i, s^{-i})$ the inequality is strict for at least one $\theta$.\(^{15}\) Intuitively, deviating to a dominated strategy

---

\(^{15}\)This definition of dominance is based upon the idea that nature can be interpreted as an additional player in the game. Hence, if a strategy is weakly dominant for player $i$, it provides weakly higher utility than any other of her feasible strategies irrespectively of the opponents’ strategies and nature’s draw.
s_i not only reduces expected material utility, but, given that the reference lottery over outcomes is induced by the dominant strategy s_i, also reduces gains (or turns them into losses) and increases losses.

Second, for games with two players each of whom has two actions the existence of a PNE is guaranteed. If for a given strategy of her opponent each of a player’s two pure strategies constitutes a PE, there also exists a mixed strategy PE. Essentially, when the strategy of the opponent changes, adaptiveness induces this mixed strategy PE to change continuously thereby providing a connection between the sets of pure strategy PEs. Thus, a player’s PE correspondence has a connected graph. Furthermore, this PE correspondence has full support over the strategy space of the player’s opponent. In consequence, a PNE must exist.

**Proposition 4.** Regarding PNE, the following statements hold:

(i) Suppose \((s_i, s_{-i})\) is a Nash equilibrium in (materially) weakly dominant strategies. Then \((s_i, s_{-i})\) is the unique PNE.

(ii) Suppose \(\mathcal{I} = \{1, 2\}\) and \(|S_i| = 2\) for \(i = 1, 2\). Then there exists a PNE.

Proposition 4(i) derives the PNE for several prominently studied games. For example public good games with monetary, and thus discrete, contributions and payoffs always have a PNE—even if there is uncertainty about the other players’ endowment. More specifically, the tendency to free ride and not to contribute remains an equilibrium also under loss aversion. Similarly, in the Vickrey auction with monetary bids and valuations it is a PNE to bid the true valuation for loss-averse players.

**Illustration: Equilibrium Behavior for Fixed Expectations**

Reconsider the Chicken game introduced in Section 5. The middle panel of Figure 3 depicts the sets of PEs for both players. According to Definition 1, the game’s PNEs lie at the intersections of the two PE correspondences. As implied by Proposition 3, the Nash equilibria in pure strategies also constitute PNEs. Thus, the game has two pure strategy PNEs in each of which one driver goes straight for sure and the other driver swerves for sure. Furthermore, there also exists a mixed-strategy PNE which has both drivers going straight with a 40% chance and swerving with a 60% chance. Obviously, this mixed strategy PNE differs from the mixed strategy Nash equilibrium, which has both players going straight with a 50% chance. If \(\beta_1 = 0.5\), expected material utility of both actions is identical for player 1. In this case, the option to go straight is more risky, though. In particular, the lottery over material utility outcomes induced by going straight for sure is a mean preserving spread of the one that is induced by swerving for sure. Since a

---

16See Theorem 1 (p. 422) in Kőszegi (2010).
Figure 3: The left panel shows the best responses for players 1 and 2 with standard preferences in the Chicken game depicted in Figure 1, the middle one their sets of PEs, and the right panel their sets of CPEs, if $\lambda = 3$ and $\eta = 1$. The corresponding equilibria are at the intersection of the best responses.

loss-averse player tends to avoid risks, player 1 is not willing to go straight with positive probability if $\beta_1 = 0.5$ but only if player 2 is sufficiently more likely to swerve than to go straight, which increases the expected material utility from going straight over the expected material utility from swerving. Overall, this implies a PNE in which the more “risky” option is associated with higher expected material utility.

6.2. Choice-Acclimating Personal Nash Equilibrium

In Proposition 2, we identified a general reluctance of agents with choice-acclimating expectations to deliberately randomize between pure strategies with different probabilistic consequences. This behavioral feature immediately implies that a mixed strategy CPNE can only exist if for some player two of her pure strategies lead to identical probabilistic consequences.

Corollary 1. Suppose that for any player $i \in I$ and any strategy profile $\sigma^{-i}$ of her opponents each two pure strategies induce different lotteries over material utility outcomes, i.e., $L^i(s^i_k, \sigma^{-i}) \neq L^i(s^i_m, \sigma^{-i})$ for all $i \in I$, $\sigma^{-i} \in \Sigma^{-i}$, and $s^i_k, s^i_m \in S^i$ with $s^i_k \neq s^i_m$. Then the following statements hold.

(i) A mixed strategy CPNE does not exist.

(ii) For $\Theta = \{\tilde{\theta}\}$, if there exists no pure strategy Nash equilibrium, there exists no CPNE.

Corollary 1(i) complements papers that restrict attention to pure strategy CPNEs when studying the strategic interaction of expectation-base loss-averse players by showing that the focus on pure strategy equilibria is without loss of generality. The result can be applied to a large variety of settings. For example, there is no CPNE in which agents randomly
choose their efforts in the team production setting of Daido and Murooka (2014) or in any finite version of the rank-order tournaments studied in Gill and Stone (2010) and Dato, Grunewald, and Müller (2014). Likewise, bidders never deliberately randomize over their bids in any finite version of the auctions analyzed in Lange and Ratan (2010) and Eisenhuth (2010).\footnote{To be precise, most of the above applications comprise multidimensional outcomes. In Proposition 6, we show that our results carry over to the case of multidimensional outcomes.} Corollary 1(ii), which follows from Propositions 2 and 3, also implies that a CPNE does not exist in all settings. Take for example a slightly asymmetric Matching Pennies game that has no redundant strategies, no inherent uncertainty, and no pure strategy Nash equilibrium. Even for this basic game a CPNE does not exist because loss-averse players do not deliberately mix over pure strategies. This strongly suggests that with regard to CPNE the question of existence has to be investigated in any application. According to Corollary 1(i), however, this investigation can be restricted to the question of the existence of pure strategy CPNEs.

While existence of a CPNE is not guaranteed, we can establish sufficient conditions for a CPNE to exist and identify equilibrium play in these cases. First, Proposition 3 yields a very simple sufficient condition for the existence in games without inherent uncertainty: if a pure strategy Nash equilibrium exists, it is also a CPNE. Second, equilibrium play in and existence of a CPNE can also be linked to the existence of a Nash equilibrium in (materially) weakly dominant pure strategies. Unlike to the case where expectations are fixed, playing a (materially) weakly dominant pure strategy not necessarily constitutes a CPE. The reason is that, given a player plays some (materially) weakly dominated strategy, the reference lottery is also induced by this strategy, which in fact may lead to a smaller net loss than the (materially) weakly dominant strategy. However, as long as the weight that the player attaches to this net loss does not exceed the weight on material utility, i.e., \(\eta(\lambda - 1) \leq 1\), the higher expected material utility associated with the (materially) weakly dominant strategy outweighs any potential reduction in psychological utility.

**Proposition 5.** Suppose that \(\eta(\lambda - 1) \leq 1\) and that \((s^i, s^{-i})\) is a Nash equilibrium in (materially) weakly dominant strategies. Then \((s^i, s^{-i})\) is the unique CPNE.

**Illustration: Equilibrium Behavior for Choice Acclimating Beliefs**

The right panel of Figure 3 shows the set of CPEs of the two drivers in the Chicken game. As implied by Proposition 3, the two pure strategy Nash equilibria of the game also constitute CPNEs. Moreover, Figure 3 also illustrates the non-existence of a mixed strategy CPNE, which is rooted in a loss-averse player’s reluctance to deliberately mix over pure strategies in CPE situations. Even if her opponent plays a mixture between swerving and going straight that induces both actions to be a CPE for a player, she would not be willing to mix between these two pure strategies. Therefore, in contrast to the case
with standard preferences or to situations with fixed expectations, there exist only two CPNEs in the Chicken game.

7. DISCUSSION

7.1. Interpretation of Mixed Strategies and Equilibrium Existence

So far, we have seen that the existence of PNE is a priori not clear and the existence of CPNE may fail even in simple games. Importantly, the possible nonexistence of equilibria relies on the notion that each individual player indeed mixes over her pure strategies. In the last decades, however, there have emerged different views on how to interpret mixed strategies. For example Aumann and Brandenburger (1995) argue that even if every player chooses a definite action other players may not know which one. In their interpretation a probabilistic mixture represents a players’ conjecture about her opponents’ choices and not randomness in her opponents’ strategies. Adopting this notion, a CPNE and a PNE in conjectures necessarily exists. To see this, suppose a player is indifferent between several pure strategies. As her opponents do not know which of these she will play, their conjectures can involve each of these pure strategies and all mixtures between them. As a consequence, the set of feasible conjectures is the convex hull of the set of best responses. Due to the continuous differentiability of utility functions, Kakutani’s fixed point theorem then is applicable and an equilibrium exists.

Along similar lines, Rosenthal (1979) proposes to interpret players not as individuals per se but as large populations of individuals. In a game, randomly drawn individuals, one from each such population, play against each other. In the large population represented by player $i$ a mixture over pure strategies thus is not necessarily generated by individual mixing but may also reflect the distribution of pure strategy choices in that population. If the distributions over pure strategy choices in the populations represented by player $i$’s opponents induce the existence of several pure strategy best replies for the individuals in the population represented by player $i$, each of those individuals is willing to play either one of these best replies. Therefore, when playing against a random draw from player $i$’s population, the individuals in her opponents’ populations can in turn rationally expect to face any mixture between the respective pure strategy best replies. In consequence, playing against a large population is as if playing against a single player that is additionally willing to play any mixture between pure strategy best replies. We conclude that there exists a “large population“ equilibrium if the convex hulls of the best response correspondences intersect. This is again guaranteed by Kakutani’s fixed point theorem such that both a CPNE and a PNE always exist when the large-population interpretation of mixed strategies is applied.\(^\text{18}\)

\(^{18}\)For an example how these interpretations generate additional equilibria reconsider the large population
Remark 1. Following the reinterpretation of mixed strategies proposed by Aumann and Brandenburger (1995) a PNE and a CPNE in conjectures always exist. Similarly, a large population PNE and CPNE à la Rosenthal (1979) always exist.

7.2. Multidimensional Outcomes

Often material outcomes comprise multiple consumption dimensions. For example, winning an auction may come along with a gain in the good dimension from obtaining the object that was for sale and a loss in the money dimension from having to pay the winning bid. Therefore, an important aspect of the behavior of loss-averse agents is how they deal with multidimensional outcomes, in which case a single outcome may simultaneously generate gains and losses along different dimensions. In this section, we show that our results carry over to the case of multidimensional outcomes. Each player $i \in I$ has payoff function $u^i : S \times \Theta \rightarrow U^i \subset \mathbb{R}^R$ which maps any combination of a pure strategy profile $s \in S$ and a random realization of $\theta$ into a payoff vector which comprises $R \geq 2$ different consumption dimensions, $u^i(s, \theta) = (u^i_1(s, \theta), \ldots, u^i_R(s, \theta)) \in \mathbb{R}^R$. $P^i(u|\sigma)$ then describes the probability that utility vector $u$ is realized for player $i$ under the strategy profile $\sigma$. Following Kőszegi and Rabin (2006), material utility and gain-loss utility are assumed to be additively separable over dimensions, yielding overall utility

$$U^i(\sigma^i, \hat{\sigma}^i, \sigma^{-i}) = \sum_{u \in U^i} P^i(u|\sigma^i, \sigma^{-i}) \cdot \sum_{r=1}^R u_r$$

$$+ \sum_{u \in U^i} \sum_{\tilde{u} \in U^i} P^i(u|\sigma^i, \sigma^{-i}) \cdot P^i(\tilde{u}|\hat{\sigma}^i, \sigma^{-i}) \cdot \sum_{r=1}^R \mu(u_r - \tilde{u}_r). \quad (9)$$

The gain-loss utility from multidimensional outcome $u$ when having expected $\tilde{u}$ is determined by comparing material utilities for each dimension separately. Thus, a particular outcome may give rise to mixed feelings if it is associated with losses in some dimensions and with gains in other dimensions.

Nevertheless, the definition of a redundant pure strategy directly carries over to the case of multidimensional outcomes. Moreover, in case of multidimensional outcomes,

interpretation for choice acclimating beliefs in the Chicken game. When applying this logic, there is a third equilibrium which lies at the intersection of the convex hulls of the sets of CPEs. For every individual in the population corresponding to player 1 going straight and swerving are pure strategy CPEs if 19% of the individuals in the population representing player 2 go straight and 81% swerve. In this case, every single individual in player 1’s population may either swerve for sure or go straight for sure. This, in turn, implies that population shares for player 1 that go straight and swerve, respectively, can be exactly such that for each individual in player 2’s population swerving for sure and going straight for sure are both pure strategy CPEs. Overall, this leads to a “large population” CPNE $(\alpha_1, \alpha_2) = (0.19, 0.81)$.

$^{19}$Here we assume a universal gain-loss function $\mu(\cdot)$ that applies to all consumption dimensions. Allowing for dimension-specific gain-loss functions $\mu_1(\cdot), \ldots, \mu_R(\cdot)$ would not change our results qualitatively.
we define a pure strategy to be (weakly) materially dominant if the strategy is (weakly) materially dominant in every dimension. With these slightly amended definitions, the results from Sections 5 and 6 carry over to the case of multidimensional payoffs.

**Proposition 6.** Suppose material payoffs are multidimensional. Then the results from Proposition 1, Proposition 2, Proposition 4, Corollary 1 and Proposition 5 continue to hold.

The fact that our results also hold for multidimensional outcomes is rooted in the separability of utility across dimensions. Adding payoff dimensions does not eliminate but rather strengthens the effects of loss aversion. With regard to the basic case of games without inherent uncertainty, this implies that players with fixed expectations get attached even more strongly to their plans. Consequently, as the following generalization of Proposition 3 shows, more outcomes can be supported in equilibrium.

**Proposition 7.** Suppose there is no draw of nature, \( \Theta = \{ \tilde{\theta} \} \), and all players’ payoffs are multidimensional, \( U_i \subset \mathbb{R}^R \) with \( R \geq 2 \) for all \( i \in \mathcal{I} \). Then the following statements hold:

(i) \( s \in S \) is a CPNE if and only if it is a NE.

(ii) \( s \in S \) is a PNE if it is a NE.

(iii) A pure-strategy profile \( s \in S \) is implementable as PNE for \( \lambda \) sufficiently large if for each \( \tilde{s}^i \neq s^i \), \( i \in \mathcal{I} \), there exists some dimension \( r^i(\tilde{s}^i) = 1, \ldots, R \) such that

\[
\begin{align*}
&u^i_{r^i(\tilde{s}^i)}((s^i, s^{-i}), \tilde{\theta}) > u^i_{r^i(\tilde{s}^i)}((\tilde{s}^i, s^{-i}), \tilde{\theta}).
\end{align*}
\]

Without inherent uncertainty in the game, the logic underlying parts (i) and (ii) of Proposition 7 is the same as for the corresponding statements regarding one-dimensional payoffs in Proposition 3. In contrast to the case of one-dimensional payoffs, however, under multidimensional payoffs a pure strategy combination that is not a Nash equilibrium might form a PNE—cf. Proposition 7(iii). A deviation from some pure strategy yielding lower material utility in at least one dimension creates a loss and thus, it is unattractive for a sufficiently strong degree of loss aversion even if it increases overall material utility. As a consequence, every pure strategy combination such that for every player \( i \in \mathcal{I} \) any unilateral deviation yields lower material utility in at least one consumption dimension can be supported in a PNE. This reveals that the common practice in standard game theory to consolidate different consumption dimensions is not without loss of generality if players are loss averse because PNEs are potentially eliminated.

8. **Conclusion**

This paper provides a comprehensive analysis of the strategic interaction of expectation-based loss-averse players. Taking mixed strategies into account, we show how the equilibrium concepts of Kőszegi and Rabin (2006, 2007) are applicable to strategic multi-player
settings. For loss-averse players the attractiveness of pure strategies is directly influenced by their expectations and, thus, a player’s expected utility is not linear in the mixing probabilities she assigns to her pure strategies. Expectation-based loss-averse players differ in their strategic behavior from players with standard expected-utility preferences in several respects. First, for fixed expectations, loss-averse players are *adaptive* in the sense that mixed strategies may be part of a “best” response of a player for a nontrivial range of opponents’ strategies. Second, loss-averse players are *decisive* with respect to mixed strategies, i.e., for given strategies of the opponents there is at most one mixed “best response”. Third, for choice-acclimating expectations, loss-averse players are *reluctant* to play mixed strategies irrespective of the game.

The strategic behavior has direct implications for resulting equilibria. In two basic cases loss aversion does not affect equilibrium play compared to standard expected utility: first, if there is no inherent uncertainty in the game under consideration and payoffs are one-dimensional; second, if the game is solvable in weakly dominant strategies. This picture changes as soon as either mixed strategy equilibria are studied or uncertainty is involved. In particular, if expectations are choice acclimating, mixed strategy equilibria never exist. If expectations are fixed, on the other hand, players get attached to the strategy that they expected to play even if randomness is involved in the strategy. Thus, mixed strategy equilibria may exist in this case.

This paper paves the way to a variety of further research questions. First, we showed that loss aversion may increase the number of equilibria, particularly if payoffs are multidimensional. Extending the selection criterion *preferred personal equilibrium* (PPE), as proposed in Köszegi and Rabin (2006), to strategic interaction, however, is not as promising as a cursory first glance seems to suggest. More specifically, while it is evident that at least one PE provides maximal expected utility for the individual decision context, it may well be the case that there does not exist a combination of strategies such that all players play their most preferred PE given the other players’ strategies. Thus, it may well be that no PNE survives the straightforward application of PPE to strategic interaction.\(^\text{20}\) It seems interesting—if not necessary—to investigate sensible criteria for equilibrium selection for the equilibrium concepts proposed in Section 4.

Second, we study games with finite action spaces. Some interesting applications like auctions or tournaments, however, involve continuous choice variables like effort choices or money bids, respectively. Although the intuition behind the resulting strategic behavior should be similar in spirit to the insights gathered in this paper, the technical apparatus involved in the derivation is somewhat different. An extension of our results regarding

\(^{20}\) As an example consider a slightly asymmetric matching pennies game, in which the only PNE involves mixed strategies. As shown in the proof of Proposition 4, given the opponent plays her equilibrium strategy, the two pure strategies are also PEs. Since at least one of their pure strategies must constitute a CPE, the mixed PE can never be a PPE and the PNE is not a mutual preferred personal Nash equilibrium.
mixed strategies would allow a more comprehensive study of equilibria in these contexts.
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A. Proofs of Propositions and Lemmas

Proof of Lemma 1. Suppose \( \mathcal{U} \) is an outcome space with \( N \geq 2 \) elements, \( u_1 > u_2 > \ldots > u_N \). Furthermore, let \( L^A = \{p_1^A, p_2^A, \ldots, p_N^A\} \) and \( L^B = \{p_1^B, p_2^B, \ldots, p_N^B\} \) denote two probability distributions over the set \( \mathcal{U} \), where \( p_k^j \) denotes the probability that outcome \( u_k \) is realized under probability distribution \( L^j \) with \( j \in \{A, B\} \). For \( k = 1, \ldots, N \), \( \mathcal{U}(k) = \{u_1, \ldots, u_k\} \) denotes the “truncated” outcome space which contains only the \( k \) highest elements of \( \mathcal{U} \). For \( k = 1, \ldots, N \) and \( j \in \{A, B\} \), \( L^j(k) = (p_1^j(k), \ldots, p_k^j(k)) \) denotes the probability distribution over the truncated outcome space \( \mathcal{U}(k) \) with \( p_n^j(k) = p_n^j \) for \( n < k \) and \( p_k^j(k) = \sum_{n=k}^N p_n^j \). Differentiation of

\[
f(L^A(k), L^B(k)) = \frac{1}{2} \sum_{s=1}^k \sum_{t=1}^k p_s^A(k)p_t^A(k)|u_s - u_t| \]

with respect to \( u_k \) yields

\[
\frac{df(L^A(k), L^B(k))}{du_k} = [p_k^A(k) - p_k^B(k)]^2 \geq 0. \tag{A.1}
\]

For \( k = 1, \mathcal{U}(1) = \{u_1\} \) and the lotteries \( L^A(1) \) and \( L^B(1) \) are degenerate with \( p_1^A(1) = p_1^B(1) = 1 \). In consequence,

\[
f(L^A(1), L^B(1)) = 0.
\]

By (A.1),

\[
f(L^A(k), L^B(k)) \leq f(L^A(k - 1), L^B(k - 1)), \quad \forall k \geq 2, \tag{A.2}
\]

where (A.2) holds with equality if and only if \( p_k^A(k) = p_k^B(k) \). Hence, for \( f(L^A, L^B) = f(L^A(N), L^B(N)) = 0 \) to hold, we must have \( p_k^A(k) = p_k^B(k) \) for all \( k = 1, \ldots, N \). Given that \( p_k^A(t) = p_k^B(t) \) for all \( t = k + 1, \ldots, N \), then \( p_k^A(k) = p_k^B(k) \) if and only if \( p_k^A = p_k^B \). Therefore \( f(L^A, L^B) = 0 \) holds if and only if \( L^A \) and \( L^B \) are identical, i.e., \( p_k^A = p_k^B \) for all \( k = 1, \ldots, N \). Conversely, if \( p_k^A \neq p_k^B \) for some \( k = 1, \ldots, N \), then \( f(L^A, L^B) < 0 \).

Proof of Proposition 1. With \( U^i(\sigma^i, \hat{\sigma}^i, \sigma^{-i}) \) being a linear function of the components of \( \sigma^i \), the derivative of \( U^i(\sigma^i, \hat{\sigma}^i, \sigma^{-i}) \) with respect to \( \sigma^i(s_k^i) \) is linear in the components of \( \hat{\sigma}^i \):

\[
MU_k^i(\hat{\sigma}^i, \sigma^{-i}) := \frac{\partial U^i(\sigma^i, \hat{\sigma}^i, \sigma^{-i})}{\partial \sigma^i(s_k^i)} = q_{k1}(\sigma^{-i})\hat{\sigma}^i(s_1^i) + \ldots + q_{kM^i}(\sigma^{-i})\hat{\sigma}^i(s_{M^i}^i) + b_k(\sigma^{-i})
\]
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with
\[ q^i_{km}(\sigma^{-i}) = \sum_{\theta \in \Theta} Q(\theta) \left\{ \sum_{s^{-i} \in S^{-i}} \left( \prod_{j \in \mathcal{I}_i} \sigma^j(s^j) \right) \left[ \sum_{\theta' \in \Theta} Q(\theta') \left( \sum_{s^{-i} \in S^{-i}} \left( \prod_{j \neq i} \sigma^j(s^j) \right) \mu(u(s^i, s^{-i}), \theta) - u((s^i, \bar{s}^{-i}), \theta)) \right) \right] \right\}, \]

and
\[ b^i_k(\sigma^{-i}) = \sum_{\theta \in \Theta} Q(\theta) \left[ \sum_{s^{-i} \in S^{-i}} \left( \prod_{j \neq i} \sigma^j(s^j) \right) u(s^i, s^{-i}, \theta) \right], \]

where \( S^{-i} = \times_{j \neq i} S^j \). The coefficients \( q^i_{km}(\sigma^{-i}) \) as well as \( b^i_k(\sigma^{-i}) \) are continuous functions of the components of player \( i \)'s opponents’ strategies. Defining \( a^i_{km}(\sigma^{-i}) = q^i_{km}(\sigma^{-i}) - b^i_k(\sigma^{-i}) \), we can rewrite the system of \( M^i \) linear equations that represent player \( i \)'s marginal utilities in matrix notation as follows:
\[
\begin{pmatrix}
MU^i_1(\hat{\sigma}^i, \sigma^{-i}) \\
\vdots \\
MU^i_{M^i}(\hat{\sigma}^i, \sigma^{-i})
\end{pmatrix}
= \begin{pmatrix}
\alpha_{11}(\sigma^{-i}) & \ldots & \alpha_{1M^i}(\sigma^{-i}) \\
\vdots & \ddots & \vdots \\
\alpha_{M^i1}(\sigma^{-i}) & \ldots & \alpha_{M^iM^i}(\sigma^{-i})
\end{pmatrix}
\begin{pmatrix}
\hat{\sigma}^i(s^i_1) \\
\vdots \\
\hat{\sigma}^i(s^i_{M^i})
\end{pmatrix},
\]

where the matrix \( A(\sigma^{-i}) \) depends only on the strategies of player \( i \)'s opponents.

Suppose a mixed strategy \( \hat{\sigma}^i \) with \( |\Gamma(\hat{\sigma}^i)| = m \geq 2 \) is a PE for player \( i \) given her opponents’ strategy profile \( \sigma^{-i} \). W.l.o.g., assume that \( \hat{\sigma}^i \) assigns strictly positive probability to the first \( m \) pure strategies in \( S^i \), i.e., \( \hat{\sigma}^i(s^i_k) > 0 \) for \( k = 1, \ldots, m \) and \( \hat{\sigma}^i(s^i_k) = 0 \) for \( k > m \), where \( \sum_{k=1}^m \hat{\sigma}^i(s^i_k) = 1 \). As described in the text, \( MU^i_k(\hat{\sigma}^i, \sigma^{-i}) \) reflects the attractiveness to play pure strategy \( s^i_k \). Since \( \hat{\sigma}^i \) is assumed to be a PE, \( MU^i_1(\hat{\sigma}^i, \sigma^{-i}) = \ldots = MU^i_m(\hat{\sigma}^i, \sigma^{-i}) = \bar{u} = \max_{k > m} MU^i_k(\hat{\sigma}^i, \sigma^{-i}). \) With \( \hat{\sigma}^i(s^i_k) = 0 \) for \( k > m \), the mixing probabilities \( \hat{\sigma}^i(s^i_1), \ldots, \hat{\sigma}^i(s^i_m) \) are thus a solution of the following system of linear equations:
\[
\begin{pmatrix}
\bar{u} \\
\vdots \\
\bar{u}
\end{pmatrix}
= \begin{pmatrix}
\alpha_{11}(\sigma^{-i}) & \ldots & \alpha_{1m}(\sigma^{-i}) \\
\vdots & \ddots & \vdots \\
\alpha_{m1}(\sigma^{-i}) & \ldots & \alpha_{mm}(\sigma^{-i})
\end{pmatrix}
\begin{pmatrix}
\hat{\sigma}^i(s^i_1) \\
\vdots \\
\hat{\sigma}^i(s^i_m)
\end{pmatrix}.
\]

Based on these observations, we will prove the two parts of the statement in turn.

(i) The proof proceeds in two steps: first, we show that the statement holds if matrix \( A'(\sigma^{-i}) \) has full rank; second, we show that no pure strategy in \( \Gamma(\bar{\sigma}^i) \) being redundant implies full rank of matrix \( A'(\sigma^{-i}) \).

STEP 1: Suppose matrix \( A'(\sigma^{-i}) \) has full rank. Then the system of linear equations in (A.4) has a unique solution, which (by hypothesis) is given by the vector \((\hat{\sigma}^i(s^i_1), \ldots, \hat{\sigma}^i(s^i_m))\)
with \( \sum_{k=1}^{m} \sigma^i(s^i_k) = 1 \). In contradiction to the statement, suppose that there exists a different PE, \( (\tilde{\sigma}^i(s^i_1), \ldots, \tilde{\sigma}^i(s^i_m)) \neq (\sigma^i(s^i_1), \ldots, \sigma^i(s^i_m)) \), that mixes over the same set of pure strategies, i.e., \( \tilde{\sigma}^i(s^i_k) > 0 \) for \( k = 1, \ldots, m \) and \( \tilde{\sigma}^i(s^i_k) = 0 \) for \( k > m \), where \( \sum_{k=1}^{m} \tilde{\sigma}^i(s^i_k) = 1 \). By the logic described above, the vector \( (\tilde{\sigma}^i(s^i_1), \ldots, \tilde{\sigma}^i(s^i_m)) \) solves a system of linear equations

\[
\begin{pmatrix}
\tilde{u} \\
\vdots \\
\tilde{u}
\end{pmatrix} = \begin{pmatrix}
a_{11}(\sigma^{-i}) & \ldots & a_{1m}(\sigma^{-i}) \\
\vdots & & \vdots \\
a_{m1}(\sigma^{-i}) & \ldots & a_{mm}(\sigma^{-i})
\end{pmatrix} \begin{pmatrix}
\tilde{\sigma}^i(s^i_1) \\
\vdots \\
\tilde{\sigma}^i(s^i_m)
\end{pmatrix} = A'(\sigma^{-i})
\]

By full rank of \( A'(\sigma^{-i}) \), we must have \( \tilde{u} \neq \tilde{u} \), because otherwise \( (\tilde{\sigma}^i(s^i_1), \ldots, \tilde{\sigma}^i(s^i_m)) = (\sigma^i(s^i_1), \ldots, \sigma^i(s^i_m)) \). Hence either \( \tilde{u} \) or \( \tilde{u} \) differs from zero. Suppose, that \( \tilde{u} \neq 0 \). In consequence, (A.5) implies that \( (\sigma^i(s^i_1), \ldots, \sigma^i(s^i_m)) = (\frac{\tilde{u}}{u} \sigma^i(s^i_1), \ldots, \frac{\tilde{u}}{u} \sigma^i(s^i_m)) \). But then \( 1 = \sum_{k=1}^{m} \tilde{\sigma}^i(s^i_k) = \frac{\tilde{u}}{u} \sum_{k=1}^{m} \sigma^i(s^i_k) \) implies \( \sum_{k=1}^{m} \tilde{\sigma}^i(s^i_k) \neq 1 \)—a contradiction. The same line of reasoning applies for \( \tilde{u} \neq 0 \).

**STEP 2:** Suppose matrix \( A'(\sigma^{-i}) \) does not have full rank, i.e., one of the row vectors of matrix \( A'(\sigma^{-i}) \) is a linear combination of the other row vectors. Let the \( k \)-th row vector be denoted by \( a_k(\sigma^{-i}) = (a_{k1}(\sigma^{-i}), \ldots, a_{km}(\sigma^{-i})) \). Suppose, w.l.o.g., that the last row vector \( a_m(\sigma^{-i}) \) can be expressed as a linear combination of the row vectors \( a_1(\sigma^{-i}), \ldots, a_{m-1}(\sigma^{-i}) \), i.e., \( a_m(\sigma^{-i}) = \sum_{k=1}^{m-1} \gamma_k a_k(\sigma^{-i}) \) for some numbers \( \gamma_1, \ldots, \gamma_{m-1} \). Therefore

\[
MU^i_m(\hat{\sigma}^i, \sigma^{-i}) = a_{m1}(\sigma^{-i})\hat{\sigma}^i(s^i_1) + \ldots + a_{mm}(\sigma^{-i})\hat{\sigma}^i(s^i_m)
\]

\[
= \left[ \sum_{k=1}^{m-1} \gamma_k a_{k1}(\sigma^{-i}) \right] \hat{\sigma}^i(s^i_1) + \ldots + \left[ \sum_{k=1}^{m-1} \gamma_k a_{km}(\sigma^{-i}) \right] \hat{\sigma}^i(s^i_m)
\]

\[
= \sum_{k=1}^{m-1} \gamma_k \left[ a_{k1}(\sigma^{-i})\hat{\sigma}^i(s^i_1) + \ldots + a_{km}(\sigma^{-i})\hat{\sigma}^i(s^i_m) \right]
\]

\[
= \sum_{k=1}^{m} \gamma_k MU^i_k(\hat{\sigma}^i, \sigma^{-i})
\]

holds for every \( \hat{\sigma}^i \) with \( \Gamma(\hat{\sigma}^i) \subseteq \Gamma(\sigma^i) \). Since \( MU^i_k(\hat{\sigma}^i, \sigma^{-i}) = \tilde{u} \) for \( k = 1, \ldots, m \), this immediately implies \( \sum_{k=1}^{m-1} \gamma_k = 1 \). Since marginal utilities of pure strategies are constant given \( \hat{\sigma}^i \) and \( \sigma^{-i} \), for any \( \sigma^i \) with \( \Gamma(\sigma^i) \subseteq \Gamma(\hat{\sigma}^i) \) we thus have

\[
U^i(\sigma^i, \hat{\sigma}^i, \sigma^{-i}) = MU^i_1(\hat{\sigma}^i, \sigma^{-i})\sigma^i(s^i_1) + \ldots + MU^i_m(\hat{\sigma}^i, \sigma^{-i})\sigma^i(s^i_m)
\]

\[
= \sum_{k=1}^{m} MU^i_k(\hat{\sigma}^i, \sigma^{-i}) \left[ \sigma^i(s^i_k) + x\gamma_k \sigma^i(s^i_m) \right] + MU^i_m(\hat{\sigma}^i, \sigma^{-i})(1-x)\sigma^i(s^i_m),
\]
for all $x \in [0, 1]$. Consider the mixed strategy $\sigma^i_x = (\sigma^i_x(s^i_1), \ldots, \sigma^i_x(s^i_M))$ with

$$\sigma^i_x(s^i_k) = \begin{cases} \hat{\sigma}^i(s^i_k) + \bar{x} \gamma_k \sigma^i_m(s^i_m) & \text{if } k \leq m - 1 \\ (1 - \bar{x}) \hat{\sigma}^i(s^i_m) & \text{if } k = m \\ 0 & \text{if } k > m \end{cases},$$

where

$$\bar{x} = \min \left\{ 1, \min_{k \in \{k \mid 1 \leq k \leq m - 1, \gamma_k < 0\}} \left\{ - \frac{\sigma^i(s^i_k)}{\gamma_k \sigma^i(s^i_m)} \right\} \right\}.$$

Note that $\sum_{k=1}^{m-1} \gamma_k = 1$ implies $\sum_{k=1}^{M} \sigma^i_x(s^i_k) = 1$. By choice of $\bar{x}$, we also have $\sigma^i_x(s^i_k) \geq 0$ for all $k = 1, \ldots, m$ and $\sigma^i_x(s^i_k) = 0$ for at least one $k = 1, \ldots, m$. Overall, strategy $\sigma^i_x$ yields utility $U^i(\sigma^i_x, \hat{\sigma}^i, \sigma^{-i}) = U^i(\hat{\sigma}^i, \hat{\sigma}^i, \sigma^{-i})$ for all $\hat{\sigma}^i$ with $\Gamma(\hat{\sigma}^i) \subseteq \Gamma(\hat{\sigma}^i)$. With

$$GL^i(\sigma^i, \hat{\sigma}^i, \sigma^{-i}) = \sum_{u \in \mathcal{U}^i} \sum_{\bar{u} \in \hat{\mathcal{U}}^i} P^i(u | (\sigma^i, \sigma^{-i})) \cdot P^i(\bar{u} | (\hat{\sigma}^i, \sigma^{-i})) \cdot \mu(u - \bar{u}),$$

we obtain that $U^i(\sigma^i_x, \sigma^i_x, \sigma^{-i}) = U^i(\hat{\sigma}^i, \sigma^i_x, \sigma^{-i})$ if and only if

$$E[L^i(\sigma^i, \sigma^{-i})] - E[L^i(\sigma^i_x, \sigma^{-i})] = GL^i(\sigma^i_x, \sigma^i_x, \sigma^{-i}) - GL^i(\hat{\sigma}^i, \sigma^i_x, \sigma^{-i}). \quad \text{(A.6)}$$

Likewise, $U^i(\hat{\sigma}^i, \hat{\sigma}^i, \sigma^{-i}) = U^i(\sigma^i_x, \hat{\sigma}^i, \sigma^{-i})$ if and only if

$$E[L^i(\sigma^i, \sigma^{-i})] - E[L^i(\sigma^i_x, \sigma^{-i})] = GL^i(\sigma^i_x, \sigma^i_x, \sigma^{-i}) - GL^i(\hat{\sigma}^i, \hat{\sigma}^i, \sigma^{-i}). \quad \text{(A.7)}$$

(A.6) and (A.7) together imply

$$GL^i(\sigma^i_x, \sigma^i_x, \sigma^{-i}) = GL^i(\sigma^i_x, \sigma^i_x, \sigma^{-i}) - GL^i(\sigma^i_x, \sigma^i_x, \sigma^{-i}) + GL^i(\hat{\sigma}^i, \sigma^i_x, \sigma^{-i}) = 0 \quad \text{(A.8)}$$

$$\iff \frac{1}{2} \sum_{u \in \mathcal{U}^i} \sum_{\bar{u} \in \hat{\mathcal{U}}^i} P^i(u | (\hat{\sigma}^i, \sigma^{-i})) \cdot P^i(\bar{u} | (\sigma^i_x, \sigma^{-i})) \cdot |u - \bar{u}| \quad \text{(A.8)}$$

$$- \sum_{u \in \mathcal{U}^i} \sum_{\bar{u} \in \hat{\mathcal{U}}^i} P^i(u | (\sigma^i_x, \sigma^{-i})) \cdot P^i(\bar{u} | (\sigma^i_x, \sigma^{-i})) \cdot |u - \bar{u}| \quad \text{(A.8)}$$

$$+ \frac{1}{2} \sum_{u \in \mathcal{U}^i} \sum_{\bar{u} \in \mathcal{U}^i} P^i(u | (\sigma^i_x, \sigma^{-i})) \cdot P^i(\bar{u} | (\sigma^i_x, \sigma^{-i})) \cdot |u - \bar{u}| = 0.$$

By Lemma 1, this holds if and only if $L^i(\hat{\sigma}^i, \sigma^{-i})$ and $L^i(\sigma^i_x, \sigma^{-i})$ are identical. Let w.l.o.g. the strategy being played with positive probability under $\hat{\sigma}^i$ and with zero probability under $\sigma^i_x$ be $s^i_m$. From $L^i(\hat{\sigma}^i, \sigma^{-i})$ and $L^i(\sigma^i_x, \sigma^{-i})$ being identical it follows that

$$\sum_{j=1}^{m} \sigma^i(s^i_j) L^i(s^i_j, \sigma^{-i}) = \sum_{j=1}^{m-1} \sigma^i_x(s^i_j) L^i(s^i_j, \sigma^{-i})$$

$$\iff L^i(s^i_m, \sigma^{-i}) = \sum_{j=1}^{m-1} \frac{\sigma^i_x(s^i_j) - \sigma^i(s^i_j)}{\sigma^i(s^i_m)} L^i(s^i_j, \sigma^{-i}).$$
The lottery that is induced by the pure strategy being played with zero probability under \( \sigma_i^j \) and with positive probability under \( \hat{\sigma}^i \) is a linear combination of the lotteries that are induced by the other pure strategies being played with positive probability with \( \gamma(s_j^i) = \frac{\sigma_j^i(s_j^i) - \hat{\sigma}^i(s_j^i)}{\hat{\sigma}^i(s_j^i)} \) for \( j = 1, \ldots, m - 1 \) and \( \gamma(s_j^i) = 0 \) for \( j = m \). Hence, pure strategy \( s_m^i \) is redundant.

(ii) By Step 2 of part (i) of this proof, we can conclude that \( A'(\hat{\sigma}^i) \) has full rank. The function \( z(\hat{\sigma}^i, \sigma^{-i}) \), defined by

\[
z(\hat{\sigma}^i, \sigma^{-i}) = \begin{pmatrix}
a_{11}(\sigma^{-i}) & \ldots & a_{1m}(\sigma^{-i}) \\
\vdots & \ddots & \vdots \\
a_{m1}(\sigma^{-i}) & \ldots & a_{mm}(\sigma^{-i})
\end{pmatrix}
\begin{pmatrix}
\hat{\sigma}^i(s_1^i) \\
\vdots \\
\hat{\sigma}^i(s_m^i)
\end{pmatrix}
- \begin{pmatrix}
\bar{u} \\
\vdots \\
\bar{u}
\end{pmatrix} = A'(\sigma^{-i})
\]

is a \( C^1 \) function and its Jacobian with respect to the first \( m \) components of \( \hat{\sigma}^i \) is invertible in an environment of its zero \( \hat{\sigma}^i \). As a consequence of the implicit function theorem there exists a \( C^1 \) function \( g : \Sigma^{-i} \rightarrow \mathbb{R}^m \) such that \( z(g(\sigma^{-i}), \sigma^{-i}) = 0 \) in an environment of \( \sigma^{-i} \). Consider any \( \sigma^{-i}_\epsilon \) such that \( |\sigma^{-i}_\epsilon - \sigma^{-i}| \leq \epsilon \) for some small \( \epsilon > 0 \). By hypothesis, \( MU_1^i(\sigma^{-i}_\epsilon) = \ldots = MU_m^i(\sigma^{-i}_\epsilon) > \max_{k \geq m} MU_k^i(\sigma^{-i}_\epsilon) \), \( \hat{\sigma}^i(s_k^i) \geq 0 \) for \( k \leq m \), and \( \hat{\sigma}^i(s_k^i) = 0 \) for \( k > m \). Then the components of \( g(\sigma^{-i}_\epsilon) \), which we denote by \( (\sigma^i_\epsilon(s_1^i), \ldots, \sigma^i_\epsilon(s_m^i)) \), are also strictly positive. Hence, for the mixed strategy \( \sigma^i_\epsilon = (\sigma^i_\epsilon(s_1^i), \ldots, \sigma^i_\epsilon(s_M^i)) \) with

\[
\sigma^i_\epsilon(s_k^i) = \left\{ \begin{array}{ll}
\frac{\hat{\sigma}^i(s_k^i)}{\sum_{j=1}^{m} \hat{\sigma}^i(s_j^i)} & \text{if } k \leq m \\
0 & \text{if } k > m,
\end{array} \right.
\]

\( A(\sigma^\epsilon^{-i})\sigma^i_\epsilon \) yields a vector of marginal utilities with \( MU_1^i(\sigma^\epsilon^{-i}, \sigma^{-i}_\epsilon) = \ldots = MU_m^i(\sigma^\epsilon^{-i}, \sigma^{-i}_\epsilon) = \frac{\bar{u}}{\sum_{j=1}^{m} \hat{\sigma}^i(s_j^i)} > \max_{k \geq m} MU_k^i(\sigma^\epsilon^{-i}, \sigma^{-i}_\epsilon) \). Thus, \( \sigma^\epsilon \in R(\sigma^{-i}) \) with \( |\Gamma(\sigma^\epsilon)| = m \).

\[ \square \]

**Proof of Proposition 2.** Suppose \( \hat{\sigma}^i \in \Sigma^i \) is a mixed CPE with \( \hat{\sigma}^i(s_k^i) > 0 \) for \( k = 1, \ldots, m \) (where \( m \geq 2 \)) and \( \hat{\sigma}^i(s_k^i) = 0 \) for \( k > m \). (Assuming that player \( i \) mixes over the first \( m \) pure strategies is without loss of generality, because we can always relabel strategies.) Furthermore, for \( 1 \leq m', m'' \leq m \) and \( m' \neq m'' \), let the two strategies \( \sigma_{m'} \) and \( \sigma_{m''} \) be defined by

\[
\sigma_{m'}(s_{m'}^i) = \hat{\sigma}^i(s_{m'}^i) + \hat{\sigma}^i(s_{m''}^i), \quad \sigma_{m'}(s_{m''}^i) = 0, \quad \sigma_{m'}(s_k^i) = \hat{\sigma}^i(s_k^i) \text{ for } k \neq m', m''
\]

and

\[
\sigma_{m''}(s_{m'}^i) = 0, \quad \sigma_{m''}(s_{m''}^i) = \hat{\sigma}^i(s_{m'}^i) + \hat{\sigma}^i(s_{m''}^i), \quad \sigma_{m''}(s_k^i) = \hat{\sigma}^i(s_k^i) \text{ for } k \neq m', m''
\]

respectively. Thus, \( \hat{\sigma}^i \) can be expressed as a convex combination of strategies \( \sigma_{m'} \) and \( \sigma_{m''} \),

\[
\hat{\sigma}^i = \beta \sigma_{m'} + (1 - \beta) \sigma_{m''},
\]
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where \( \beta = \bar{\sigma}^i(s_m^i) /[\tilde{\sigma}^i(s_u^i) + \bar{\sigma}^i(s_m^i)] \). Since

\[
U^i(\bar{\sigma}^i, \tilde{\sigma}^i, \sigma^{-i}) = U^i(\beta \sigma_{m'}, (1 - \beta)\sigma_{m''}, \beta \sigma_{m'} + (1 - \beta)\sigma_{m''}, \sigma^{-i}),
\]

player \( i \) strictly prefers playing either strategy \( \sigma_{m'} \) or \( \sigma_{m''} \) instead of playing \( \bar{\sigma}^i \) if

\[
\begin{split}
\beta U^i(\sigma_{m'}, \sigma_{m'}, \sigma^{-i}) &+ (1 - \beta) U^i(\sigma_{m''}, \sigma_{m''}, \sigma^{-i}) \\
> U^i(\beta \sigma_{m'} + (1 - \beta)\sigma_{m''}, \beta \sigma_{m'} + (1 - \beta)\sigma_{m''}, \sigma^{-i}) \\
\Leftrightarrow &\beta GL^i(\sigma_{m'}, \sigma_{m'}, \sigma^{-i}) + (1 - \beta) GL^i(\sigma_{m''}, \sigma_{m''}, \sigma^{-i}) \\
> &GL^i(\beta \sigma_{m'} + (1 - \beta)\sigma_{m''}, \beta \sigma_{m'} + (1 - \beta)\sigma_{m''}, \sigma^{-i}) \\
= &\beta^2 GL^i(\sigma_{m'}, \sigma_{m'}, \sigma^{-i}) + (1 - \beta)^2 GL^i(\sigma_{m''}, \sigma_{m''}, \sigma^{-i}) \\
+ &\beta (1 - \beta) [GL^i(\sigma_{m'}, \sigma_{m'}, \sigma^{-i}) + GL^i(\sigma_{m''}, \sigma_{m''}, \sigma^{-i})] \\
\Leftrightarrow - &GL^i(\sigma_{m'}, \sigma_{m'}, \sigma^{-i}) + GL^i(\sigma_{m''}, \sigma_{m''}, \sigma^{-i}) \\
+ &GL^i(\sigma_{m''}, \sigma_{m''}, \sigma^{-i}) - GL^i(\sigma_{m''}, \sigma_{m''}, \sigma^{-i}) < 0 \quad (A.13)
\end{split}
\]

By Lemma 1, this last inequality holds if and only if \( P^i(u|\sigma_{m'}, \sigma^{-i}) \neq P^i(u|\sigma_{m''}, \sigma^{-i}) \)

for some \( u \in U_i \). With

\[
P^i(u|\sigma_{m'}, \sigma^{-i}) = \sum_{k=1}^{M_i} \sigma_{m'}(s_k^i) P^i(u|s_k^i, \sigma^{-i})
\]

and

\[
P^i(u|\sigma_{m''}, \sigma^{-i}) = \sum_{k=1}^{M_i} \sigma_{m''}(s_k^i) P^i(u|s_k^i, \sigma^{-i}),
\]

by (A.11) and (A.12) we have

\[
\begin{split}
P^i(u|\sigma_{m'}, \sigma^{-i}) &\neq P^i(u|\sigma_{m''}, \sigma^{-i}) \\
\Leftrightarrow &\sigma_{m'}(s_k^m) P^i(u|s_k^m, \sigma^{-i}) \neq \sigma_{m''}(s_k^m) P^i(u|s_k^m, \sigma^{-i}) \\
\Leftrightarrow &P^i(u|s_k^m, \sigma^{-i}) \neq P^i(u|s_k^m, \sigma^{-i}).
\end{split}
\]

Hence, for \( \bar{\sigma}^i \) to be a CPE it must hold that \( P^i(u|s_m^i, \sigma^{-i}) = P^i(u|s_{m''}, \sigma^{-i}) \) for any outcome \( u \in U_i \). Overall player \( i \) is only willing to mix between two actions if they induce the same lotteries over outcomes. \( \square \)
Proof of Proposition 3. (i) ⇔ (ii): Suppose the pure strategy profile \((s^i, s^{-i})\) constitutes a Nash equilibrium (NE). Player \(i\)'s expected utility from playing and expecting to play some pure strategy \(s_k^i\) equals her material utility outcome under strategy profile \((s_k^i, s^{-i})\) and state of the world \(\hat{\theta}\), i.e., \(U^i(s_k^i, s^{-i}) = u^i((s_k^i, s^{-i}), \hat{\theta})\). By the definition of NE, \(u^i((s^i, s^{-i}), \hat{\theta}) \geq u^i((s_k^i, s^{-i}), \hat{\theta})\) for all \(k = 1, \ldots, M^i\), such that \(U^i(s^i, s^{-i}) \geq U^i(s_k^i, s^{-i})\) for all \(k = 1, \ldots, M^i\). Together with Proposition 2, i.e., the reluctance to play mixed strategies, this implies that the strategy played by player \(i\) in a given pure strategy NE also is a CPE for player \(i\) given the strategies of her opponents. Hence, any pure strategy NE is a CPNE by Definition 2.

Conversely, suppose the pure strategy profile \((s^i, s^{-i})\) constitutes a CPNE. By Definition 2, then \(U^i(s^i, s^{-i}) = U^i(s_k^i, s^{-i})\) for all \(k = 1, \ldots, M^i\), which implies that \(u^i((s^i, s^{-i}), \hat{\theta}) \geq u^i((s_k^i, s^{-i}), \hat{\theta})\) for all \(k = 1, \ldots, M^i\). Thus, the strategy played (and expected to be played) by player \(i\) in a pure strategy CPNE is a Nash best response given her opponents’ strategies. Hence, any pure strategy CPNE is a NE.

(i) ⇔ (iii): Suppose the pure strategy profile \((s^i, s^{-i})\) constitutes a NE. Given player \(i\) expects to play pure strategy \(s^i\), deviating to any other pure strategy \(s_k^i \neq s^i\) cannot be profitable for a loss-averse player. The reason is that she would incur not only (weakly) lower material utility—\(u^i((s^i, s^{-i}), \hat{\theta}) \geq u^i((s_k^i, s^{-i}), \hat{\theta})\) for all \(k = 1, \ldots, M^i\) by definition of NE—but also (weakly) lower psychological utility—she expected to obtain the maximum material utility \(u^i((s^i, s^{-i}), \hat{\theta})\) with certainty. By the same reasoning, deviating to a mixed strategy which involves some pure strategies that yield (weakly) lower material utility also is not profitable, because also psychological utility would be lower as any comparison with the deterministic reference point results in a (weak) loss. Thus, \(U^i(s^i, s^{-i}) \geq U^i(\sigma^i, s^{-i})\) for all \(\sigma^i \in \Sigma^i\), i.e., a strategy played by player \(i\) in a given pure strategy NE also is a PE for player \(i\) given the strategies of her opponents. Hence, any pure strategy NE is a PNE by Definition 1.

Conversely, suppose the pure strategy profile \((s^i, s^{-i})\) constitutes a PNE. Furthermore, in contradiction, suppose that \((s^i, s^{-i})\) does not constitute a NE. Then for some player, say player \(i\), there must be some pure strategy \(s_k^i\) that yields strictly higher material utility than pure strategy \(s^i\) given \(s^{-i}\), i.e., \(u^i(s_k^i, s^{-i}, \hat{\theta}) > u^i(s^i, s^{-i}, \hat{\theta})\). A deviation to pure strategy \(s_k^i\), however, represents a strictly profitable deviation for a loss-averse player \(i\) because it induces strictly higher material utility and also a strictly positive deterministic gain. This, however, contradicts the assumption that strategy profile \((s^i, s^{-i})\) constitutes a PNE. Hence, any pure strategy PNE is a NE. □

Proof of Proposition 4. We prove both parts of the proposition in turn:

(i) We are going to show that \(U^i(s^i, s^i, s^{-i}) \geq U^i(\sigma^i, s^i, s^{-i})\) for all \(\sigma^i \in \Sigma^i\). To this
end, note that
\[
U^i(s^i, s^i, s^{-i}) - U^i(\sigma^i, s^i, s^{-i}) = \sum_{\tilde{s}^i \in \Gamma(s^i)} \sigma^i(\tilde{s}^i) \left\{ \sum_{\theta \in \Theta} Q(\theta) \left[ u^i((s^i, s^{-i}), \theta) - u^i((\tilde{s}^i, s^{-i}), \theta) \right] + \sum_{\tilde{\theta} \in \Theta} Q(\tilde{\theta}) \sum_{\theta \in \Theta} Q(\theta) \left[ \mu \left( u^i((s^i, s^{-i}), \theta) - u^i((\tilde{s}^i, s^{-i}), \tilde{\theta}) \right) - \mu \left( u^i((\tilde{s}^i, s^{-i}), \theta) - u^i((s^i, s^{-i}), \tilde{\theta}) \right) \right] \right\}.
\]
(A.14)

With \( u^i((s^i, s^{-i}), \theta) \geq u^i((\tilde{s}^i, s^{-i}), \theta) \) for all \( \tilde{s}^i \in S^i, s^{-i} \in S^{-i} \), and \( \theta \in \Theta \), it follows that \( U^i(s^i, s^i, s^{-i}) - U^i(\sigma^i, s^i, s^{-i}) \geq 0 \) for all \( \sigma^i \in \Sigma^i \) by \( \mu(\cdot) \) being strictly increasing.

For the reverse direction, it suffices to show that \( U(s^i, \sigma^i, s^{-i}) > U(\sigma^i, \sigma^i, s^{-i}) \) for all \( \sigma^i \in \Sigma^i \setminus \{ s^i \} \). Irrespective of nature’s draw and opponents’ play the deviation to the (materially) weakly dominant strategy yields a weakly higher material utility. Hence, all losses are reduced or turned into gains and all gains are improved. Moreover, given any \( s^{-i} \) there is a strict improvement in at least one gain or loss in material utility for at least one draw of nature. The (materially) weakly dominant strategy is, thus, strictly preferred in terms of expected material and psychological utility.

(ii) Denote by \( L^1(s^i_1, \sigma^2) \) and \( L^1(s^i_2, \sigma^2) \) the payoff lotteries for player 1 that are induced if he plays \( s^i_1 \) and \( s^i_2 \), respectively. Since \( \sigma^i(s^i_1) = 1 - \sigma^i(s^i_2) \), the utility of player one of playing \( \sigma^i \) when expecting to play \( \hat{\sigma}^1 \) is given by:
\[
U^1(\sigma^i, \hat{\sigma}^1, \sigma^2) = \sigma^i(s^i_1) E[L^1(s^i_1, \sigma^2)] + (1 - \sigma^i(s^i_1)) E[L^1(s^i_2, \sigma^2)] + GL^1(\sigma^i, \hat{\sigma}^1, \sigma^2)
\]
\[
= \sigma^i(s^i_1) E[L^1(s^i_1, \sigma^2)] + (1 - \sigma^i(s^i_1)) E[L^1(s^i_2, \sigma^2)]
\]
\[
+ \sigma^i(s^i_1) \hat{\sigma}^1(s^i_1) GL^1(s^i_1, s^i_1, \sigma^2) + (1 - \sigma^i(s^i_1)) \hat{\sigma}^1(s^i_1) GL^1(s^i_2, s^i_1, \sigma^2)
\]
\[
+ \sigma^i(s^i_1) (1 - \hat{\sigma}^1(s^i_1)) GL^1(s^i_1, s^i_2, \sigma^2) + (1 - \sigma^i(s^i_1))(1 - \hat{\sigma}^1(s^i_1)) GL^1(s^i_2, s^i_2, \sigma^2)
\]

Taking the derivative with respect to \( \sigma(s^i_1) \) yields:
\[
\frac{\partial U(\sigma^i, \hat{\sigma}^1, \sigma^2)}{\partial \sigma^i} = E[L^1(s^i_1, \sigma^2)] - E[L^1(s^i_2, \sigma^2)] + \hat{\sigma}^1(s^i_1) GL^1(s^i_1, s^i_1, \sigma^2) - \hat{\sigma}^1(s^i_1) GL^1(s^i_2, s^i_1, \sigma^2)
\]
\[
+ (1 - \hat{\sigma}^1(s^i_1)) GL^1(s^i_1, s^i_2, \sigma^2) - (1 - \hat{\sigma}^1(s^i_1)) GL^1(s^i_2, s^i_2, \sigma^2)
\]
\[
= E[L^1(s^i_1, \sigma^2)] - E[L^1(s^i_2, \sigma^2)] + GL^1(s^i_1, s^i_2, \sigma^2) - GL^1(s^i_2, s^i_2, \sigma^2)
\]
\[
+ \hat{\sigma}^1(s^i_1) [GL^1(s^i_1, s^i_1, \sigma^2) - GL^1(s^i_2, s^i_1, \sigma^2) - GL^1(s^i_2, s^i_2, \sigma^2) + GL^1(s^i_2, s^i_2, \sigma^2)]
\]
(A.15)

Suppose that \( s^i_1 \) and \( s^i_2 \) are not redundant for all \( \sigma^2 \in \Sigma^2 \). By Lemma 1 the coefficient of \( \hat{\sigma}^1(s^i_1) \) is then strictly positive. Whenever \( \partial U(\sigma^i, \hat{\sigma}^1, \sigma^2)/\partial \sigma^i(s^i_1) = 0 \) for some \( \hat{\sigma}^1(s^i_1) \in [0,1] \), player 1 is indifferent between all her mixed strategies given she expects to play \( \hat{\sigma}^1(s^i_1) \). Hence, it is a PE for her to play \( \sigma^i(s^i_1) = \hat{\sigma}^1(s^i_1) \). To characterize the complete set of PEs for player 1, define the function
\[
h(\sigma^2(s^i_1)) = \frac{E[L^1(s^i_2, \sigma^2)] - E[L^1(s^i_1, \sigma^2)] - GL^1(s^i_1, s^i_2, \sigma^2) + GL^1(s^i_2, s^i_2, \sigma^2)}{GL^1(s^i_1, s^i_1, \sigma^2) - GL^1(s^i_2, s^i_1, \sigma^2) - GL^1(s^i_1, s^i_2, \sigma^2) + GL^1(s^i_2, s^i_2, \sigma^2)}
\]
such that \( \partial U(\sigma^1, \dot{\sigma}^1, \sigma^2)/\partial \sigma^1(s^1_1) \geq 0 \) if and only if \( \dot{\sigma}^1(s^1_1) \geq h(\sigma^2(s^2_1)) \). Hence, if \( h(\sigma^2(s^2_1)) \in (0, 1) \), then \( \sigma^1(s^1_1) = h(\sigma^2(s^2_1)) \) is a PE. In this case, also \( \sigma^1(s^1_1) = 0 \) and \( \sigma^1(s^1_1) = 1 \) are both PEs because \( \partial U(\sigma^1, \dot{\sigma}^1, \sigma^2)/\partial \sigma^1(s^1_1) > 0 \) for \( \dot{\sigma}^1(s^1_1) = 1 \) and \( \partial U(\sigma^1, \dot{\sigma}^1, \sigma^2)/\partial \sigma^1(s^1_1) < 0 \) for \( \dot{\sigma}^1(s^1_1) = 0 \). If \( h(\sigma^2(s^2_1)) > 1 \), then \( \partial U(\sigma^1, \dot{\sigma}^1, \sigma^2)/\partial \sigma^1(s^1_1) < 0 \) for \( \dot{\sigma}^1(s^1_1) \in [0, 1] \). Hence, the only PE is \( \sigma^1(s^1_1) = 0 \). Similarly, if \( h(\sigma^2(s^2_1)) < 0 \), \( \partial U(\sigma^1, \dot{\sigma}^1, \sigma^2)/\partial \sigma^1(s^1_1) > 0 \) for \( \dot{\sigma}^1(s^1_1) \in [0, 1] \). Hence, the only PE is \( \sigma^1(s^1_1) = 1 \). Finally, by the same token, if \( h(\sigma^2(s^2_1)) \in \{0, 1\} \), then \( \sigma^1(s^1_1) = 0 \) and \( \sigma^1(s^1_1) = 1 \) are both PEs. The correspondence describing all PEs for player 1 is thus given by:

\[
R^1(\sigma^2(s^2_1)) = \begin{cases} 
0 & \text{if } h(\sigma^2(s^2_1)) > 1 \\
0, h(\sigma^2(s^2_1)), 1 & \text{if } h(\sigma^2(s^2_1)) \in [0, 1] \\
1 & \text{if } h(\sigma^2(s^2_1)) < 0
\end{cases}
\]

Define \( \mathcal{R} = \{(\sigma^2(s^2_1), R^1(\sigma^2(s^2_1))) | \sigma^2(s^2_1) \in [0, 1]\} \). In the next step, we prove that there exists a subset \( \mathcal{L} \subseteq \mathcal{R} \) such that \( \mathcal{L} \) is connected and includes the points \((0, R^1(0))\) and \((1, R^1(1))\). We distinguish three cases. (Case 1 is illustrated in Figure 4.)

**Case 1:** Suppose \( h(0) \geq 1 \). Hence, \( 0 \in R^1(0) \). If \( h(\sigma^2(s^2_1)) \geq 0 \) for all \( \sigma^2(s^2_1) \in [0, 1] \), then \( \mathcal{L} = \{(x, 0) | x \in [0, 1]\} \subseteq \mathcal{R} \) is connected and we are done. Otherwise, if \( h(\sigma^2(s^2_1)) < 0 \) for some value \( \sigma^2(s^2_1) \in (0, 1) \), then there exists \( \sigma^2_{\mathcal{L}} \in (0, 1) \) and \( \sigma^2_{\mathcal{U}} \leq \sigma^2_{\mathcal{L}} \) such that \( \sigma^2_{\mathcal{L}} = \min_{x \in (0, 1)} \{\sigma^2(s^2_1) | h(\sigma^2(s^2_1)) = 0\} \) and \( \sigma^2_{\mathcal{U}} = \max_{x \in (0, 1)} \{\sigma^2(s^2_1) | h(\sigma^2(s^2_1)) = 1\} \). Since \( h(\sigma^2(s^2_1)) \) is a C1 function, the set \( \{(x, 0) | x \in [0, \sigma^2_{\mathcal{L}}]\} \cup \{(x, 1) | x \in [\sigma^2_{\mathcal{U}}, \sigma^2_{\mathcal{L}}]\} \subseteq \mathcal{R} \) is connected. If \( h(\sigma^2(s^2_1)) \leq 1 \) for all \( \sigma^2(s^2_1) \geq \sigma^2_{\mathcal{L}} \), then the set \( \mathcal{L} = \{(x, 0) | x \in [0, \sigma^2_{\mathcal{L}}]\} \cup \{(x, h(x)) | x \in [\sigma^2_{\mathcal{L}}, \sigma^2_{\mathcal{U}}]\} \cup \{(x, 1) | x \in [\sigma^2_{\mathcal{U}}, 1]\} \subseteq \mathcal{R} \) is connected and includes the point \((0, R^1(0))\) as well as \((1, R^1(1))\)—so we are done. Otherwise, if \( h(\sigma^2(s^2_1)) > 1 \) for some value \( \sigma^2(s^2_1) \in (\sigma^2_{\mathcal{L}}, 1) \), then there exists \( \sigma^2_{\mathcal{V}} \in (\sigma^2_{\mathcal{L}}, 1) \) and \( \sigma^2_{\mathcal{W}} \in (\sigma^2_{\mathcal{U}}, 1) \) such that \( \sigma^2_{\mathcal{V}} = \min_{x \in [\sigma^2_{\mathcal{L}}, 1]} \{\sigma^2(s^2_1) | h(\sigma^2(s^2_1)) = 1\} \) and \( \sigma^2_{\mathcal{W}} = \max_{x \in [\sigma^2_{\mathcal{U}}, 1]} \{\sigma^2(s^2_1) | h(\sigma^2(s^2_1)) = 0\} \). The set \( \{(x, 0) | x \in [0, \sigma^2_{\mathcal{L}}]\} \cup \{(x, 1) | x \in [\sigma^2_{\mathcal{U}}, 1]\} \subseteq \mathcal{L} \subseteq \mathcal{R} \) is connected. If \( h(\sigma^2(s^2_1)) \geq 0 \) for all \( \sigma^2(s^2_1) \geq \sigma^2_{\mathcal{W}} \), the set \( \mathcal{L} = \{(x, 0) | x \in [0, \sigma^2_{\mathcal{W}}]\} \cup \{(x, h(x)) | x \in [\sigma^2_{\mathcal{W}}, 1]\} \subseteq \mathcal{L} \subseteq \mathcal{R} \) is connected and includes the point \((0, R^1(0))\) as well as \((1, R^1(1))\)—so we are done. Otherwise, if \( h(\sigma^2(s^2_1)) < 0 \) for some value \( \sigma^2(s^2_1) \in (\sigma^2_{\mathcal{V}}, 1) \), we can proceed in the same way as we did from \( \sigma^2_{\mathcal{L}} \) onward and merge sets in the same manner as before to construct a set \( \mathcal{L} \) that is a connected subset of \( \mathcal{R} \) including the point \((0, R^1(0))\) as well as \((1, R^1(1))\).

**Case 2:** Suppose \( h(0) \leq 0 \). The derivation of the set \( \mathcal{L} \) goes along the same lines as in Case 1, starting right after \( \sigma^2_{\mathcal{L}} \).

**Case 3:** Suppose \( h(0) \in (0, 1) \). If \( h(\sigma^2(s^2_1)) \in (0, 1) \) for all \( \sigma^2(s^2_1) \in [0, 1] \), then the set \( \mathcal{L} = \{(x, h(x)) | x \in [0, 1]\} \subseteq \mathcal{R} \) is a connected set—so we are done. Otherwise, if
Figure 4: Illustration of the construction of the set \( \mathcal{L} \)

\[
h(\sigma^2(s^2_1)) \geq 1 \quad (\leq 0)
\]

for some \( \sigma^2(s^2_1) \in (0, 1] \), then the construction of the set \( \mathcal{L} \) works in analogy to Case 1 (Case 2).

Thus, given that \( s^1_1 \) and \( s^1_2 \) are not redundant, there always exists a connected subset \( \mathcal{L} \subseteq \mathcal{R} \) including some points \((0, R^1(0))\) and \((1, R^1(1))\).

Suppose now \( s^1_1 \) and \( s^1_2 \) are redundant for some strategy \( \tilde{\sigma}^2 \) of player 2. For this strategy of player 2 both pure strategies of player 1 induce the same lotteries and she is indifferent between any mixture over her two pure strategies, i.e., \( \mathcal{R}(\tilde{\sigma}^2(s^2_1)) = [0, 1] \). The construction of the set \( \mathcal{L} \) is then analogous to the case of non-redundant strategies. For every strategy of player 2 for which the pure strategies of player 1 are redundant, however, \( \mathcal{L} = [0, 1] \).

With analogous reasoning applying for player 2, the graphs \((x, R^1(x))\) and \((x, R^2(x))\) must have an intersection in \( \mathbb{R}^2 \). This intersection constitutes a PNE.

\[\square\]

**Proof of Proposition 5.** Suppose that \((s^i, s^{-i})\) is a Nash equilibrium in (materially) weakly dominant strategies. First, we are going to argue that a loss-averse player \( i \) has no strictly profitable deviation such that \((s^i, s^{-i})\) is a CPNE. Thereafter, we are going to show that any strategy profile \((\sigma^i, \sigma^{-i})\) in which some player does not play her (materially) weakly dominant pure strategy with probability one is not a CPNE.

As a preliminary result, we are going to establish that \( U^i(s^i, s^i, \sigma^{-i}) > U^i(\hat{s}^i, \hat{s}^i, \sigma^{-i}) \) for all \( \hat{s}^i \in S^i/\{s^i\} \) and \( \sigma^{-i} \in \Sigma^{-i} \). To this end, we denote by \( \chi((\hat{s}^{-i}, \hat{\theta})|\sigma^{-i}) := Q(\hat{\theta}) (\Pi_{j \neq i} \sigma^j(\hat{s}^j)) \) the probability that the particular combination of player \( i \)'s opponents’
strategy profile \( \hat{s}^{-i} = (\hat{s}^i)_{j \neq i} \) and the state of the world \( \hat{\theta} \) is realized. Furthermore, define \( \mathcal{X} := \Sigma^{-i} \times \Theta \). Then

\[
U^i(\tilde{s}^i, \hat{s}^i, \sigma^{-i}) = \sum_{(\tilde{s}^{-i}, \hat{\theta}) \in \mathcal{X}} \chi((\tilde{s}^{-i}, \hat{\theta})|\sigma^{-i})u^i((\tilde{s}^i, \hat{s}^{-i}), \hat{\theta}) - \frac{\eta(\lambda - 1)}{2} \sum_{(\tilde{s}^{-i}, \hat{\theta}) \in \mathcal{X}} \chi((\tilde{s}^{-i}, \hat{\theta})|\sigma^{-i}) \sum_{(\tilde{s}^{-i}, \hat{\theta}) \in \mathcal{X}} \chi((\tilde{s}^{-i}, \hat{\theta})|\sigma^{-i})|u^i((\tilde{s}^i, \hat{s}^{-i}), \hat{\theta}) - u^i((\tilde{s}^i, \hat{s}^{-i}), \hat{\theta})|.
\]

(A.16)

Defining \( \mathcal{X}_+(\tilde{s}^{-i}, \hat{\theta}) \equiv \{(\tilde{s}^{-i}, \hat{\theta}) \neq (\tilde{s}^{-i}, \hat{\theta})|u^i((s^i, \hat{s}^{-i}), \hat{\theta}) \geq u^i((s^i, \hat{s}^{-i}), \hat{\theta}) \} \) and \( \mathcal{X}_-(\tilde{s}^{-i}, \hat{\theta}) \equiv \{(\tilde{s}^{-i}, \hat{\theta})|u^i((s^i, \hat{s}^{-i}), \hat{\theta}) < u^i((s^i, \hat{s}^{-i}), \hat{\theta}) \} \), differentiation of (A.16) yields

\[
\frac{dU^i(\tilde{s}^i, \hat{s}^i, \sigma^{-i})}{du^i((\tilde{s}^i, \hat{s}^{-i}), \hat{\theta})} = \chi((\tilde{s}^{-i}, \hat{\theta})|\sigma^{-i}) \left\{ 1 - \eta(\lambda - 1) \left[ \sum_{(\tilde{s}^{-i}, \hat{\theta}) \in \mathcal{X}_+(\tilde{s}^{-i}, \hat{\theta})} \chi((\tilde{s}^{-i}, \hat{\theta})|\sigma^{-i}) - \sum_{(\tilde{s}^{-i}, \hat{\theta}) \in \mathcal{X}_-(\tilde{s}^{-i}, \hat{\theta})} \chi((\tilde{s}^{-i}, \hat{\theta})|\sigma^{-i}) \right] \right\}.
\]

(A.17)

Together \( \sum_{(\tilde{s}^{-i}, \hat{\theta}) \in \mathcal{X}_+(\tilde{s}^{-i}, \hat{\theta})} \chi((\tilde{s}^{-i}, \hat{\theta})|\sigma^{-i}) - \sum_{(\tilde{s}^{-i}, \hat{\theta}) \in \mathcal{X}_-(\tilde{s}^{-i}, \hat{\theta})} \chi((\tilde{s}^{-i}, \hat{\theta})|\sigma^{-i}) \leq 1 - \chi((\tilde{s}^{-i}, \hat{\theta})|\sigma^{-i}) \) and \( \eta(\lambda - 1) \leq 1 \) imply that

\[
\frac{dU^i(\tilde{s}^i, \hat{s}^i, \sigma^{-i})}{du^i((\tilde{s}^i, \hat{s}^{-i}), \hat{\theta})} > 0.
\]

With \( s^i \) being (materially) weakly dominant, we have \( u^i((s^i, \hat{s}^{-i}), \hat{\theta}) \geq u^i((\tilde{s}^i, \hat{s}^{-i}), \hat{\theta}) \) for all \( (\tilde{s}^i, \hat{s}^{-i}) \in S^i \times S^{-i} \) and \( \hat{\theta} \in \Theta \), where for each \( (\tilde{s}^i, \hat{s}^{-i}) \in S^i \times S^{-i} \) the inequality is strict for some \( \hat{\theta} \in \Theta \). It then follows from (A.17) that \( U^i(s^i, s^i, \sigma^{-i}) > U^i(\tilde{s}^i, \hat{s}^i, \sigma^{-i}) \).

Now, consider the Nash equilibrium in (materially) weakly dominant strategies \((s^i, s^{-i})\). As we showed before (by setting \( \sigma^{-i} = s^{-i} \)), there is no profitable pure strategy deviation for player \( i \). Furthermore, as we established in the proof of Proposition 2, player \( i \)'s expected utility from playing some mixed strategy \( \sigma^i \) is at most as large as her maximum expected utility from that mixed strategy’s pure strategy components, which themselves do not constitute profitable deviations. Hence, given her opponents play their (materially) weakly dominant strategies \( s^{-i}, s^i \) is a best response for player \( i \), such that \((s^i, s^{-i})\) is a CPNE.

Finally, suppose there exists some CPNE \((\tilde{\sigma}^i, \tilde{\sigma}^{-i})\) different from \((s^i, s^{-i})\). Since \((\tilde{\sigma}^i, \tilde{\sigma}^{-i})\) differs from \((s^i, s^{-i})\), there must exist some player, say player \( i \), who does not play her (materially) weakly dominant pure strategy \( s^i \) with certainty. If player \( i \) plays some pure strategy \( \tilde{s}^i \neq s^i \), then playing \( s^i \) is a strictly profitable deviation (see above). If player \( i \) plays a mixed strategy, then, for this mixture to be a CPE, she has to randomize only over pure strategies that induce the same probabilistic consequences—cf. Proposition 2. The probabilistic consequences of player \( i \)'s (materially) weakly dominant strategy \( s^i \), however, are unique; i.e., \( L^i(s^i, \sigma^{-i}) \neq L^i(\tilde{s}^i, \sigma^{-i}) \) for all \( \tilde{s}^i \neq s^i \). Therefore, if player \( i \) plays a mixed strategy in the CPNE, this mixed strategy must not involve \( s^i \). But then
playing $s^i$ is a strictly profitable deviation for player $i$, because, as follows from the proof of Proposition 2, the expected utility from playing some mixed strategy is at most as large as the maximum expected utility from that mixed strategy’s pure strategy components. Thus, overall, $(\tilde{\sigma}^i, \tilde{\sigma}^{-i})$ is not a CPNE.
B. For Online Publication

Proof of Proposition 6. We will show that the results from Proposition 1, Proposition 2, Proposition 4, Corollary 1 and Proposition 5 remain to hold in turn:

Regarding Proposition 1 for multidimensional outcomes:

(i) The coefficients \( q_{km}^i(\sigma^{-i}) \) for multidimensional outcomes differ from their counterparts for one-dimensional outcomes only in the sense that every comparison of of two outcomes is replaced by a sum of possible gains and losses instead of just one gain or loss. In the same way, the coefficients \( b_k(\sigma^{-i}) \) only differ in the sense that the material utility from an outcome is replaced by a sum over material utilities in different dimensions. Continuity of the coefficients, however, is maintained and therefore the matrix \( A(\sigma^{-i}) \) for multidimensional outcomes has qualitatively identical properties to the one for one-dimensional outcomes.

Step 1 from the proof follows directly. It remains to show that non-redundancy of all pure strategies contained in \( \Gamma(\bar{\sigma}^i) \) implies full rank of matrix \( A'(\sigma^{-i}) \)—cf. Step 2—which boils down to showing that one pure strategy contained in \( \Gamma(\bar{\sigma}^i) \) is redundant given that

\[
GL(\sigma_2^i, \bar{\sigma}^i, \sigma^{-i}) - GL(\bar{\sigma}^i, \bar{\sigma}^i, \sigma^{-i}) - GL(\sigma_2^i, \sigma_2^i, \sigma^{-i}) + GL(\bar{\sigma}^i, \sigma_2^i, \sigma^{-i}) = 0
\]

\[
\iff \frac{1}{2} \sum_{u \in U} \sum_{\tilde{u} \in U} P_i(u | (\bar{\sigma}^i, \sigma^{-i})) \cdot P_i(\tilde{u} | (\bar{\sigma}^i, \sigma^{-i})) \cdot \sum_{r=1}^{R} |u_r - \tilde{u}_r| - \sum_{u \in U} \sum_{\tilde{u} \in U} P_i(u | (\bar{\sigma}^i, \sigma^{-i})) \cdot P_i(\tilde{u} | (\sigma_2^i, \sigma^{-i})) \cdot \sum_{r=1}^{R} |u_r - \tilde{u}_r| + \frac{1}{2} \sum_{u \in U} \sum_{\tilde{u} \in U} P_i(u | (\sigma_2^i, \sigma^{-i})) \cdot P_i(\tilde{u} | (\sigma_2^i, \sigma^{-i})) \cdot \sum_{r=1}^{R} |u_r - \tilde{u}_r| = 0 \tag{B.1}
\]

holds, which is the analogue to (A.8) for multidimensional outcomes. Let \( \Lambda^i_r(u) = \{(s, \theta) \in S \times \Theta \mid u^i_r(s, \theta) = u\} \) denote the set of \((s, \theta)\) combinations that result in some specific payoff \( u_r \in U^i_r \) for player \( i \in I \) in dimension \( r \). The probability of \( u_r \) being realized for player \( i \) given the strategies \( \sigma^i \) and \( \sigma^{-i} \) then is \( P^i(u_r | \sigma) = \sum_{(s, \theta) \in \Lambda^i_r(u)} Q(\theta) \Pi_{j=1}^{R} \sigma^j(s^j) \) and (B.1) can be rewritten equivalently as

\[
\sum_{r=1}^{R} \left[ \frac{1}{2} \sum_{u_r \in U^i_r} \sum_{\tilde{u}_r \in U^i_r} P_i(u_r | (\bar{\sigma}^i, \sigma^{-i})) \cdot P_i(\tilde{u}_r | (\bar{\sigma}^i, \sigma^{-i})) \cdot |u_r - \tilde{u}_r| - \sum_{u_r \in U^i_r} \sum_{\tilde{u}_r \in U^i_r} P_i(u_r | (\bar{\sigma}^i, \sigma^{-i})) \cdot P_i(\tilde{u}_r | (\sigma_2^i, \sigma^{-i})) \cdot |u_r - \tilde{u}_r| + \frac{1}{2} \sum_{u_r \in U^i_r} \sum_{\tilde{u}_r \in U^i_r} P_i(u_r | (\sigma_2^i, \sigma^{-i})) \cdot P_i(\tilde{u}_r | (\sigma_2^i, \sigma^{-i})) \cdot |u_r - \tilde{u}_r| \right] = 0
\]

By Lemma 1, this holds true if and only if the lotteries over material utility outcomes induced by \( \bar{\sigma}^i \) and \( \sigma_2^i \) are identical for every dimension \( r = 1, \ldots, R \). Then the lottery
that is induced by the pure strategy being played with zero probability under $\sigma^i_x$ and with positive probability under $\bar{\sigma}^i$ is a linear combination of the lotteries that are induced by the other pure strategies being played with positive probability for every dimension. Note that the weights of the linear combination have to be identical for every dimension since they are determined solely by $\bar{\sigma}^i$ and $\sigma^i_x$. Thus, the lottery over multidimensional outcomes induced by the pure strategy being played with probability zero under $\sigma^i_x$ is a linear combination of the lotteries that are induced by the other pure strategies being played with positive probability, implying redundancy of $\sigma^i_x$.

(ii) The matrix $A^i(\sigma^{-i})$ for the case of multidimensional outcomes does not qualitatively differ from the matrix for the case of one-dimensional outcomes and hence, the proof is identical to the proof of Proposition 1(ii).

Regarding Proposition 2 for multidimensional outcomes:

The proof for multidimensional outcomes equals the proof of Proposition 2 up to (A.13), where multidimensionality has to be considered. Denoting the probability of $u_r$ being realized for player $i$ given the strategies $\sigma^i$ and $\sigma^{-i}$ by $P^i(u_r|\sigma^i, \sigma^{-i})$, the analogue to (A.13) for multidimensional outcomes is

$$
\beta U^i(\sigma_{m'}, \sigma_{m'}, \sigma^{-i}) + (1 - \beta)U^i(\sigma_{m''}, \sigma_{m''}, \sigma^{-i}) >
U^i(\beta \sigma_{m'} + (1 - \beta)\sigma_{m''}, \beta \sigma_{m'} + (1 - \beta)\sigma_{m''}, \sigma^{-i})
$$

$$
\Leftrightarrow \sum_{r=1}^{R} \left[ \frac{1}{2} \sum_{u_r \in U^i_r} \sum_{\bar{u}_r \in U^i_r} P^i(u_r|(\sigma^i_{m'}, \sigma^{-i})) \cdot P^i(\bar{u}_r|(\sigma^i_{m'}, \sigma^{-i})) \cdot |u_r - \bar{u}_r| 
- \sum_{u_r \in U^i_r} \sum_{\bar{u}_r \in U^i_r} P^i(u_r|(\sigma^i_{m'}, \sigma^{-i})) \cdot P^i(\bar{u}_r|(\sigma^i_{m'}, \sigma^{-i})) \cdot |u_r - \bar{u}_r| 
+ \frac{1}{2} \sum_{u_r \in U^i_r} \sum_{\bar{u}_r \in U^i_r} P^i(u_r|(\sigma_{m'}, \sigma^{-i})) \cdot P^i(\bar{u}_r|(\sigma_{m'}, \sigma^{-i})) \cdot |u_r - \bar{u}_r| \right] < 0.
$$

By Lemma 1, this last inequality holds if and only if

$$
P^i(u_r|\sigma_{m'}, \sigma^{-i}) \neq P^i(u_r|\sigma_{m''}, \sigma^{-i})
\Leftrightarrow P^i(u_r|s_{m'}, \sigma^{-i}) \neq P^i(u_r|s_{m''}, \sigma^{-i})
$$

for some $u_r \in U^i_r$. Hence, for $\bar{\sigma}^i$ to be a CPE $P^i(u_r|s_{m'}, \sigma^{-i}) = P^i(u_r|s_{m''}, \sigma^{-i})$ must hold true in every dimension $r = 1, \ldots, R$ for each outcome $u_r \in U^i_r$. Overall player $i$ is only willing to mix between two actions if they induce the same lotteries over utility vectors.

Regarding Proposition 4 for multidimensional outcomes:

(i) Define $U^i_r(\sigma^i, \bar{\sigma}^i, \sigma^{-i})$ as the expected utility derived in dimension $r$ from playing $\sigma^i$ and having expected to play $\bar{\sigma}^i$ given $\sigma^{-i}$. $U^i(\sigma^i, \bar{\sigma}^i, \sigma^{-i})$ is additively separable across dimensions, i.e., $U^i(\sigma^i, \bar{\sigma}^i, \sigma^{-i}) = \sum_{r=1}^{R} U^i_r(\sigma^i, \bar{\sigma}^i, \sigma^{-i})$. Hence, according to the proof of Proposition 4(i), $U^i_r(s^i, s^i, s^{-i}) \geq U^i_r(s^i, s^i, s^{-i})$ for all $\sigma^i \in \Sigma^i$. 
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and any \( r = 1, \ldots, R \). It follows directly that \( U^i(s^i, s^i, s^{-i}) \geq U^i(\sigma^i, s^i, s^{-i}) \) for all \( \sigma^i \in \Sigma^i \). For the reverse direction, according to the proof of Proposition 4(i), we have \( U^i(s^i, \sigma^i, \sigma^{-i}) > U^i(\sigma^i, \sigma^i, \sigma^{-i}) \) for all \( \sigma^i \in \Sigma^i \setminus \{s^i\} \) and any \( r = 1, \ldots, R \), which implies \( U^i(s^i, \sigma^i, \sigma^{-i}) > U^i(\sigma^i, \sigma^i, \sigma^{-i}) \) for all \( \sigma^i \in \Sigma^i \setminus \{s^i\} \).

(ii) The proof is identical to the proof of Proposition 4(ii).

Regarding Corollary 1 for multidimensional outcomes:

(i) The result follows directly from the fact that Proposition 2 continues to hold for multidimensional payoffs.

(ii) The result follows from Corollary 1(i) together with Proposition 7(i).

Regarding Proposition 5 for multidimensional outcomes:

According to the proof of Proposition 5, \( U^i_r(s^i, s^i, s^{-i}) \geq U^i_r(\sigma^i, \sigma^i, s^{-i}) \) for all \( \sigma^i \in \Sigma^i \) and any \( r = 1, \ldots, R \). It follows directly that \( U^i(s^i, s^i, s^{-i}) \geq U^i(\sigma^i, \sigma^i, s^{-i}) \) for all \( \sigma^i \in \Sigma^i \). For the reverse direction, according to the proof of Proposition 5 we have \( U^i_r(s^i, \sigma^i, \sigma^{-i}) > U^i_r(\sigma^i, \sigma^i, \sigma^{-i}) \) for all \( \sigma^i \in \Sigma^i \setminus \{s^i\} \) and any \( r = 1, \ldots, R \), which implies \( U^i(s^i, \sigma^i, \sigma^{-i}) > U^i(\sigma^i, \sigma^i, \sigma^{-i}) \) for all \( \sigma^i \in \Sigma^i \setminus \{s^i\} \).

\( \square \)

**Proof of Proposition 7.** (i) The proof is identical to the corresponding proof of Proposition 3.

(ii) Suppose pure strategy \( s^i_k \) is a Nash best response to \( s^{-i} \). A deviation to any strategy profile \( \sigma^i \in \Sigma^i \) yields a weakly lower expected material utility. In addition, it creates possible gains and losses, where the overall size of losses dominates the overall size of gains. With losses looming larger than gains, no deviation from a Nash best response can be profitable for a loss-averse player.

(iii) Suppose that for each \( \tilde{s}^i \in S^i \setminus \{s^i\} \), where \( i \in I \), there exists \( r^i(\tilde{s}^i) \) such that \( v_{r^i(\tilde{s}^i)}((\tilde{s}^i, s^{-i}), \tilde{\theta}) < u_{r^i}((s^i, s^{-i}), \tilde{\theta}) \). For \( \lambda \) sufficiently large, the impact of the loss in dimension \( r^i(\tilde{s}^i) \) caused by the unilateral deviation from \( s^i \) to \( \tilde{s}^i \) dominates possible gains in other dimensions and a potentially higher material utility, such that \( U^i(s^i, s^i, s^{-i}) \geq U^i(\tilde{s}^i, s^i, s^{-i}) \) for all \( \tilde{s}^i \in S^i \) holds for all players \( i \in I \). Therefore \( s \) can be implemented in a PNE for \( \lambda \) sufficiently large.

\( \square \)