Celbis, Guney; Nijkamp, Peter; Poot, Jacques

Article
Infrastructure and Trade: A Meta-Analysis

REGION

Provided in Cooperation with:
European Regional Science Association (ERSA)

Suggested Citation: Celbis, Guney; Nijkamp, Peter; Poot, Jacques (2015) : Infrastructure and Trade: A Meta-Analysis, REGION, ISSN 2409-5370, European Regional Science Association (ERSA), Louvain-la-Neuve, Vol. 1, Iss. 1, pp. 25-64, http://openjournals.wu.ac.at/ojs/index.php/region/article/view/25

This Version is available at:
http://hdl.handle.net/10419/110933

Terms of use:
Documents in EconStor may be saved and copied for your personal and scholarly purposes.

You are not to copy documents for public or commercial purposes, to exhibit the documents publicly, to make them publicly available on the internet, or to distribute or otherwise use the documents in public.

If the documents have been made available under an Open Content Licence (especially Creative Commons Licences), you may exercise further usage rights as specified in the indicated licence.

http://creativecommons.org/licenses/by-nc/4.0
Infrastructure and Trade: A Meta-Analysis*

Mehmet Guney Celbis¹, Peter Nijkamp², Jacques Poot³

¹ UNU-MERIT, Maastricht Graduate School of Governance, Maastricht University, Maastricht, The Netherlands. E-mail: celbis@merit.unu.edu
² Department of Spatial Economics, Free University of Amsterdam, Amsterdam, The Netherlands. E-mail: p.nijkamp@vu.nl
³ National Institute of Demographic and Economic Analysis, University of Waikato, Hamilton, New Zealand. E-mail: jpoot@waikato.nz

Received: 16 July 2014/Accepted: 17 December 2014

Abstract. Low levels of infrastructure quality and quantity can create trade impediments through increased transport costs. Since the late 1990s, an increasing number of trade studies have taken infrastructure into account. The purpose of the present paper is to quantify the importance of infrastructure for trade by means of meta-analysis and meta-regression techniques that synthesize various studies. The type of infrastructure that we focus on is mainly public infrastructure in transportation and communication. We examine the impact of infrastructure on trade by means of estimates obtained from 36 primary studies that yielded 542 infrastructure elasticities of trade. We explicitly take into account that infrastructure can be measured in various ways and that its impact depends on the location of the infrastructure. We estimate several meta-regression models that control for observed heterogeneity in terms of variation across different methodologies, infrastructure types, geographical areas and their economic features, model specifications, and publication characteristics. Additionally, random effects account for between-study unspecified heterogeneity, while publication bias is explicitly addressed by means of the Hedges model. After controlling for these issues, we find that a 1 percent increase in own infrastructure increases exports by about 0.6 percent and imports by about 0.3 percent. Such elasticities are generally larger for developing countries, land infrastructure, IV or panel data estimation, and macro-level analyses. They also depend on the inclusion or exclusion of various common covariates in trade regressions.
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1 Introduction

The export-led growth hypothesis,¹ and the underlying reasons of persistent trade deficits have been well researched and debated by academics and policymakers. Within the context of free trade, ways to increase competitiveness other than through exchange rate interventions, tariffs, and quotas have been attracting interest. The reduction of transport costs is arguably the most emphasized such method. Formally, transport costs are seen as a determining factor of trade flows in the gravity model of trade. Regarding this relationship between transport costs and trade, Volpe Martincus et al. (2014, 149) state “the extent to which these costs matter is, however, far less well-established.” As a result, with respect to transport costs, the effects of trade-related infrastructure on trade flows have increasingly become a focal point in studies examining the trade performance of countries and regions in recent years.

The present study uses meta-analysis and meta-regression techniques to synthesize various “quantitative opinions” (Poot 2014) that can be found in the trade literature. The type of infrastructure that we focus on is mainly public infrastructure in transportation and communication. Our meta-analysis has several attributes. First, because all estimated effects are in the form of comparable elasticities, we can calculate precision-weighted averages of the likely impact of a given percentage increase in transportation infrastructure, broadly interpreted, on a country’s trade. Second, we show that this likely impact is larger in developing countries and is expected to be trade balance-enhancing. Third, we show how such weighted average estimates from the literature are linked to a wide range of study features. Fourth, the systematic analysis of all studies conducted to date can provide a platform for designing new primary studies. Fifth, our meta-regression analysis is more transparent and replicable than a conventional narrative literature review. The data used in this study and the Stata code can be downloaded from http://merit.unu.edu/staff/celbis/.

Infrastructure is a multidimensional concept that is measured in various ways: both in relation to trade performance, and in estimating its impact on growth, welfare, efficiency, and other types of economic outcomes. As will be seen in our literature survey, empirical research often defines infrastructure as a portfolio of components, meaningful only in an integrated sense. Consequently, a wide range of approaches exists in the literature regarding the conceptualization and classification of infrastructure. Martin, Rogers (1995, 336) define public infrastructure as “any facility, good, or institution provided by the state which facilitates the juncture between production and consumption. Under this interpretation, not only transport and telecommunications but also such things as law and order qualify as public infrastructure.” In this study, we focus exclusively on models that estimate the impacts of indicators of transportation and communication infrastructure. Recognizing the “collective” nature of infrastructure, we pay specific attention to variation in effect size in terms of the way in which infrastructure is measured in the primary studies. Nonetheless, the remaining types of public infrastructure such as rule of law, regulatory quality, etc. are to some extent considered by controlling for such attributes in the meta-regression models employed in this study.

We collected a large number of research articles that use regression analysis with at least one transportation and/or communication infrastructure-related factor among the explanatory variables, and a dependent variable that represents either export or import volumes or sales. These papers have been collected by means of academic search engines and citation tracking. Our search yielded 36 articles published between 1999 and 2012, which provided sufficiently compatible information for meta-analytical methods. These papers are broadly representative of the literature in this area. Section 5 describes the selection of primary studies and coding of data.

The rest of this paper is structured as follows: Section 2 provides a short narrative literature survey. The theoretical model that underlies most regression models of merchandise trade flows and the implications for meta-regression modeling are outlined in Section 3. The meta-analytic methodology is briefly described in Section 4. The data

¹The export-led growth hypothesis argues that the growth of exports stimulates an economy through technological spillovers and other externalities (Marin 1992)
are discussed in Section 5, which is followed by descriptive analysis in Section 6, and meta-regression modeling in Section 7. Section 8 presents some final remarks.

2 Literature review

The broad literature on infrastructure and trade provides certain stylized facts: the relative locations of trade partners and the positioning of infrastructure, together with the trajectories of trade, can be seen as integral features that play a role in the relationship between infrastructure and trade flows. The location of physical infrastructure and the direction of trade strongly imply a spatial dimension to the relationship and can be subject to various costs that are closely linked with space, infrastructure quality, and availability. Thus, the relationship in question is usually assessed in relation to space and trade costs. For instance, Donaghy (2009, 66) states that “trade, international or interregional, is essentially the exchange of goods and services over space. By definition, then, it involves transportation and, hence, some transaction costs.” The history of the analysis of transport cost impacts on starts with von Thünen (1826), and is later elaborated by Samuelson (1952, 1954), Mundell (1957), Geraci, Prewo (1977), Casas (1983), Bergstrand (1985) and others. Recently, the specific role of infrastructure in trade has been attracting increasing attention. The relationship has become more prominent in the trade literature, especially after seminal studies such as Bougheas et al. (1999) and Limao, Venables (2001), who empirically demonstrate that infrastructure plays an important role in determining transport costs.

Nevertheless, pinpointing the exact impact of infrastructure on trade remains a challenge. The range of estimates found in the literature is wide. This may be due to numerous factors such as the relevant geographical characteristics, interrelations of different infrastructure types, infrastructure capacity utilization, and study characteristics. Additionally there are challenges in the ways in which infrastructure is defined. Bouet et al. (2008, 2) draw attention to this by stating:

Quantifying the true impact of infrastructure on trade however is difficult mainly because of the interactive nature of different types of infrastructure. Thus, the impact of greater telephone connectivity depends upon the supporting road infrastructure and vice versa. Most importantly, the precise way this dependence among infrastructure types occurs is unknown and there does not exist any a priori theoretical basis for presuming the functional forms for such interactions.

Thus, the infrastructure effects may be non-linear and may need to be explored by taking account of the interactions of different infrastructure types. Additionally, Portugal-Perez, Wilson (2012) draw attention to the possibility of infrastructure satiation in their results from a sample of 101 countries. They find that the impact of infrastructure enhancements on export performance is decreasing in per capita income while information and communication technology is increasingly influential for wealthier countries, implying diminishing returns to transport infrastructure.

Another question that arises in assessing the impact of infrastructure on trade is the asymmetry in the impact of infrastructure in the two directions of bilateral trade. In this regard, Martinez-Zarzoso, Nowak-Lehmann (2003) examine the EU-Mercosur bilateral trade flows and conclude that investing in a trade partner’s infrastructure is not beneficial because only the exporter’s infrastructure enhances trade. This result is not universal, however. Limao, Venables (2001) consider importer, exporter, and transit countries’ levels of infrastructure separately and conclude that each of these dimensions of infrastructure positively affect bilateral trade flows. Similarly, Grigoriou (2007) concludes that – based on results obtained from a sample of 167 countries – road construction within a landlocked country may not be adequate to enhance trade because transit country infrastructure, bargaining power with transit countries, and transport costs also play important roles in trade performance.

Additionally, the impact of infrastructure may not be symmetric for trade partners who have different economic characteristics. For example, Longo, Sekkat (2004) find that
both exporter and importer infrastructure play a significant role in intra-African trade. These authors do not, however, find a significant infrastructure impact regarding trade flows between Africa and major developed economies. In another study on intra-African trade, Njinkeu et al. (2008) conclude that port and services infrastructure enhancement seem to be a more useful tool in improving trade in this region than other measures.

Another issue is that infrastructure specific to one geographical part of an economy may affect exports or imports at another location within the same economy. If the two locations are relatively far apart, this may yield unreliable results when broad regions are the spatial unit of measurement. Smaller spatial units of analysis may then be beneficial; however, subnational-level studies on the impact of infrastructure on trade are relatively rare. Wu (2007) provides evidence from Chinese regions and finds a positive impact of infrastructure (measured as total length of highways per square kilometer of regional area) on export performance. Similarly, in another sub-national level study, Granato (2008) examines the export performance of Argentinean regions to 23 partner countries. The author finds that transport costs and regional infrastructure are important determinants of regional export performance.

In the trade literature, infrastructure is usually measured in terms of stock or density, or by constructing a composite index using data on different infrastructure types. Adopting a broad view of infrastructure, Biehl (1986) distinguishes the following infrastructure categories: transportation, communication, energy supply, water supply, environment, education, health, special urban amenities, sports and tourist facilities, social amenities, cultural amenities, and natural environment. The transportation category can be classified into subcategories such as roads, railroads, waterways, airports, harbors, information transmission, and pipelines (Bruinsma et al. 1989). Nijkamp (1986) identifies the features that distinguish infrastructure from other regional potentiality factors (such as natural resource availability, locational conditions, sectoral composition, international linkages and existing capital stock) as high degrees of: publicness, spatial immobility, indivisibility, non-substitutability, and monovalence. Based on the methods employed in the primary studies, we distinguish two main approaches regarding the measurement of infrastructure: the usage of variables measuring specific infrastructure types, and/or employing infrastructure indexes. This point is further elaborated in Section 5.

3 The theory of modeling trade flows

An improvement in infrastructure is expected to lower the trade hindering impact of transport costs. Transport costs have a negative impact on trade volumes as trade takes place over space, which incurs costs in moving products from one point to another. Such costs may include fuel consumption, tariffs, rental rates of transport equipment, public infrastructure tolls, and time costs. A convenient way to represent such costs is the “iceberg melting” model of Samuelson (1954) in which only fractions of goods that are shipped arrive at their destination. In this regard, Fujita et al. (1999) refer to von Thünen’s example of trade costs where a portion of grain that is transported is consumed by the horses that pull the grain wagon. Fujita et al. (1999) model the role of such trade costs in a world with a finite number of discrete locations where each variety of a product is produced in only one location and all varieties produced within a location have the same technology and price. The authors show that the total sales of a variety particular to a specific region depends – besides factors such as the income levels in each destination and the supply price – on the transportation costs to all destinations.

Anderson, van Wincoop (2003) show that bilateral trade flows between two spatial trading units depend on the trade barriers that exist between these two traders and all their other trade partners. The authors start with maximizing the CES utility function:

\[
\left( \sum_i \beta_i^{(1-\sigma)/\sigma_i} r_i^{(\sigma-1)/\sigma_i} \right)^{\sigma/(\sigma-1)}
\]

with substitution elasticity \(\sigma > 1\) and subject to the budget constraint.
\[ \sum_i p_{ij} c_{ij} = y_j \]  

(2)

where subscripts \( i \) and \( j \) refer to regions and each region is specialized in producing only one good. \( c_{ij} \) is the consumption of the goods from region \( i \) by the consumers in region \( j \). \( \beta_j \) is a positive distribution parameter, and \( y_j \) is the size of the economy of region \( j \) in terms of its nominal income. \( p_{ij} \) is the cost, insurance and freight (cif) price of the goods from region \( i \) for the consumers in region \( j \) and is equal to \( p_{i} t_{ij} \) where \( p_i \) is the price of the goods of region \( i \) in the origin (supply price) and \( t_{ij} \) is the trade cost factor between the origin \( i \) and the destination \( j \), and \( p_{ij} c_{ij} = x_{ij} \) is the nominal value of exports from \( i \) to \( j \). The income of region \( i \) is the sum of the values of all exports of \( i \) to the other regions:

\[ y_i = \sum_j x_{ij} \]  

(3)

Maximizing (1) subject to (2), imposing the market clearing condition (3), and assuming that \( t_{ij} = t_{ji} \) (i.e. trade barriers are symmetric) leads to the gravity equation:

\[ x_{ij} = \frac{y_i y_j}{y^W} \left( \frac{t_{ij}}{P_i P_j} \right)^{1-\sigma} \]  

(4)

where \( y^W = \sum_j y_j \) is the world nominal income. Anderson, van Wincoop (2003, 2004) refer to \( P_i \) and \( P_j \) as “multilateral resistance” variables which are defined as follows:

\[ P_i^{1-\sigma} = \sum_j P_j^{\sigma - 1} t_{ij}^{1-\sigma}, \quad \forall i \]  

(5)

\[ P_j^{1-\sigma} = \sum_i P_i^{\sigma - 1} t_{ij}^{1-\sigma}, \quad \forall j \]  

(6)

in which \( \theta \) is the share of region \( j \) in world income, \( \frac{y_j}{y^W} \). Therefore, the authors show in equations (5) and (6) that the multilateral resistance terms depend on the bilateral trade barriers between all trade partners. Moreover, the gravity equation (4) implies that the trade between \( i \) and \( j \) depends on their bilateral trade barriers relative to the average trade barriers between these economies and all their trading partners. Anderson, van Wincoop (2003) finalize their development of the above gravity model by defining the trade cost factor as a function of bilateral distance (\( d_{ij} \)) and the presence of international borders. Here, \( t_{ij} = b_{ij} d_{ij}^{\rho} \); where if an international border between \( i \) and \( j \) does not exist \( b_{ij} = 1 \), otherwise it is one plus the tariff rate that applies to that specific border crossing.

Infrastructures can be interpreted as the facilities and systems that influence the effective bilateral distance, \( d_{ij} \). Lower levels of infrastructural quality can increase transportation costs. Examples of this are increased shipping costs in a port when there is congestion due to insufficient space; higher fuel consumption due to low quality roads; and more time spent in transit because of shortcomings in various types of facilities. Within the context of the iceberg melting model mentioned earlier, Bougheas et al. (1999) construct a theoretical framework in which better infrastructure increases the fraction that reaches the destination through the reduction of transport costs. By including infrastructure variables in their empirical estimation using a sample of European countries, the authors find a positive relationship between trade volume and the combined level of infrastructure of the trading partners. Many other studies on bilateral trade flows have constructed specific functional forms of the bilateral trade barriers (trade costs) that take the level of infrastructure into account.

An important assumption in the derivation of the gravity model presented in equation (4) is that \( t_{ij} = t_{ji} \), which leads to \( x_{ij} = x_{ji} \) (balanced bilateral trade). In practice, every trade flow is directional and infrastructure conditions at the origin of trade (the exporting country) may impact the trade flow differently than conditions at the destination of trade (the importing country). Defining \( k_i \) (\( k_j \)) as the infrastructure located in origin \( i \)
(destination \(j\)), referred to in the remainder of the paper as “exporter infrastructure” and “importer infrastructure”, this implies that \(\partial d_{ij}/\partial k_i \neq \partial d_{ij}/\partial k_j\). At the same time, there are two ways to empirically measure the trade flow: as export at the point of origin or as import at the point of destination. This implies that from the perspective of any given country \(i\), there are in principle four ways of measuring the impact of infrastructure on trade:

- The impact of \(k_i\) on \(x_{ij}\) (own country infrastructure on own exports)
- The impact of \(k_i\) on \(x_{ji}\) (own country infrastructure on own imports)
- The impact of \(k_j\) on \(x_{ij}\) (partner country infrastructure on own exports)
- The impact of \(k_j\) on \(x_{ji}\) (partner country infrastructure on own imports)

Logically, with a square trade matrix, \(i\) and \(j\), can be chosen arbitrarily and the impact of \(k_i\) on \(x_{ij}\) must therefore be the same as the impact of \(k_j\) on \(x_{ji}\) (and the impact of \(k_i\) on \(x_{ji}\) the same as the impact of \(k_j\) on \(x_{ij}\)). Thus, in a cross-section setting, a regression of world trade on infrastructure gives only two effect sizes in theory. Such a regression equation, when estimated with bilateral trade data, may look like: \(\ln(x_{ij}) = a + b_d \ln(k_i) + b_l \ln(k_j) + \text{other-vars} + \epsilon_{ij}\) where \(a\) is a constant term, \(b_d\) is the origin infrastructure elasticity of trade (exporter infrastructure), \(b_l\) is the destination infrastructure elasticity of trade (importer infrastructure) and \(\epsilon_{ij}\) is the error term. With \(n\) countries, \(i = 1, ..., n\) and \(j = 1, ..., n - 1\) and the number of regression observations is \(n(n - 1)\).

An issue that arises in practice is that regressions may yield different results when estimated with export data as compared with import data. In other words, referring to \(b_{ox}\) and \(b_{dx}\) as \(b_o\) and \(b_d\) estimated with export data (and \(b_{om}\) and \(b_{dm}\) similarly defined with import data); in theory \(b_{ox} = b_{om}\) and \(b_{dx} = b_{dm}\), but we shall see that in our meta-regression analysis \(b_{ox} > b_{om}\), while \(b_{dx} < b_{dm}\). This simply means that a larger estimate is obtained when the trade flow is defined from the perspective of the country where the infrastructure is located rather than from the perspective of the partner country. Hence, producer/exporter country infrastructure has a bigger effect when measured with export data, while consumer/importer country infrastructure has a bigger effect when measured with import data.

4 Methodology

Meta-analysis of empirical research, first defined by Glass (1976) as “the analysis of analyses” has been a common method in experimental research such as medicine and psychology since the early 20th century and has gained popularity in economic research in recent decades (Poot 2014, Ridhwan et al. 2010). Stanley, Jarrell (1989, 301) state “meta-analysis is the analysis of empirical analyses that attempts to integrate and explain the literature about some specific important parameter.”

Meta-analysis compares how alternative study characteristics reflect on statistical findings; in other words, it aims to explain the source of variation among empirical results (Melo et al. 2009). As in this study, it is common in meta-analytic research to take the units of observation as estimates of a given coefficient and test the null hypothesis that this elasticity is zero (Rose, Stanley 2005). A general approach to render coefficients from different models and studies comparable is to represent the collected effect sizes in the form of elasticities (if they are provided as such), or to convert these effect sizes to elasticities if the primary study presents the necessary descriptive statistics to do so. A descriptive synthesis, followed by meta-regression analysis (elaborated below) would be helpful to identify the specific methodological differences leading to different results in terms of both direction and magnitude. Therefore, the researcher can gain new insight on how, for example, the inclusion of a certain variable or adoption of a different estimation strategy affects the results available in the literature. Changes in findings can also be observed with respect to samples used in the primary studies or the times in focus.

Results from meta-analytic research can potentially shed light on certain policy issues that require a research synthesis. Florax et al. (2002) draw attention to the area of
applied, policy-related macroeconomics being quite open to the application of meta-analysis. Examples of recent applications of meta-analysis in economic policy include: Genc et al. (2012) on immigration and international trade; Cipollina, Pietrovito (2011) on trade and EU preferential agreements; Ozgen et al. (2010) on migration and income growth; Egger, Lassmann (2012) on common language and bilateral trade; Ridhwan et al. (2010) on monetary policy; De Groot et al. (2009) on externalities and urban growth; Doucouliagos, Laroche (2009) on unions and firm profits; Nijkamp, Poot (2004) on fiscal policies and growth; and Disdier, Head (2008) on the effect of distance on bilateral trade. Meta-analysis can be used to address the impact of differences between studies in terms of design of the empirical analysis; for example, with respect to the choice of explanatory variables (Nijkamp et al. 2011). Fundamentally, meta-analysis allows the researcher to combine results from several studies in order to reach a general conclusion (Holmgren 2007). In this regard, Cipollina, Salvatici (2010, 65) state “the main focus of MA [meta-analysis] is to test the null hypothesis that different point estimates, when treated as individual observations (...), are equal to zero when the findings from this entire area of research are combined.” In economics, however, the emphasis is placed on identification by means of meta-regression analysis (MRA) of a given quantitative impact, and on study characteristics that are statistically significant in explaining the variation in study outcomes (Poot 2014). Meta-regression analysis can be employed to discover how much the results obtained in primary studies are influenced by methodological aspects of the research together with the geographical and temporal attributes of the data used. Since the impacts of infrastructure on trade estimated in various studies differ widely in magnitude and significance, MRA can yield important results with respect to the choice of empirical and theoretical attributes of the primary study. We use the guidelines for MRA as published in Stanley et al. (2013). The methodology in this study can be broken into several components. We first descriptively report the observed variation in infrastructure elasticities of trade in Section 6. The results are reported based on several categorizations of study characteristics. Next, we employ a set of meta-regression models in Section 7 for a better understanding of the joint effect of the various study characteristics, while also taking possible publication bias explicitly into account. First, we briefly comment on study selection in the next section.

5 Data

The presence of at least one infrastructure-related factor among the explanatory variables in a primary study, and a dependent variable that represents export or import volumes or sales has been the main prerequisite in our data collection. Articles have been collected using the academic search engines JSTOR, EconLit, Google Scholar, SpringerLink, and Web of Science by using keywords such as “Infrastructure,” “Public Capital,” “Trade,” “Export,” “Import,” “Trade Facilitation,” and “Trade Costs” in various combinations. We are confident that our selected articles are the vast majority of comparable empirical studies on this topic. Studies that have not been published in English are the only obvious exception.

Numerous authors construct indexes representing the stock or level of infrastructure in the countries or regions that are used for primary analyses. An index can be based on a broad definition of infrastructure or on sub-categories, such as transportation or communication infrastructure. Depending on specific study attributes such as geographical coverage or spatial scale, infrastructure indexes are usually built by combining regional/national infrastructural data scaled by surface or population. Such indexes may include: road, railroad, or highway density/length, paved roads as a percentage of total road stock, number of fax machines, number of fixed and/or mobile phone line connections, number of computers, number of internet users, aircraft traffic and passengers, number of paved airports, maritime (port) traffic statistics, fleet share in the world, and electricity consumption. Some studies calculate these indexes either in a combined way for the trade partners, or separately for each partner, and sometimes also for the transit regions. For example, Bandyopadhyay (1999) uses road and railway, and phone network density separately as proxies for the technological level and the efficiency of the distribution.
sector. Using a sample of OECD economies, the author finds strong evidence that the distribution sector of an economy has important implications for its international trade performance.

An alternative to the index approach is the measurement of infrastructure in one or more specific ways in the statistical analysis. Focusing explicitly on railroads, phone connections, or port traffic can be examples of this approach. For example, Shepherd, Wilson (2006) focus specifically on roads and construct minimum and average road quality indexes for the trading partners. Similarly, Nordas, Piermartini (2004) also construct – in addition to considering an overall index – indexes for specific types of infrastructure and employ dummy variables in their estimation to represent infrastructure quality. These authors find a significant and positive impact of infrastructural quality on bilateral trade with port efficiency being the most influential variable in the model.

In our study, the effect size is defined as the infrastructure elasticity of trade. After selecting the studies that directly report the impact of exporter and/or importer infrastructure in comparable elasticities, and those that provided sufficient information for elasticities to be calculated, our data set consists of 542 effect sizes from 36 primary studies ranging from 1999 to 2012. Tables 1 and 2 describe the studies used in our analysis and report several descriptive statistics. The geographical coverage, estimation techniques, dependent variable choice (exports or imports), and the way in which infrastructure was measured are reported in Table 1. Table 2 summarizes the reported elasticities in each of the 36 studies, categorized by whether the dependent variable was exports or imports; whether the location of the infrastructure was at the point of production (exporter infrastructure); consumption (importer infrastructure); or measured as combined/transit infrastructure. Export equations yielded 307 elasticities within a considerable range of about -2 to +15 and an average value of 0.76. Import equations yielded 235 elasticities within the range of -2 and +8, with an average value of 0.38. Hence, regressions using export data clearly yielded larger elasticities.

Among our sample of 36 studies, 15 appear in peer-reviewed journals, while 21 studies are published as conference, discussion, or working papers, policy documents, or book chapters. Twelve studies were published by international organizations such as the World Bank, OECD, and WTO or had at least one author affiliated with these organizations. First, studies that only use a combined or transit infrastructure measure for both trade partners or estimate the impact of transit infrastructure that lies between partners were dropped. Second, one effect size, for which the standard error was reported as zero (which causes problems with the meta-regression), was dropped. Third, extreme outlier observations for exporter and importer infrastructure elasticities were dropped. Following this, twenty-seven studies and 379 effect sizes remain for all further analyses in this paper. Figure 1 shows the quantile plots of the effect sizes in our final data set for exporter infrastructure and importer infrastructure respectively. The ranges for the restricted data set are similar, but a comparison of the medians and the interquartile ranges suggest a tendency for exporter infrastructure elasticities to be somewhat larger.

---

2Hence we include in our later analysis a variable representing possible advocacy for a higher effect size for studies conducted by these organizations.

3Dropping studies that use a combined or transit infrastructure measure reduced the number of primary studies from 36 to 28. Next, dropping extreme outliers reduced the number of studies to 27. The extreme outliers were defined as observations that are three times the interquartile range away from the 25th and 75th percentiles.
Table 1. Primary studies included in the sample

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Geographical coverage</th>
<th>Methods</th>
<th>Trade measures</th>
<th>Infrastructure measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandyopadhyay (1999)</td>
<td>23 OECD countries</td>
<td>OLS, IV, cross-section, FE</td>
<td>Total Exports</td>
<td>Density of road and railway network.</td>
</tr>
<tr>
<td>Bougheas et al. (1999)</td>
<td>9 Core EU and Scandinavian countries</td>
<td>SUR, IV-SUR</td>
<td>Total Exports</td>
<td>The product of the stocks of public capital of exporter and importer.</td>
</tr>
<tr>
<td>Limao, Venables (2001)</td>
<td>103 World countries</td>
<td>Tobit, FE</td>
<td>Total Imports</td>
<td>Index made using road and rail lengths, phone lines per person.</td>
</tr>
<tr>
<td>M.-Zarz. and N.-Lehm (2003)</td>
<td>EU, Mercosur countries, Chile (20 countries)</td>
<td>OLS, OLS on means, FE, RE, Dynamic Panel</td>
<td>Total Exports</td>
<td>Index made using road and rail lengths, phone lines per person.</td>
</tr>
<tr>
<td>Raballand (2003)</td>
<td>18 Land-locked countries, 10 Island countries, 18 Partners</td>
<td>2SLS, regression on FE’s</td>
<td>Total Imports</td>
<td>Index made of road and railroad networks.</td>
</tr>
<tr>
<td>Nordas, Piermartini (2004)</td>
<td>138 World countries</td>
<td>OLS, FE</td>
<td>Exports of Various Sectors</td>
<td>Index from no. of airports and aircraft departures, density of paved roads, telephone lines, port efficiency index, median clearance time.</td>
</tr>
<tr>
<td>Wilson et al. (2004)</td>
<td>75 World countries and sub-samples</td>
<td>OLS, WLS, Clustered SE’s</td>
<td>Manufactured Exports</td>
<td>Indexes from port facilities, inland waterways, and air transport.</td>
</tr>
<tr>
<td>Brun et al. (2005)</td>
<td>130 World countries, sub-samples</td>
<td>RE, IV</td>
<td>Total Imports</td>
<td>Index made from roads and railway length, and no. of telephone sets.</td>
</tr>
<tr>
<td>Coulibaly, Fontagné (2005)</td>
<td>7 “South” countries</td>
<td>2SLS, FE</td>
<td>Total Imports</td>
<td>Paved bilateral roads.</td>
</tr>
</tbody>
</table>
Table 1. Primary studies included in the sample (cont’d)

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Geographical coverage</th>
<th>Methods</th>
<th>Trade measures</th>
<th>Infrastructure measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrere (2006)</td>
<td>130 World countries</td>
<td>OLS, RE, Hausman-Taylor</td>
<td>Total Imports</td>
<td>Average road, railroad and telephone line density.</td>
</tr>
<tr>
<td>Elbadawi et al. (2006)</td>
<td>18 Developing countries</td>
<td>Maximum Likelihood, Reduced Form Tobit IV</td>
<td>Total Exports</td>
<td>Road density.</td>
</tr>
<tr>
<td>De (2007)</td>
<td>10 Asian countries</td>
<td>OLS</td>
<td>Total Imports</td>
<td>Index from road and railroad density, air and port traffic, fleet share in world, phone lines, and electricity consumption.</td>
</tr>
<tr>
<td>Francois, Manchin (2007)</td>
<td>140 World countries with sub-samples</td>
<td>OLS, Heckman Selection, Tobit</td>
<td>Total Imports</td>
<td>Index made of transportation and communication Indicators.</td>
</tr>
<tr>
<td>Grigoriou (2007)</td>
<td>167 World countries</td>
<td>GLS, FE, RE, Hausman-Taylor Estimator</td>
<td>Total Imports</td>
<td>Density of the roads, railroads, and no. of phone lines.</td>
</tr>
<tr>
<td>Iwanow, Kirkpatrick (2007)</td>
<td>78 World countries</td>
<td>GLS, Heckman selection</td>
<td>Manufactured Exports</td>
<td>Index from density of roads and railroads, and no. of phone subscribers.</td>
</tr>
<tr>
<td>Persson (2007)</td>
<td>128 Countries (22 EU and 106 Developing countries)</td>
<td>Heckman Selection</td>
<td>Total Imports</td>
<td>No. of aircraft takeoffs.</td>
</tr>
<tr>
<td>Bouet et al. (2008)</td>
<td>42 African countries, and their trade partners</td>
<td>OLS, Heckman Selection, Tobit</td>
<td>Total Exports</td>
<td>Road lengths and no. of phone lines.</td>
</tr>
<tr>
<td>Egger, Larch (2008)</td>
<td>180 World Countries</td>
<td>FE, Gaussian, Poisson Pseudo ML, Negative Binomial Estimator</td>
<td>Total Exports</td>
<td>Total road length.</td>
</tr>
<tr>
<td>Author(s)</td>
<td>Geographical coverage</td>
<td>Methods</td>
<td>Trade measures</td>
<td>Infrastructure measurement</td>
</tr>
<tr>
<td>---------------------------</td>
<td>--------------------------------------------</td>
<td>--------------------------</td>
<td>---------------------------</td>
<td>-------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Granato (2008)</td>
<td>5 Argentinian regions and 23 trade partner countries</td>
<td>OLS, Poisson pseudo ML</td>
<td>Total Exports</td>
<td>Index from road length, electricity and gas consumption, no. of phone subscribers.</td>
</tr>
<tr>
<td>Kurmanalieva, Parpiev (2008)</td>
<td>171 World Countries</td>
<td>FE</td>
<td>Total Imports</td>
<td>Road density.</td>
</tr>
<tr>
<td>Njinkeu et al. (2008)</td>
<td>100 World Countries and sub-samples</td>
<td>OLS, FE, Tobit</td>
<td>Manufactured Exports</td>
<td>Index made from port and air transport infrastructure quality.</td>
</tr>
<tr>
<td>Iwanow, Kirkpatrick (2009)</td>
<td>124 World Countries and sub-samples</td>
<td>GLS, Heckman selection</td>
<td>Manufactured Exports</td>
<td>Index made of road and rail density, no. of phone subscribers.</td>
</tr>
<tr>
<td>Ninkovic (2009)</td>
<td>26 Developing countries</td>
<td>FE, RE</td>
<td>Export share of labor-intensive sectors in GDP</td>
<td>Road, railroad, and phone line density.</td>
</tr>
<tr>
<td>Buys et al. (2010)</td>
<td>36 Sub-Saharan Countries</td>
<td>OLS</td>
<td>Total Exports</td>
<td>Road quality index between the trading partners.</td>
</tr>
<tr>
<td>Lawless (2010)</td>
<td>Ireland and 137 trade partners</td>
<td>OLS</td>
<td>Total Exports</td>
<td>Density of phones and computers.</td>
</tr>
<tr>
<td>Dettmer (2011)</td>
<td>27 OECD countries and their trade partners</td>
<td>OLS, FE</td>
<td>ICT network and commercial service exports</td>
<td>Density of communication infrastructure and air traffic.</td>
</tr>
<tr>
<td>Vijil, Wagner (2012)</td>
<td>96 Developing countries</td>
<td>OLS, IV</td>
<td>Total Exports, Exports/GDP</td>
<td>Index from road density and no. of phone subscribers.</td>
</tr>
<tr>
<td>Author(s) (Year)</td>
<td>Location of Infrastructure</td>
<td>Export Equation</td>
<td>Import Equation</td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------------------</td>
<td>----------------</td>
<td>----------------</td>
<td></td>
</tr>
<tr>
<td>Bandyopadhyay (1999)</td>
<td>Exporter Infrastructure</td>
<td>8</td>
<td>0.35</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>8</td>
<td>0.01</td>
<td>-0.23</td>
</tr>
<tr>
<td>Bouges et al. (1999)</td>
<td>Combined/Transit Inf.</td>
<td>8</td>
<td>5.40</td>
<td>0.18</td>
</tr>
<tr>
<td>Elbadawi (1999)</td>
<td>Exporter Infrastructure</td>
<td>4</td>
<td>0.56</td>
<td>0.46</td>
</tr>
<tr>
<td>Limao, Venables (2001)</td>
<td>Exporter Infrastructure</td>
<td>3</td>
<td>1.10</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>Combined/Transit Inf.</td>
<td>4</td>
<td>0.64</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>4</td>
<td>1.38</td>
<td>1.32</td>
</tr>
<tr>
<td>M.-Zarz. and N-Lehm (2003)</td>
<td>Exporter Infrastructure</td>
<td>13</td>
<td>0.05</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>13</td>
<td>-0.05</td>
<td>-0.08</td>
</tr>
<tr>
<td>Nicoletti et al. (2003)</td>
<td>Combined/Transit Inf.</td>
<td>4</td>
<td>0.33</td>
<td>0.21</td>
</tr>
<tr>
<td>Raballand (2003)</td>
<td>Exporter Infrastructure</td>
<td>5</td>
<td>0.22</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>5</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>Jansen, Nordås (2004)</td>
<td>Exporter Infrastructure</td>
<td>3</td>
<td>0.70</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>3</td>
<td>0.45</td>
<td>0.35</td>
</tr>
<tr>
<td>Nordås, Piermartini (2004)</td>
<td>Exporter Infrastructure</td>
<td>40</td>
<td>0.27</td>
<td>-0.19</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>40</td>
<td>0.27</td>
<td>-0.6</td>
</tr>
<tr>
<td>Wilson et al. (2004)</td>
<td>Exporter Infrastructure</td>
<td>11</td>
<td>0.91</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>11</td>
<td>0.28</td>
<td>-0.28</td>
</tr>
<tr>
<td>Brun et al. (2005)</td>
<td>Exporter Infrastructure</td>
<td>4</td>
<td>0.40</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>4</td>
<td>0.10</td>
<td>0.06</td>
</tr>
<tr>
<td>Coulibaly and Font. (2005)</td>
<td>Combined/Transit Inf.</td>
<td>12</td>
<td>1.72</td>
<td>1.17</td>
</tr>
<tr>
<td>M.-Ramos and M-Zarz. (2005)</td>
<td>Exporter Infrastructure</td>
<td>5</td>
<td>0.53</td>
<td>-0.29</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>5</td>
<td>0.38</td>
<td>-0.47</td>
</tr>
<tr>
<td>Carrere (2006)</td>
<td>Exporter Infrastructure</td>
<td>5</td>
<td>0.10</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>5</td>
<td>0.07</td>
<td>0.02</td>
</tr>
<tr>
<td>Elbadawi et al. (2006)</td>
<td>Exporter Infrastructure</td>
<td>2</td>
<td>0.08</td>
<td>0.03</td>
</tr>
<tr>
<td>Fujimura, Edmonds (2006)</td>
<td>Exporter Infrastructure</td>
<td>10</td>
<td>0.37</td>
<td>-0.66</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>10</td>
<td>0.3</td>
<td>-1.4</td>
</tr>
<tr>
<td>Shepherd, Wilson (2006)</td>
<td>Combined/Transit Inf.</td>
<td>32</td>
<td>0.46</td>
<td>-2.09</td>
</tr>
</tbody>
</table>
Table 2. Descriptive Statistics by Primary Study (cont’d)

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Location of Infrastructure</th>
<th>Export Equation</th>
<th>Import Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>De (2007)</td>
<td>Exporter Infrastructure</td>
<td>14  0.13</td>
<td>-0.39  0.40</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>14  -0.12</td>
<td>-0.49  0.30</td>
</tr>
<tr>
<td>Francois, Mauchin (2007)</td>
<td>Exporter Infrastructure</td>
<td>38  0.16</td>
<td>-0.01  1.17</td>
</tr>
<tr>
<td>Grigoriou (2007)</td>
<td>Exporter Infrastructure</td>
<td>10  0.24</td>
<td>0.20  0.51</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>10  0.27</td>
<td>0.23  0.29</td>
</tr>
<tr>
<td>Iwan. and Kirkpat. (2007)</td>
<td>Exporter Infrastructure</td>
<td>11  1.05</td>
<td>0.68  1.76</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>1   -0.07</td>
<td>-0.07 -0.07</td>
</tr>
<tr>
<td></td>
<td>Exporter Infrastructure</td>
<td>1   0.02</td>
<td>0.02  0.02</td>
</tr>
<tr>
<td>Bouet et al. (2008)</td>
<td>Exporter Infrastructure</td>
<td>24  0.24</td>
<td>-1.19  1.61</td>
</tr>
<tr>
<td>Egger, Larch (2008)</td>
<td>Combined/Transit Inf.</td>
<td>18  0.27</td>
<td>-0.02  2.85</td>
</tr>
<tr>
<td>Granato (2008)</td>
<td>Exporter Infrastructure</td>
<td>4   1.36</td>
<td>1.22  1.69</td>
</tr>
<tr>
<td>Kurman. and Parp. (2008)</td>
<td>Exporter Infrastructure</td>
<td>1   0.05</td>
<td>0.05  0.05</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>1   0.05</td>
<td>0.05  0.05</td>
</tr>
<tr>
<td>Njinkeu et al. (2008)</td>
<td>Exporter Infrastructure</td>
<td>12  2.11</td>
<td>1.08  4.54</td>
</tr>
<tr>
<td></td>
<td>Importer Infrastructure</td>
<td>12  3.74</td>
<td>-0.69  8.62</td>
</tr>
<tr>
<td>Iwan. and Kirkpat. (2009)</td>
<td>Importer Infrastructure</td>
<td>9   0.91</td>
<td>0.66  1.68</td>
</tr>
<tr>
<td>Ninkovic (2009)</td>
<td>Exporter Infrastructure</td>
<td>4   -0.02</td>
<td>-0.60  0.34</td>
</tr>
<tr>
<td>Buys et al. (2010)</td>
<td>Exporter Infrastructure</td>
<td>6   1.90</td>
<td>1.58  2.07</td>
</tr>
<tr>
<td>Hernand. and Taning. (2010)</td>
<td>Combined/Transit Inf.</td>
<td>9   1.69</td>
<td>-2.36  8.10</td>
</tr>
<tr>
<td>Lawless (2010)</td>
<td>Importer Infrastructure</td>
<td>8   0.23</td>
<td>-0.17  0.58</td>
</tr>
<tr>
<td>UNECA (2010)</td>
<td>Exporter Infrastructure</td>
<td>6   0.21</td>
<td>0.13  0.32</td>
</tr>
<tr>
<td>Dettner (2011)</td>
<td>Combined/Transit Inf.</td>
<td>20  0.06</td>
<td>-0.11  0.16</td>
</tr>
<tr>
<td>P.-Perez and Wilson (2012)</td>
<td>Exporter Infrastructure</td>
<td>14  -0.07</td>
<td>-1.68  0.87</td>
</tr>
<tr>
<td>Vijil, Wagner (2012)</td>
<td>Exporter Infrastructure</td>
<td>14  1.68</td>
<td>0.47  2.39</td>
</tr>
<tr>
<td>Overall</td>
<td>Any Infrastructure Location</td>
<td>307  0.76</td>
<td>-2.09  15.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>235  0.38</td>
<td>-2.36  8.1</td>
</tr>
</tbody>
</table>
6 Descriptive Analysis

In order to conduct descriptive and regression analyses, the methodological attributes together with various other characteristics of the primary studies are coded numerically as binary variables. Definitions of the variables representing the study characteristics are provided in Table 3.

Overall, approximately 82 percent of the estimates in the final data set find a positive and significant infrastructure impact on trade. The descriptive statistics for all effect sizes are grouped by direction of trade, methodology, infrastructure category, development level of the relevant economies, and publication status. The results are presented in Tables 4 to 8. For ease of comparison, the combined descriptive statistics for all groups are repeated in the bottom line of each table.

Table 4 reinforces the earlier finding from Table 2 that studies where the dependent variable was exports, on average, yielded higher effect sizes than studies that use imports as the dependent variable. Thus, according to these raw averages, the mean effect size on exports is larger than on imports regardless of the location of infrastructure. However, irrespective of the trade data used (imports or exports), exporter infrastructure has a bigger impact than importer infrastructure, with elasticities on average 0.34 and 0.16 respectively. This implies a net gain in the balance of merchandise trade from expanding infrastructure in a particular country, an important finding which we will quantify further after controlling for study heterogeneity and publication bias.

In Table 5 the observations from the sub category sum to 239 rather than the total effect size number of 237 for exporter infrastructure. This is because Elbadawi et al. (2006) use Tobit and IV for the two effect sizes they estimate.

In a general equilibrium analysis, if there are some countries that found the trade balance to improve, it must logically have deteriorated in others. Global general equilibrium gravity models that have this property are actually very rare, but see e.g. Bikker (1987). The studies in our meta-sample are all partial analyses concerned with a limited number of origin and destination countries and a rectangular rather than square trade matrix. In that case, the empirical evidence shows that, ceteris paribus, an increase in infrastructure improves the trade balance in the countries concerned.

---

4In Table 5 the observations from the sub category sum to 239 rather than the total effect size number of 237 for exporter infrastructure. This is because Elbadawi et al. (2006) use Tobit and IV for the two effect sizes they estimate.

5In a general equilibrium analysis, if there are some countries that found the trade balance to improve, it must logically have deteriorated in others. Global general equilibrium gravity models that have this property are actually very rare, but see e.g. Bikker (1987). The studies in our meta-sample are all partial analyses concerned with a limited number of origin and destination countries and a rectangular rather than square trade matrix. In that case, the empirical evidence shows that, ceteris paribus, an increase in infrastructure improves the trade balance in the countries concerned.
Table 3. Variable definitions

<table>
<thead>
<tr>
<th>Variable label</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Methodology</strong></td>
<td></td>
</tr>
<tr>
<td>Model accounts for zero trade flows selection</td>
<td>Estimation is done by Heckman, Tobit, or Probit based sample selection procedures.</td>
</tr>
<tr>
<td>Model accounts for endogeneity (IV-Based Estimation)</td>
<td>Estimation attempts to deal with endogeneity by using instrumental variables or lags.</td>
</tr>
<tr>
<td>Gravity Model</td>
<td>The equation estimates the impact on origin-destination trade flows.</td>
</tr>
<tr>
<td><strong>The point at which trade is measured</strong></td>
<td></td>
</tr>
<tr>
<td>Dependent variable is exports</td>
<td>The effect size is obtained from an equation where the dependent variable is exports.</td>
</tr>
<tr>
<td>Dependent variable is imports</td>
<td>The effect size is obtained from an equation where the dependent variable is imports (Reference category).</td>
</tr>
<tr>
<td><strong>Infrastructure category</strong></td>
<td></td>
</tr>
<tr>
<td>Land transport infrastructure</td>
<td>The infrastructure variable measures roads or railroads.</td>
</tr>
<tr>
<td>Maritime or air transport infrastructure</td>
<td>The infrastructure variable measures port or airport infrastructure.</td>
</tr>
<tr>
<td>Communication infrastructure</td>
<td>The infrastructure variable measures communication infrastructure.</td>
</tr>
<tr>
<td>Composite measure (index)</td>
<td>The infrastructure measure is a composite index made from multiple types of infrastructure (Reference category).</td>
</tr>
<tr>
<td><strong>Development level of the economy in which infrastructure is located</strong></td>
<td></td>
</tr>
<tr>
<td>Developed economy</td>
<td>All economies in which the infrastructure is measured are developed.</td>
</tr>
<tr>
<td>Developing economy</td>
<td>All economies in which the infrastructure is measured are developing.</td>
</tr>
<tr>
<td>Both types of economies (mixed sample)</td>
<td>The study focuses on samples that include both developing and developed economies (Reference category).</td>
</tr>
<tr>
<td><strong>Sample structure</strong></td>
<td></td>
</tr>
<tr>
<td>Sub-national or firm level</td>
<td>The units of observation are sub-national regions or firms.</td>
</tr>
<tr>
<td>Not cross-section</td>
<td>The primary study uses more than one time period.</td>
</tr>
<tr>
<td>Variable label</td>
<td>Definition</td>
</tr>
<tr>
<td>---------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Model specification</strong></td>
<td></td>
</tr>
<tr>
<td>Constrained model</td>
<td>The dependent variable is scaled by GDP, or a common single indicator such as a product or a sum of the exporter and importer GDP is included as an explanatory variable.</td>
</tr>
<tr>
<td>Estimation excludes other infrastructure type(s)</td>
<td>The equation takes into account only one kind of infrastructure, or the measured infrastructure type is not a composite index made from multiple types.</td>
</tr>
<tr>
<td>Model does not control of transit or partner infra-</td>
<td>The model considers the infrastructure of only one trade partner, without taking into account the infrastructure of the other partner or the transit infrastructure.</td>
</tr>
<tr>
<td>structure</td>
<td></td>
</tr>
<tr>
<td>Equation excludes multilateral resistances</td>
<td>Study does not specifically control for multilateral resistance terms or use importer and exporter fixed effects.</td>
</tr>
<tr>
<td>Equation excludes income</td>
<td>GDP, per capita GDP, or per capita income difference is not included as a separate variable.</td>
</tr>
<tr>
<td>Tariffs or trade agreements not considered</td>
<td>Estimation does not control for the effects of tariffs or trade agreements/blocks.</td>
</tr>
<tr>
<td>Equation excludes spatial/geographic variables</td>
<td>Landlockedness, distance, or adjacency is not included.</td>
</tr>
<tr>
<td>Equation excludes education and human capital</td>
<td>An education or human capital variable is not included.</td>
</tr>
<tr>
<td>Population not considered</td>
<td>Population is not included as a separate variable.</td>
</tr>
<tr>
<td>Governance variable(s) not included</td>
<td>A variable controlling for government effectiveness, corruption, rule of law, accountability, business regulation, or regulatory quality is not included.</td>
</tr>
<tr>
<td>Equation excludes exchange rate</td>
<td>An exchange rate variable is not included.</td>
</tr>
<tr>
<td>Equation excludes colonial, cultural, linguistic</td>
<td>Colonial or cultural relationships are not accounted for.</td>
</tr>
<tr>
<td>relations</td>
<td></td>
</tr>
<tr>
<td><strong>Other study characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Highly ranked journals</td>
<td>Equals one if the study is published in a journal with rank A*, A, or B, equals zero if the rank is C or D, using ABDC (2010) ranking.</td>
</tr>
<tr>
<td>Advocacy</td>
<td>Publisher of the Study is World Bank, OECD, WTO, or UN.</td>
</tr>
</tbody>
</table>
Nevertheless, the greater impact of exporter infrastructure is not the case across all types of estimation methods (see Table 5). Heckman, Tobit, and Probit estimations (that control for zero trade flows) yield larger importer infrastructure elasticities than exporter elasticities (0.49 and 0.33 respectively). When considering the type of infrastructure (see Table 6), a composite measure has a bigger impact than the more specific infrastructure types of land transport, maritime or air transport, and communication infrastructure. By leaving aside the composite measure category, however, land transportation infrastructure appears on average, to affect trade in both directions more than the other types of infrastructure. Exporter infrastructure has again, on average, a higher effect size on trade than importer infrastructure for all categories except communication infrastructure. This is an interesting finding, as communication infrastructure has a greater impact on transaction costs than on transportation costs, because it facilitates the flow of information, which can enhance trade. It appears that communication infrastructure has a greater impact on the consumption side of the market than on the production side. Meta-regression analysis will show that this effect is statistically significant in the model that corrects for publication bias.

In order to account for differences regarding the level of development of the economies included in the primary studies, the grouping of results is based on three types of data sets. A “Developed Economies” category is used when the author uses terms such as “Developed,” “Rich,” “North,” “OECD,” and “EU” to describe the part of the sample in which the infrastructure is located in the primary study. “Developing Economies” is used if the classification is described as “Developing,” “South,” or “Poor.”6 In order to examine the estimates obtained from samples that included both developed and developing countries, a “Mixed Samples” category was defined. Results are presented in Table 7. The average elasticity in mixed samples is in between those for developed countries and developing countries for exporter infrastructure. In all categories, the elasticity of exporter infrastructure is larger than that of importer infrastructure. Less developed economies seem to enjoy a higher return on infrastructure (especially if it is exporter infrastructure) compared to developed economies. This difference may be attributed to diminishing returns to investment in infrastructure capital, as is consistent with the neoclassical theory of long-run development.

In Table 8, we consider a measure of publication quality of the research by adopting the Australian Business Deans Council Journal Quality List (Australian Business Deans Council (ABDC) 2010). “Highly Ranked Journals” refers to papers published in journals classified as A*, A, or B. “Other journals and unpublished” refers to outlets with classification C or D (category D includes book chapters, non-refereed working papers and conference proceedings). Exporter infrastructure has again higher average effect sizes than importer infrastructure for all categories. Moreover, studies in highly ranked journals find on average higher effect sizes for both exporter and importer infrastructure compared to other studies. In meta-analysis, this is commonly attributed to publication bias on which we elaborate further in Section 7.

The raw mean values that are presented in Tables 4 to 8 must be treated with caution, as they pool the information obtained from primary studies without considering the standard errors of the estimates. If there is no unobserved heterogeneity in the meta-data, and study characteristics do not play a role in explaining the variation in the estimated effect sizes, the fixed effect (FE) combined estimate is a more efficient average than the ordinary mean (Genc et al. 2012). The FE estimate is a weighted average of effect sizes where the inverse of the estimated variance of each effect size is taken as the weight (Genc et al. 2012). If there is heterogeneity among studies, but not in a systematic way that can be measured by study characteristics, the Random Effect (RE) weighted average accounts for such variability. We calculated the FE and RE estimates as described by Poot (2014) and others.

Because effect sizes come from studies with different geographical coverage, methodology, and model specifications, it is questionable whether there would be an underlying universal effect size. This can be formally confirmed by means of a homogeneity test using

---

6As classifications for some economies may change throughout the years or depending on the sources, we rely on the statement of the author(s) regarding their sample.
Table 4: Effect sizes by direction of trade

<table>
<thead>
<tr>
<th>Exporter Infrastructure</th>
<th>Importer Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs</td>
<td>Mean</td>
</tr>
<tr>
<td>Exports</td>
<td>129</td>
</tr>
<tr>
<td>Imports</td>
<td>198</td>
</tr>
<tr>
<td>Overall</td>
<td>237</td>
</tr>
</tbody>
</table>

Table 5: Effect sizes by methodology

<table>
<thead>
<tr>
<th>Exporter Infrastructure</th>
<th>Importer Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs</td>
<td>Mean</td>
</tr>
<tr>
<td>Heckman Sample Selection, Tobit, or Probit</td>
<td>82</td>
</tr>
<tr>
<td>IV or Other Control for Endogeneity</td>
<td>24</td>
</tr>
<tr>
<td>Other Estimation Method</td>
<td>133</td>
</tr>
<tr>
<td>Overall</td>
<td>237*</td>
</tr>
</tbody>
</table>

*As stated earlier, Elbadawi et al. (2006) uses IV and Tobit, resulting the observations to sum to 239 rather than 237.

Table 6: Effect sizes by infrastructure category

<table>
<thead>
<tr>
<th>Exporter Infrastructure</th>
<th>Importer Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs</td>
<td>Mean</td>
</tr>
<tr>
<td>Land Transport Infrastructure</td>
<td>43</td>
</tr>
<tr>
<td>Maritime or Air Transport Infrastructure</td>
<td>13</td>
</tr>
<tr>
<td>Communication Infrastructure</td>
<td>56</td>
</tr>
<tr>
<td>Composite Measure (Index)</td>
<td>125</td>
</tr>
<tr>
<td>Overall</td>
<td>237</td>
</tr>
</tbody>
</table>

Table 7: Effect sizes by the development level of the economy in which the infrastructure is located

<table>
<thead>
<tr>
<th>Exporter Infrastructure</th>
<th>Importer Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs</td>
<td>Mean</td>
</tr>
<tr>
<td>Developed Economy</td>
<td>9</td>
</tr>
<tr>
<td>Developing Economy</td>
<td>72</td>
</tr>
<tr>
<td>Both Types of Economies (Mixed Sample)</td>
<td>156</td>
</tr>
<tr>
<td>Overall</td>
<td>237</td>
</tr>
</tbody>
</table>

Table 8: Effect sizes by publication quality

<table>
<thead>
<tr>
<th>Exporter Infrastructure</th>
<th>Importer Infrastructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs</td>
<td>Mean</td>
</tr>
<tr>
<td>Highly Ranked Journals</td>
<td>67</td>
</tr>
<tr>
<td>Other Journals and Unpublished</td>
<td>170</td>
</tr>
<tr>
<td>Overall</td>
<td>237</td>
</tr>
</tbody>
</table>
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a commonly used “Q-statistic” (Engels et al. 2000). The Q-statistic (computation as in Peters et al. 2010) tests if the primary studies share a common effect size and whether an FE estimate is relevant to the analysis (Poot 2014). After combining K effect sizes, if the resulting Q-statistic from this homogeneity test is greater than the upper-tail critical value of the chi-square distribution with K – 1 degrees of freedom, then the variance in effect sizes obtained from the primary studies is significantly greater than what can be observed due to random variation around a common effect size (Shadish, Haddock 1994). If the existence of a shared true effect is rejected, the FE approach is not suitable, and only the RE estimates should be considered (Poot 2014).

The Q-statistics for exporter infrastructure and importer infrastructure respectively are about 33174.7 and about 4596.1 which both exceed the critical value of 493.6. Based on this outcome of the Q-test we conclude that effect sizes are from a highly heterogeneous pool of studies, and FE weighted average effect sizes are not meaningful.7 The RE average effect sizes for exporter and importer infrastructure are 0.167 and 0.145 respectively. Consequently, the result that exporter infrastructure is more influential on trade than importer infrastructure is supported. The RE estimates suggest that an enhancement in exporter infrastructure of 1 percent would increase annual merchandise trade by about 0.17 percent while importer infrastructure increases trade by about 0.15 percent. In the next section, we re-assess this conclusion by controlling for study characteristics and publication bias.

7 The FE estimate for exporter infrastructure is -0.002. For importer infrastructure it is 0.044.

8Egger’s regression model can be represented as $\hat{\beta}_i = \alpha + \rho \hat{S}\epsilon_i + \epsilon_i$ with the variance of $\epsilon_i$ proportional to $1/\hat{S}^2_i$, where $\hat{\beta}_i$ and $\hat{S}_i$ are the observed effect size and the associated standard error obtained from study i respectively, $\alpha$ is the intercept and $\epsilon_i$ is the error term. The bias is measured by $\rho$. If $\rho$ is significantly different from zero, this is a sign of publication bias (Peters et al. 2010).

9The FE Extended Egger’s Test extends the base model presented in the previous footnote by including a group of covariates: $\hat{\beta}_i = \alpha + \rho \hat{S}\epsilon_i + group_i + \epsilon_i$ (Peters et al. 2010). The covariates within “group” are the same list of variables that are used later for the MRA analyses in this study.

7 Meta-regression models

The statistical consequence of the potential unwillingness by researchers or reviewers to publish statistically insignificant results is defined as “publication bias” or “file drawer bias.” The actions leading to publication bias can be the efforts of the researchers using small samples towards obtaining large-magnitude estimates (that are statistically significant), while researchers using large samples do not need to exhibit such efforts and report smaller estimates that are still statistically significant. This selection process results in positive correlation between the reported effect size and its standard error (Stanley 2005, Stanley et al. 2008). As an initial exploration of the possibility of such bias, we apply Egger’s regression test8 (Egger et al. 1997) and the Fixed Effects Extended Egger Test9 (Peters et al. 2010). The results of both tests for exporter and importer infrastructure are reported in Table 9. Both variants of the test yield significant coefficients on the bias term when testing for publication bias in the impact estimates of exporter infrastructure. The evidence for bias in the estimation of the impact of importer infrastructure is less conclusive, having been confirmed with the Egger test but not with the extended Egger test. The greater bias in estimating exporter infrastructure impact will also be demonstrated with the Hedges et al. (1992) model of publication bias.

The Hedges model is an extension of the RE model in which it is assumed that the likelihood of a result being publicly reported is greatest when the associated $p$-value of the coefficient of the variable of interest is smaller than 0.01. While this likelihood remains unknown, two relative probabilities, denoted here by $\omega_2$ and $\omega_3$, are associated with the cases: $0.01 < p < 0.05$ and $p > 0.05$ respectively. We use the method proposed by Ashenfelter et al. (1999) to formulate a likelihood function to estimate $\omega_2$ and $\omega_3$. These parameters should be equal to 1 if publication bias is not present. Table 10 presents the estimates associated with the Hedges publication bias procedure. In part (a) of Table 10 we consider the case in which there is no observed heterogeneity assumed, i.e. there are no study characteristics that act as covariates. In part (b) of Table 10, covariates are included. The model is estimated under the restriction that the probabilities of the resulting $Q$-statistic from this homogeneity test is greater than the upper-tail critical value of the chi-square distribution with K – 1 degrees of freedom, then the variance in effect sizes obtained from the primary studies is significantly greater than what can be observed due to random variation around a common effect size (Shadish, Haddock 1994). If the existence of a shared true effect is rejected, the FE approach is not suitable, and only the RE estimates should be considered (Poot 2014).
These effect sizes have estimated variances \( \beta \) which are consistent and efficient estimates of the unknown parameters \( \theta \). The chi-square critical value at 1 percent level with two degrees of freedom is 9.21. Two times the difference between the log-likelihoods of assuming and not assuming publication bias is 63.28 for exporter’s infrastructure without study characteristics and 51.2, with evidence for publication bias at the 1 percent level. Similarly, evidence for the existence of publication bias is also observed for importer infrastructure, with test statistics of 53.62 and 151.8 for without and with covariates respectively.

We can also see that residual heterogeneity decreases considerably upon the introduction of study characteristics for both exporter and importer infrastructure (from 0.341 to 0.255 and from 0.231 to 0.0302 respectively). Accounting for publication bias and study characteristics – in both cases greatly exceeding the critical value and providing evidence for publication bias at the 1 percent level. Similarly, evidence for the existence of publication bias is also observed for importer infrastructure, with test statistics of 0.256 and 0.259 respectively. This is consistent with the result of taking into account the heterogeneity that is apparent in our data set, as demonstrated formally by the Q-statistic, we now conduct MRA in order to account for the impact of study characteristics on study effect sizes.

The simplest MRA assumes that there are \( S \) independent studies \( s = 1, 2, ..., S \) which each postulate the classic regression model \( y(s) = X(s)\hat{\beta}(s) + \epsilon(s), \) with the elements of \( \epsilon(s) \) identically and independently distributed with mean 0 and variance \( \sigma^2(s) \). Study \( s \) has \( N(s) \) observations and the vector \( \beta(s) \) has dimension \( K(s) \times 1 \). The first element of this vector is the parameter of interest and has exactly the same interpretation across all studies (in our case it is either the exporter infrastructure elasticity of trade or the importer infrastructure elasticity of trade).

Under these assumptions, a primary study would estimate \( \hat{\beta}(s) \) by the OLS estimator \( \hat{\beta}(s) = (X(s)'X(s))^{-1}X(s)'y(s) \), which is best asymptotically normal distributed with mean \( \beta(s) \) and covariance matrix \( \hat{\sigma}^2(s)[X(s)'X(s)]^{-1} \). The \( S \) estimates of the parameter of interest are the effect sizes. We observe the effect sizes \( \hat{\beta}_1(1), \hat{\beta}_1(2), ..., \hat{\beta}_1(s) \). Given the data generating process for the primary studies,

\[
\hat{\beta}_1(s) = \beta_1(s) + [[X(s)'X(s)]^{-1}X(s)'\epsilon(s)]_1
\]

which are consistent and efficient estimates of the unknown parameters \( \beta_1(1), \ldots, \beta_1(S) \). These effect sizes have estimated variances \( v(1), \ldots, v(S) \). In study \( s \), \( v(s) \) is the top left element of the matrix \( \hat{\sigma}^2(s)[X(s)'X(s)]^{-1} \) with \( \hat{\sigma}^2(s) = [\epsilon(s)'\epsilon(s)]/N(s) \), and

\[
\epsilon(s) = y(s) - X(s)\hat{\beta}(s) \text{ is the vector of least square residuals.}
\]

### Table 9: Egger Tests

<table>
<thead>
<tr>
<th></th>
<th>Exporter Inf.</th>
<th>Importer Inf.</th>
<th>Exporter Inf.</th>
<th>Importer Inf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>7.009***</td>
<td>2.308***</td>
<td>4.318***</td>
<td>-0.464</td>
</tr>
<tr>
<td></td>
<td>(0.632)</td>
<td>(0.566)</td>
<td>(0.736)</td>
<td>(0.442)</td>
</tr>
<tr>
<td>Observations</td>
<td>237</td>
<td>142</td>
<td>237</td>
<td>142</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.344</td>
<td>0.106</td>
<td>0.705</td>
<td>0.852</td>
</tr>
</tbody>
</table>

Standard errors in parentheses

*** \( p < 0.01 \), ** \( p < 0.05 \), * \( p < 0.1 \)
Table 10: Hedges publication bias

(a) Study characteristics not considered

<table>
<thead>
<tr>
<th>Exporter inf.</th>
<th>Exporter inf.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>assuming publication bias</td>
</tr>
<tr>
<td></td>
<td>SE</td>
</tr>
<tr>
<td>$\omega_2$</td>
<td>0.739*** (0.193)</td>
</tr>
<tr>
<td>$\omega_3$</td>
<td>0.137*** (0.0395)</td>
</tr>
<tr>
<td>RE</td>
<td>0.225*** (0.0231)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.341*** (0.0177)</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>109.7</td>
</tr>
<tr>
<td>$n$</td>
<td>237</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Importer inf.</th>
<th>Importer inf.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>assuming publication bias</td>
</tr>
<tr>
<td></td>
<td>SE</td>
</tr>
<tr>
<td>$\omega_2$</td>
<td>0.280*** (0.105)</td>
</tr>
<tr>
<td>$\omega_3$</td>
<td>0.120*** (0.0368)</td>
</tr>
<tr>
<td>RE</td>
<td>0.101*** (0.0187)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.231*** (0.0165)</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>97.84</td>
</tr>
<tr>
<td>$n$</td>
<td>142</td>
</tr>
</tbody>
</table>

(b) Study characteristics considered

<table>
<thead>
<tr>
<th>Exporter inf.</th>
<th>Exporter inf.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>assuming publication bias</td>
</tr>
<tr>
<td></td>
<td>SE</td>
</tr>
<tr>
<td>$\omega_2$</td>
<td>0.747*** (0.196)</td>
</tr>
<tr>
<td>$\omega_3$</td>
<td>0.156*** (0.0464)</td>
</tr>
<tr>
<td>RE</td>
<td>0.254*** (0.0199)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.255*** (0.0145)</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>168.3</td>
</tr>
<tr>
<td>$n$</td>
<td>237</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Importer inf.</th>
<th>Importer inf.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>assuming publication bias</td>
</tr>
<tr>
<td></td>
<td>SE</td>
</tr>
<tr>
<td>$\omega_2$</td>
<td>0.0716*** (0.0266)</td>
</tr>
<tr>
<td>$\omega_3$</td>
<td>0.0142*** (0.00409)</td>
</tr>
<tr>
<td>RE</td>
<td>0.259*** (0.0191)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.0302*** (0.0059)</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>210</td>
</tr>
<tr>
<td>$n$</td>
<td>142</td>
</tr>
</tbody>
</table>
MRA assumes that there are \( P \) known moderator (or predictor) variables \( M_1, \ldots, M_P \) that are related to the unknown parameters of interest \( \beta_1(1), \ldots, \beta_1(S) \) via a linear model as follows:

\[
\beta_1(s) = \gamma_0 + \gamma_1 M_{s1} + \ldots + \gamma_P M_{sP} + \eta_s
\]

in which \( M_{sj} \) is the value of the \( j \)th moderator variable associated with effect size \( s \) and the \( \eta_s \) are independently and identically distributed random variables with mean 0 and variance \( \tau^2 \) (the between-studies variance). Thus, equation (8) allows for both observable heterogeneity (in terms of observable moderator variables) and unobservable heterogeneity (represented by \( \eta_s \)). By combining (7) and (8), the MRA model becomes

\[
\hat{\beta}_1(s) = \gamma_0 + \gamma_1 M_{s1} + \ldots + \gamma_P M_{sP} + \left\{ \eta_s + \left[ X(s)'X(s) \right]^{-1} X(s)' \epsilon(s) \right\}
\]

with the term in the curly brackets being the error term of the MRA. The objective of MRA is to find estimates of \( \gamma_0, \gamma_1, \ldots, \gamma_P \) that provide information on how observed estimates of the coefficients of the focus variable are linked to observed study characteristics. Typically, the meta-analyst observes for each \( s = 1, 2, \ldots, S \): \( \hat{\beta}_1(s) \); its estimated variance \( \hat{\sigma}^2(s)[X(s)'X(s)]^{-1} \); the number of primary study observations \( N(s) \), and information about the variables that make up \( X(s) \), possibly including means and variances, but not the actual data or the covariances between regressors.\(^{10}\) The \( P \) known moderator variables \( M_1, M_2, \ldots, M_P \) are assumed to capture information about the covariates and the estimation method in case the estimations were obtained by techniques other than OLS. The error term in regression model (9) is clearly heteroskedastic and generates a between-study variance due to \( \eta_s \) and a within-study variance due to \( [X(s)'X(s)]^{-1}X(s)'\epsilon(s) \).\(^{11}\)

We apply two different estimation methods for equation (9):\(^{11}\)

a. Restricted Maximum Likelihood (REML): In REML the between-study variance is estimated by maximizing the residual (or restricted) log likelihood function and a WLS regression weighted by the sum of the between-study and within-study variances is conducted to obtain the estimated coefficients (Harbord, Higgins 2008).

The standard error does not enter as an individual variable into this specification.

b. The publication bias corrected maximum likelihood procedure proposed by Hedges et al. (1992) and outlined above.

The results of the estimation of equation (9) with the REML and Hedges estimators are shown in Table 11. All explanatory variables are transformed in deviations from their original means. We analyze the results separately for each category of variables.

\(^{10}\)If covariances are known, Becker, Wu (2007) suggest an MRA that pools estimates of all regression parameters, not just of the focus variable, and that can be estimated with feasible GLS.

\(^{11}\)For robustness checks we also ran OLS and WLS regressions with standard errors clustered by primary study (with weights being the number of observations from each primary regression equation) and variables transformed to deviations from means, so that the estimated constant term becomes the estimated mean effect size. The results are reported in the appendix.
Table 11. Estimation results

<table>
<thead>
<tr>
<th>Methodology</th>
<th>REML</th>
<th>Hedges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model accounts for zero trade selection (Heckman, Tobit, Probit)</td>
<td>-0.103</td>
<td>-0.108*</td>
</tr>
<tr>
<td></td>
<td>(0.0803)</td>
<td>(0.0629)</td>
</tr>
<tr>
<td>Model accounts for endogeneity (IV-based estimation)</td>
<td>0.256**</td>
<td>0.245***</td>
</tr>
<tr>
<td></td>
<td>(0.113)</td>
<td>(0.0949)</td>
</tr>
<tr>
<td>Gravity model</td>
<td>-0.362</td>
<td>-0.347</td>
</tr>
<tr>
<td></td>
<td>(0.346)</td>
<td>(0.296)</td>
</tr>
</tbody>
</table>

The point at which trade is measured

| Dependent variable is exports                                               | 0.410*** | 0.345***  |
|                                                                              | (0.143)  | (0.115)   |

Infrastructure category

| Land transport infrastructure                                             | 0.197**  | 0.170***  |
|                                                                         | (0.0770) | (0.0611)  |
| Maritime or air infrastructure                                           | 0.0239   | 0.0413    |
|                                                                         | (0.0877) | (0.0691)  |
| Communication infrastructure                                            | 0.0611   | 0.0674    |
|                                                                         | (0.0901) | (0.0727)  |

Composite measure (index)       Reference dummy

Note: The table above presents the estimation results for different methodologies and infrastructure categories. The results are reported as coefficients with standard errors in parentheses. The asterisks indicate the significance levels: **p < 0.01, *p < 0.05.
Table 11. Estimation results (cont’d)

<table>
<thead>
<tr>
<th>Development level of the economy in which infrastructure is located</th>
<th>REML</th>
<th>Hedges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exporter Infrastructure</td>
<td>Importer Infrastructure</td>
</tr>
<tr>
<td>Developing economy</td>
<td>0.229***</td>
<td>-0.138</td>
</tr>
<tr>
<td></td>
<td>(0.0705)</td>
<td>(0.141)</td>
</tr>
<tr>
<td>Developed economy</td>
<td>0.163</td>
<td>-0.0547</td>
</tr>
<tr>
<td></td>
<td>(0.203)</td>
<td>(0.132)</td>
</tr>
<tr>
<td>Both types of economies (mixed sample)</td>
<td>-0.383</td>
<td>-0.474**</td>
</tr>
<tr>
<td></td>
<td>(0.269)</td>
<td>(0.203)</td>
</tr>
<tr>
<td>Sample structure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sub-national or firm level</td>
<td>-0.383</td>
<td>-0.474**</td>
</tr>
<tr>
<td></td>
<td>(0.269)</td>
<td>(0.203)</td>
</tr>
<tr>
<td>No cross-section</td>
<td>0.0661</td>
<td>0.190*</td>
</tr>
<tr>
<td></td>
<td>(0.111)</td>
<td>(0.106)</td>
</tr>
<tr>
<td>Model specification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constrained model</td>
<td>0.0469</td>
<td>0.314</td>
</tr>
<tr>
<td></td>
<td>(0.180)</td>
<td>(0.281)</td>
</tr>
<tr>
<td>Estimation excludes other infrastructure categories</td>
<td>0.00950</td>
<td>0.255</td>
</tr>
<tr>
<td></td>
<td>(0.150)</td>
<td>(0.176)</td>
</tr>
</tbody>
</table>
Table 11. Estimation results (cont’d)

<table>
<thead>
<tr>
<th>Model does not control for transit or partner infrastructure</th>
<th>REML</th>
<th>Hedges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equation excludes multilateral resistances</td>
<td>-0.126</td>
<td>-0.145</td>
</tr>
<tr>
<td>Equation excludes income</td>
<td>-0.535*</td>
<td>-0.379*</td>
</tr>
<tr>
<td>Tariffs or trade agreements not considered</td>
<td>-0.291**</td>
<td>-0.240**</td>
</tr>
<tr>
<td>Equation excludes spatial/geographic variables</td>
<td>-0.0600</td>
<td>-0.105</td>
</tr>
<tr>
<td>Equation excludes education and human capital</td>
<td>0.0476</td>
<td>0.131</td>
</tr>
<tr>
<td>Population not considered</td>
<td>0.0466</td>
<td>0.0289</td>
</tr>
<tr>
<td>Governance variable(s) not considered</td>
<td>-0.395***</td>
<td>-0.402***</td>
</tr>
<tr>
<td>Equation excludes exchange rate</td>
<td>0.293***</td>
<td>0.281***</td>
</tr>
</tbody>
</table>
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Table 11. Estimation results (cont’d)

<table>
<thead>
<tr>
<th></th>
<th>REML</th>
<th>Hedges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exporter Infrastructure</td>
<td>Importer Infrastructure</td>
</tr>
<tr>
<td>Equation excludes colonial, cultural, or linguistic relations</td>
<td>0.0261 (0.179)</td>
<td>0.140 (0.126)</td>
</tr>
<tr>
<td>Nature of publication</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highly ranked journals</td>
<td>-0.0261 (0.139)</td>
<td>0.316 (0.240)</td>
</tr>
<tr>
<td>Advocacy</td>
<td>0.128 (0.135)</td>
<td>0.362 (0.245)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.302*** (0.0242)</td>
<td>0.258*** (0.0721)</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>75.25</td>
<td>67.45</td>
</tr>
<tr>
<td>τ</td>
<td>0.09</td>
<td>0.03</td>
</tr>
<tr>
<td>Proportion of between study variance explained</td>
<td>0.40</td>
<td>0.66</td>
</tr>
<tr>
<td>% Residual variance due to heterogeneity</td>
<td>0.981</td>
<td>0.828</td>
</tr>
<tr>
<td>Observations</td>
<td>237</td>
<td>142</td>
</tr>
</tbody>
</table>

Standard errors in parentheses
* p < 0.10, ** p < 0.05, *** p < 0.01
7.1 Methodology

Results from the Hedges model suggest that studies taking into account zero trade flows using Heckman sample selection, Tobit, or Probit models, on average, estimate a lower effect size for exporter infrastructure, and a higher effect size for importer infrastructure. For robustness checks, OLS and WLS estimates are reported in the appendix. On the matter of sample selections, the results are not consistent across MRAs. In what follows, we pay most attention to the results of the Hedges model because this is the only model that accounts for publication bias but also emphasize those results that are found in the other MRAs as well.

According to both the REML and Hedges results, studies that use instrumental variable methods to deal with potential endogeneity observe a larger impact of exporter infrastructure on trade. Consequently, econometric methodology is an important study characteristic that affects the results. Not accounting for endogeneity of exporter infrastructure leads to an underestimation of its impact on trade. This is not the case for importer (consumer) infrastructure.

Whether a primary study uses a gravity model or not does not seem to have an influence. For importer infrastructure, this variable drops out. This is because, naturally, there are no effect sizes in our sample resulting from a regression where the importing partner’s infrastructure is included and the model is not in gravity form. Implicitly, the inclusion of the Gravity model dummy also asks if the distance between trade partners has been considered in the primary estimations, as distance is an essential component of a gravity specification.

7.2 The Point at Which the Trade is Measured

In both the REML and Hedges estimations, the coefficient of the dummy Dependent variable is exports is significant and positive for exporter infrastructure, suggesting that own infrastructure has a greater impact when trade is measured by export data rather than by import data. This is also found in the OLS and WLS MRAs in the appendix. As discussed in Section 3, in a primary study where all bilateral trading partners would be included and all trade is measured with transaction costs included (cif), the two effect sizes must be equal. However, data on any trade flow may differ depending on measurement at the point of shipment or at the point of importation. Moreover, as noted previously, trade matrices may not be square, such as in an analysis of developing country exports to developed countries. For the same variable, the Hedges model yields a significant and negative coefficient for importer infrastructure, suggesting that the impact of the infrastructure located in the importing economy is lower when measured with respect to the exports of its partner than with respect to its own imports.

Using the Hedges model, we can predict the overall impacts of exporter (producer) infrastructure and importer (consumer) infrastructure by combining these coefficients with the constant terms, which measure the overall average effects. The results can be directly compared with the “raw” averages reported in Table 4. We get:

- The own infrastructure of country \( i \) has an average effect size of \( 0.254 + 0.345 = 0.599 \) on the exports of \( i \);
- The own infrastructure of country \( i \) has an average effect size of \( 0.259 \) on the imports of \( i \);
- The infrastructure in the partner country \( j \) of the exporting country \( i \) has an average effect size of \( 0.254 \) on the imports of \( i \);
- The infrastructure in the partner country \( j \) of the exporting country \( i \) has an average effect size of \( 0.259 - 0.126 = 0.133 \) on the exports of \( i \).

We see that after controlling for heterogeneity and publication bias, the exporter infrastructure effect continues to be larger when measured with export data than with import data, \( (0.599 \text{ versus } 0.254 \text{ above}) \), compared with \( 0.50 \) and \( 0.15 \) respectively in Table 4, while for importer infrastructure the opposite is the case \( (0.133 \text{ versus } 0.259 \text{ above}) \).
The most important result from this analysis is that from the perspective of any given country, the impact of own infrastructure on net trade (assuming roughly balanced gross trade) is $0.599 - 0.259 = 0.340$. Alternatively, if we take the average of the exporter infrastructure elasticities $0.599$ and $0.254$, and subtract the average of the importer infrastructure elasticities ($0.133$ and $0.259$), we get a net trade effect of $0.23$. Averaging the calculations from both perspectives, an increase in own infrastructure by 1 percent increases net trade by about 0.3 percent. We address the macroeconomic implication of this finding in Section 8.

7.3 Infrastructure category

As discussed earlier, infrastructure is defined as a collection, or portfolio, of various components. Consequently, in our estimations, four common measurements of infrastructure are accounted for (land, maritime or air, communication, and a composite index). Aside from the REML model for importer infrastructure, all our estimations suggest that land transport infrastructure is estimated to have a larger effect size on trade than the other infrastructure categories, on average. The Hedges model suggests that maritime and air transportation infrastructure and communication infrastructure on the importer side have higher average effect sizes compared to elasticities obtained from composite infrastructure indexes.

7.4 Development level of the economy in which the infrastructure is located

Both the REML and Hedges results suggest that exporter infrastructure matters more for trade if the exporting economy is developing rather than developed (also shown by the OLS model in the appendix). This result was noted previously and is commonly found in the literature. Moreover, importer infrastructure is less influential in trade when the importing economy is developed (also shown with the WLS model in the appendix).

7.5 Sample structure

The Hedges, REML, OLS, and WLS MRAs all suggest that a lower infrastructure elasticity of trade for importer infrastructure has been observed in estimates obtained from studies where the units of analysis were sub-regional or firm level. The same is found for exporter infrastructure, but only in the Hedges model. Sub-regional samples force the location where trade takes place and the location of infrastructure to be measured (spatially) closer to one another. Therefore, such samples do not capture spillovers to the rest of the economy. The negative result on the variable Sub-national or firm level suggests that the estimated macro effects are larger than the micro effects.

7.6 Model specification

The dummy variables are defined such that they are equal to unity when a particular covariate has been omitted from the primary regression. Consequently, the coefficients provide an explicit measure of omitted variable bias. The Hedges model results show some evidence that for estimations that do not control for other infrastructure types (for example, if only road infrastructure is considered), the impact of importer infrastructure on trade is likely to be overestimated. The REML and Hedges models suggest that similar positive omitted variable bias arises for the importer infrastructure elasticity of trade when exporter infrastructure is not jointly considered (this is also found in the OLS and WLS MRAs).

Both models also suggest that excluding income and tariff or trade agreement variables can bias the estimate on exporter infrastructure downwards, while – based on the Hedges results – an upward bias for importer infrastructure can result if tariffs or trade agreements are not controlled for. Both models suggest that omitting variables for education or human capital can cause a downward bias in the estimation of the importer infrastructure elasticity of trade (also found in the OLS and WLS MRAs). The same can be found in the estimation of both the exporter and importer infrastructure effect size based on the results of both models if governance-related variables such as rule of law and corruption.
are omitted. Not considering population can cause the effect size of importer elasticity to be overestimated according to the Hedges results. Omitting the exchange rate in the trade regression leads to upward bias in the estimate for exporter infrastructure (also confirmed by the OLS and WLS MRAs).

### 7.7 Nature of publication

The Hedges model provides some evidence that studies, which were published in highly ranked journals, have estimated a larger effect size of importer infrastructure compared to other studies. A similar result is visible for the advocacy variable: research published by institutes with potential advocacy motives for announcing a larger infrastructure effect have estimated, on average, a higher effect size for importer infrastructure. All advocacy coefficients are positive, but for exporter infrastructure, only the result of the WLS estimation reported in the appendix is statistically significant.

### 7.8 Model prediction

A final useful exercise is to consider the goodness of fit of an MRA with respect to the set of effect sizes reported in the original studies. For this purpose, we predicted the mean squared error (MSE) of the comparison between the observed effect sizes and those predicted by the REML model for each study (predictions by the Hedges model are more cumbersome). The MSE for each study is reported in Table 12a for exporter infrastructure and Table 12b for importer infrastructure. Among the studies that contributed to both MRAs, the REML soundly describes the studies of Raballand (2003), Grigoriou (2007), Bandyopadhyay (1999), Carrere (2006) and Brun et al. (2005). On the other hand, studies by Iwanow, Kirkpatrick (2009), Fujimura, Edmonds (2006) and Marquez-Ramos, Martinez-Zarzoso (2005) yield results that are not closely aligned with what the REML MRAs suggested.

Table 12a: Ranking of the studies by their mean squared errors: exporter infrastructure

<table>
<thead>
<tr>
<th>Author</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kurmanalieva, Parpiev (2008)</td>
<td>0.002</td>
</tr>
<tr>
<td>Brun et al. (2005)</td>
<td>0.005</td>
</tr>
<tr>
<td>Raballand (2003)</td>
<td>0.023</td>
</tr>
<tr>
<td>Bandyopadhyay (1999)</td>
<td>0.043</td>
</tr>
<tr>
<td>Persson (2007)</td>
<td>0.053</td>
</tr>
<tr>
<td>Carrere (2006)</td>
<td>0.058</td>
</tr>
<tr>
<td>Nordas, Piermartini (2004)</td>
<td>0.063</td>
</tr>
<tr>
<td>Elbadawi (1999)</td>
<td>0.087</td>
</tr>
<tr>
<td>Francois, Manchin (2007)</td>
<td>0.111</td>
</tr>
<tr>
<td>Grigoriou (2007)</td>
<td>0.151</td>
</tr>
<tr>
<td>Njinkeu et al. (2008)</td>
<td>0.167</td>
</tr>
<tr>
<td>Wilson et al. (2004)</td>
<td>0.202</td>
</tr>
<tr>
<td>Martinez-Zarzoso, Nowak-Lehmann (2003)</td>
<td>0.211</td>
</tr>
<tr>
<td>Fujimura, Edmonds (2006)</td>
<td>0.389</td>
</tr>
<tr>
<td>Ninkovic (2009)</td>
<td>0.442</td>
</tr>
<tr>
<td>De (2007)</td>
<td>0.445</td>
</tr>
<tr>
<td>UN Economic Commission for Africa (UNECA) (2013)</td>
<td>0.518</td>
</tr>
<tr>
<td>Viji, Wagner (2012)</td>
<td>0.925</td>
</tr>
<tr>
<td>Portugal-Perez, Wilson (2012)</td>
<td>1.014</td>
</tr>
<tr>
<td>Marquez-Ramos, Martinez-Zarzoso (2005)</td>
<td>1.047</td>
</tr>
<tr>
<td>Iwanow, Kirkpatrick (2007)</td>
<td>1.969</td>
</tr>
<tr>
<td>Bouet et al. (2008)</td>
<td>2.013</td>
</tr>
<tr>
<td>Elbadawi et al. (2006)</td>
<td>7.348</td>
</tr>
<tr>
<td>Granato (2008)</td>
<td>7.727</td>
</tr>
</tbody>
</table>
Table 12b: Ranking of the studies by their mean squared errors: importer infrastructure

<table>
<thead>
<tr>
<th>Author</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raballand (2003)</td>
<td>0.000</td>
</tr>
<tr>
<td>Grigoriou (2007)</td>
<td>0.006</td>
</tr>
<tr>
<td>Bandyopadhyay (1999)</td>
<td>0.012</td>
</tr>
<tr>
<td>Carrere (2006)</td>
<td>0.012</td>
</tr>
<tr>
<td>Jansen, Nordás (2004)</td>
<td>0.014</td>
</tr>
<tr>
<td>Brun et al. (2005)</td>
<td>0.016</td>
</tr>
<tr>
<td>Martinez-Zarzoso, Nowak-Lehmann (2003)</td>
<td>0.02</td>
</tr>
<tr>
<td>Wilson et al. (2004)</td>
<td>0.026</td>
</tr>
<tr>
<td>Nordas, Piermartini (2004)</td>
<td>0.067</td>
</tr>
<tr>
<td>Kurmanalieva, Parpiev (2008)</td>
<td>0.116</td>
</tr>
<tr>
<td>Persson (2007)</td>
<td>0.118</td>
</tr>
<tr>
<td>De (2007)</td>
<td>0.147</td>
</tr>
<tr>
<td>Njinkeu et al. (2008)</td>
<td>0.149</td>
</tr>
<tr>
<td>Iwanow, Kirkpatrick (2009)</td>
<td>0.461</td>
</tr>
<tr>
<td>Fujimura, Edmonds (2006)</td>
<td>0.541</td>
</tr>
<tr>
<td>Marquez-Ramos, Martinez-Zarzoso (2005)</td>
<td>0.541</td>
</tr>
<tr>
<td>Lawless (2010)</td>
<td>0.672</td>
</tr>
</tbody>
</table>

8 Concluding Remarks

In this study, we have applied meta-analytic techniques to estimate the impact of exporter and importer infrastructure on trade and to examine the factors that influence the estimated elasticities of this impact. The initial data set consisted of 542 estimates obtained from 36 primary studies. We observe evidence that publication (or file drawer) bias exists in this strand of literature and apply the Hedges publication bias procedure. The key result of our research is that the own infrastructure elasticity of the exports of a country is about 0.6 and own infrastructure elasticity on the imports of a country is about 0.3. This finding suggests that exports would respond to an improvement in the overall trade-related infrastructure more than imports, and that an expansion of the interrelated and integrated components of total trade-related infrastructure may have an attractive return through its impact on the external trade balance.

This result can be further elaborated: Assume that in a given economy, infrastructure is valued at about 50 percent of GDP.\(^\text{12}\) The resource cost of a 1 percent increase in infrastructure would therefore be about 0.5 percent of GDP. As the Hedges MRA results suggest that such an increase in infrastructure will increase exports by about 0.6 percent and imports by about 0.3 percent, if exports and imports are of similar magnitude, net exports will then increase by about 0.3 percent of the value of exports. This impact on GDP clearly depends on the openness of the economy (as measured by the exports to GDP ratio) and the short-run and long-run general equilibrium consequences. In turn, these will depend on the assumptions made and the analytical framework adopted. Nevertheless, even under conservative assumptions, the additional infrastructure is likely to have an expansionary impact in the short-run (although the size of any multiplier remains debated, see e.g. Owyang et al. 2013), and in the long-run through increasing external trade. For reasonable discount rates and sufficiently open economies, it is easy to construct examples that yield attractive benefit-cost ratios for such infrastructure investment. Additionally, a common argument is that expansionary policy may yield further productivity improvements.

The question remains what causes this differential impact of infrastructure on exports vis-a-vis imports. Consider the export demand function as presented by Anderson, van Wincoop (2003):

\(^\text{12}\)This is a conservative estimate that refers, for example, to the case of Canada. The report by Dobbs et al. (2013) suggests that infrastructure is valued at around 70 percent of GDP.
Equation (10) implies that a decline in $t$ due to improved infrastructure raises the demand for country or region $i$’s exports. Given that an exporting firm is a price taker in the foreign market and bears the transportation costs to compete there, increases in the stock or quality of origin infrastructure raise the profitability of exports to all possible destinations. On the other hand, from the point of view of a foreign firm that supplies imports to country $i$, this infrastructure enhancement in the home economy lowers the cost of transportation to one destination only. Thus, an increase in infrastructure affects all exports of the local firm but it only affects a proportion of the exports of the foreign firm. Because imports may be more income elastic than price elastic, the effect of the decrease in the price of imports (which already included the foreign freight and insurance) relative to the domestic price will be small. Consequently, the change in infrastructure in country $i$ impacts the behavior of the foreign firm that produces the imports less than that of the domestic firm that produces exports (assuming the infrastructure in other countries remained constant). Therefore, the marginal impact is at least initially larger on exports than on imports. It is important to underline that this conclusion is based on the ceteris paribus assumption. On average, infrastructural investment in a certain country may only be expected to improve if no trading partners improve their infrastructures in similar proportions. Trade is a zero-sum game and the trade balance of an economy will only improve given that no economies in the rest of the world improve their infrastructures in similar proportions.

Moreover, there may also be structural asymmetries and intangible aspects adding to this difference in the exporter and importer infrastructure elasticities of trade. Infrastructure may be tailored more towards exports and not be neutral to the direction of trade. Even if the quality and stock of infrastructure is identical, the way it is utilized may differ between the incoming and outgoing traffic of goods. Differences between the two functions of the same infrastructure can be due to choices such as the amount of personnel allocated or prices charged for infrastructure utilization. Political factors may be another possibility that causes this asymmetry. If exporters politically have more lobbying power than importers, new infrastructure approved by governments may be biased to benefit exporters more than importers. The literature would therefore benefit from further research on microeconomic mechanisms that yield the “stylized facts” that we have uncovered in this meta-analysis.

Finally, our research provides crucial synthesized evidence for developing economies or even low-income economies where infrastructure deprivation is a fact. For instance, the 2005 report of the Commission for Africa emphasizes the need of a functioning transport and communications system for Africa and states that the continent’s transport costs “local, national, and international - are around twice as high as those for a typical Asian country” and “to improve its capacity to trade Africa needs to make changes internally. It must improve its transport infrastructure to make goods cheaper to move” (Commission for Africa 2005, 14, 102). Our meta-analytic evidence adds useful evidence to back the argument that areas with poor infrastructure, such as parts of Africa, could greatly benefit from trade-enhancing infrastructure oriented policy measures.
## A Appendix

### Table A.1. Robustness analysis

<table>
<thead>
<tr>
<th>Methodology</th>
<th>OLS on deviations from the mean</th>
<th>WLS on deviations from the mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exporter Infrastructure</td>
<td>Importer Infrastructure</td>
</tr>
<tr>
<td>Model accounts for zero trade selection (Heckman, Tobit, Probit)</td>
<td>-0.104</td>
<td>-0.459**</td>
</tr>
<tr>
<td></td>
<td>(0.0882)</td>
<td>(0.193)</td>
</tr>
<tr>
<td>Model accounts for endogeneity (IV-based estimation)</td>
<td>0.362***</td>
<td>0.0267</td>
</tr>
<tr>
<td></td>
<td>(0.124)</td>
<td>(0.180)</td>
</tr>
<tr>
<td>Gravity model</td>
<td>-0.188</td>
<td>0.777</td>
</tr>
<tr>
<td></td>
<td>(0.383)</td>
<td>(0.708)</td>
</tr>
<tr>
<td>The point at which trade is measured</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dependent variable is exports</td>
<td>0.324**</td>
<td>-0.151</td>
</tr>
<tr>
<td></td>
<td>(0.161)</td>
<td>(0.230)</td>
</tr>
<tr>
<td>Infrastructure category</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Land transport infrastructure</td>
<td>0.194**</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>(0.0887)</td>
<td>(0.133)</td>
</tr>
<tr>
<td>Maritime or air infrastructure</td>
<td>-0.000187</td>
<td>0.104</td>
</tr>
<tr>
<td></td>
<td>(0.100)</td>
<td>(0.173)</td>
</tr>
<tr>
<td>Communication infrastructure</td>
<td>0.0491</td>
<td>0.0377</td>
</tr>
<tr>
<td></td>
<td>(0.102)</td>
<td>(0.125)</td>
</tr>
<tr>
<td>Composite measure (index)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Reference dummy
Table A.1. Robustness analysis (cont’d)

<table>
<thead>
<tr>
<th>Development level of the economy in which infrastructure is located</th>
<th>OLS on deviations from the mean</th>
<th>WLS on deviations from the mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exporter Infrastructure</td>
<td>Importer Infrastructure</td>
</tr>
<tr>
<td>Developing economy</td>
<td>0.208**</td>
<td>-0.0880</td>
</tr>
<tr>
<td></td>
<td>(0.0821)</td>
<td>(0.200)</td>
</tr>
<tr>
<td>Developed economy</td>
<td>0.0896</td>
<td>0.0456</td>
</tr>
<tr>
<td></td>
<td>(0.235)</td>
<td>(0.206)</td>
</tr>
<tr>
<td>Both types of economies (mixed sample)</td>
<td>Reference dummy</td>
<td></td>
</tr>
</tbody>
</table>

Sample structure

<table>
<thead>
<tr>
<th>Model specification</th>
<th>OLS on deviations from the mean</th>
<th>WLS on deviations from the mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exporter Infrastructure</td>
<td>Importer Infrastructure</td>
</tr>
<tr>
<td>Sub-national or firm level</td>
<td>0.248</td>
<td>-0.584*</td>
</tr>
<tr>
<td></td>
<td>(0.256)</td>
<td>(0.332)</td>
</tr>
<tr>
<td>No cross-section</td>
<td>0.0339</td>
<td>0.197</td>
</tr>
<tr>
<td></td>
<td>(0.124)</td>
<td>(0.156)</td>
</tr>
<tr>
<td>Model specification</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constrained model</td>
<td>0.0584</td>
<td>0.738*</td>
</tr>
<tr>
<td></td>
<td>(0.192)</td>
<td>(0.441)</td>
</tr>
<tr>
<td>Estimation excludes other infrastructure categories</td>
<td>-0.0766</td>
<td>0.263</td>
</tr>
<tr>
<td></td>
<td>(0.164)</td>
<td>(0.225)</td>
</tr>
<tr>
<td>Model does not control for transit or partner infrastructure</td>
<td>-0.137</td>
<td>1.255***</td>
</tr>
<tr>
<td></td>
<td>(0.214)</td>
<td>(0.448)</td>
</tr>
</tbody>
</table>
Table A.1. Robustness analysis (cont’d)

<table>
<thead>
<tr>
<th>Equation/exclusions</th>
<th>OLS on deviations from the mean</th>
<th>WLS on deviations from the mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exporter Infrastructure</td>
<td>Importer Infrastructure</td>
</tr>
<tr>
<td>Equation excludes multilateral resistances</td>
<td>-0.0337 (0.152)</td>
<td>0.149 (0.236)</td>
</tr>
<tr>
<td>Equation excludes income</td>
<td>-0.352 (0.343)</td>
<td>0.349 (0.665)</td>
</tr>
<tr>
<td>Tariffs or trade agreements not considered</td>
<td>-0.395*** (0.138)</td>
<td>-0.0598 (0.167)</td>
</tr>
<tr>
<td>Equation excludes spatial/geographic variables</td>
<td>0.122 (0.124)</td>
<td>-0.191 (0.133)</td>
</tr>
<tr>
<td>Equation excludes education and human capital</td>
<td>0.0240 (0.160)</td>
<td>-1.276*** (0.465)</td>
</tr>
<tr>
<td>Population not considered</td>
<td>0.124 (0.0911)</td>
<td>0.0224 (0.143)</td>
</tr>
<tr>
<td>Governance variable(s) not considered</td>
<td>-0.406*** (0.107)</td>
<td>-0.271 (0.237)</td>
</tr>
<tr>
<td>Equation excludes exchange rate</td>
<td>0.316*** (0.114)</td>
<td>0.0161 (0.151)</td>
</tr>
<tr>
<td>Equation excludes colonial, cultural, or linguistic relations</td>
<td>0.00978 (0.193)</td>
<td>0.184 (0.169)</td>
</tr>
</tbody>
</table>
Table A.1. Robustness analysis (cont’d)

<table>
<thead>
<tr>
<th>Nature of publication</th>
<th>OLS on deviations from the mean</th>
<th>WLS on deviations from the mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exporter Infrastructure</td>
<td>Importer Infrastructure</td>
</tr>
<tr>
<td>Highly ranked journals</td>
<td>0.00919 (0.158)</td>
<td>0.692* (0.377)</td>
</tr>
<tr>
<td>Advocacy</td>
<td>0.151 (0.152)</td>
<td>0.825** (0.399)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.329*** (0.0272)</td>
<td>0.365*** (0.103)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.413</td>
<td>0.333</td>
</tr>
<tr>
<td>Observations</td>
<td>237</td>
<td>142</td>
</tr>
</tbody>
</table>

Standard errors in parentheses

* $p < 0.10$, ** $p < 0.05$, *** $p < 0.01$
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