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ABSTRACT


This paper examines the relationship between financial development, CO2 emissions, trade and economic growth using simultaneous-equation panel data models for a panel of 12 MENA countries over the period 1990-2011. Our results indicate that there is evidence of bidirectional causality between CO2 emissions and economic growth. Economic growth and trade openness are interrelated i.e. bidirectional causality. Feedback hypothesis is validated between trade openness and financial development. Neutrality hypothesis is identified between CO2 emissions and financial development. Unidirectional causality running from financial development to economic growth and from trade openness to CO2 emissions is identified. Our empirical results also verified the existence of environmental Kuznets curve. These empirical insights are of particular interest to policymakers as they help build sound economic policies to sustain economic development and to improve the environmental quality.
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1. Introduction

The relationship between energy consumption and economic growth has been the subject of considerable academic research over the past few decades (Omri, 2013). Various studies have focused on different countries, time periods, modeling techniques and different proxy variables which have been used for energy consumption and economic growth nexus (e.g. Stern, 1993; Wolde-Rufael, 2005; Yuan et al., 2007; Apergis and Payne, 2009; Ghosh, 2010; Baranzini et al., 2013), but in general the empirical results are mixed and have not reached on unique consensus (Chen et al., 2007; Omri, 2014). From the existing studies, one can observe that the Granger causality test has been widely carried out to study the direction of causality between the two variables (Farhani et al., 2014). However, it is clear that the literature on energy consumption-growth nexus produced inconclusive results and there is a consensus neither on the existence nor on the direction of causality (Farhani et al., 2014). A major reason for the absence of consensus is that Granger causality test in a bivariate framework is likely to be biased due to the omission of relevant variables affecting energy consumption and economic growth nexus (Stern, 1993).

This problem has led some of which recent Granger causality based-studies investigating the causal links between energy consumption and economic growth to incorporate capital and labor in the multivariate models (e.g. Apergis and Payne, 2010a; Bartleet and Gounder, 2010; Zhixin and Xin, 2011; Sadorsky, 2012; Shahbaz and Lean, 2012; Mallick and Mahalik, 2014). Recently, some other studies have incorporated trade openness in the production function in order to investigate the relationship between economic growth, capital, labor and trade (e.g. Narayan and Smyth, 2009; Lean and Smyth, 2010a; and Sadorsky, 2012). In addition to energy and trade, some of the recent studies such as Islam et al. (2013) and Ozturk and Acaravci (2013) have included financial financial development in the production function. Financial development, which refers to a country’s decision to allow and promote activities like increased foreign direct investment (FDI), increases in banking activity, and increases in stock market activity, presents one possible avenue for which economic growth can be increased (Sadorsky, 2010).

Several existing studies in energy economics have argued that energy consumption and economic growth may generate considerable pressure on the environment quality (e.g. Apergis and Payne, 2010b; Arouri et al., 2012; Shahbaz et al., 2013b; Tiwari et al., 2013; Omri et al., 2014). As often mentioned in the environmental Kuznets curve (EKC) literature, as output increases, carbon dioxide emissions increase as well until some threshold level of
output was reached after which these emissions begin to decline. An assessment of the existing literature reveals that at the time of writing this work, papers by Ozturk and Acaravci (2013) in Turkey, Shahbaz et al. (2013b) in South Africa, appear to be the only published papers specifically investigating the relationship between economic growth, energy, trade, financial development, and CO2 emissions. The main contribution of these studies is to allow examining the causal relationships between economic growth, energy consumption, trade, financial development, and CO2 emissions in an integrated framework and with time series econometric model. Given that these five variables are strongly interrelated, the use of a naive bivariate or trivariate framework may be subject to the omitted variable bias (Ang, 2009; Jayanthakumaran et al., 2012).

The objective of this study is to use production function approach where GDP depends on CO2 emissions, capital and others inputs such as financial development and trade. The extended Cobb–Douglas production framework helps us to explore the causal relationships among the variables: economic growth, capital, CO2 emissions, financial development and trade. The variables are chosen to capture the particular characteristics of MENA countries. Our study thus contributes to the existing literature by given the first integrated approach to examine the four-way linkages between economic growth, CO2 emissions, financial development and trade in the Middle East and North Africa (MENA) region by using the simultaneous-equation models with both panel and time series econometric techniques for 12 MENA countries over the period 1990–2012. Specifically, this study uses four structural equation models, which allows one to simultaneously examine the impact of (i) CO2 emissions, financial development and trade on economic growth, (ii) economic growth, financial development and trade on CO2 emissions, (iii) economic growth, CO2 emissions and trade on financial development, and (iv) economic growth, CO2 emissions and financial development on trade. Therefore, more useful and reliable information can be provided to the policymakers to formulate effective policies to promote long-term economic growth for the MENA region. This region was chosen as the focus of this study because empirical analysis of countries in this region is relatively scarce. In addition, the characteristics of the countries in the MENA region are very suitable to the case of the present study, for example, this region has some of the largest energy reserves in the world. Yet, while the region is trying to industrialize and modernize its economies, there are the challenges of the carbon emissions. Moreover, energy consumption is the most significant source of pollution and, in terms of particulate matter concentrations; MENA represents the second most polluted region in the world – after South Asia – and the highest CO2 producer per dollar of output.
The algorithm of the article is as such: section 2 briefly reviews the related literature, followed by section 3 that is going to outline the econometric modeling approach and describe the data used, section 4 depicts the empirical findings and the final section, being section 5, holds the concluding annotations and offers some policy implications.

2. Literature review

Several existing works on the nexus among economic growth and CO₂ emissions, financial development and trade are carried on a piecemeal basis without a comprehensive model in mind and thus ignore the potential interaction among the series. Thus this paper reviews the literature under three subsections, e.g. (a) economic growth and CO₂ emissions; (b) financial development and CO₂ emissions (c) trade openness and financial development. We discuss them in turn below.

2.1. Economic growth and CO₂ emissions

The relationship between economic growth and CO₂ emissions has been intensively analyzed empirically over the past two decades. This nexus is closely related to testing the validity of the so-called environmental Kuznets curve (EKC) hypothesis. Several existing studies on this nexus have argued that the level of environmental degradation and economic growth follows the inverted U-shaped relationship. This U-shaped relationship is known as the Environmental Kuznets Curve (EKC) in the literature. This relationship has been examined since the 1990s after Grossman and Krueger (1991) and Selden and Song (1994) provided empirical evidence that the economic growth leads to a gradual degradation of the environment in its initial stages and, after a certain level of growth, it leads to an improvement in the environmental conditions.

Following this seminal study, a number of works such as inter alia, Stern et al. (1996), Ekins (1997), Heil and Selden (1999), Managi and Jena (2008), Fodha and Zaghdoud (2010), Jaunky (2010), Ozturk and Acaravci (2010), and Saboori et al. (2012) tested the EKC hypothesis. However, these studies show a range of conflicting results. Where as some research found a linear relationship between CO₂ emissions and economic growth (e.g. Shafik, 1994; Azomahou et al., 2006) others reported an inverted U-shaped relationship (e.g. Lean and Smyth, 2010b; Saboori et al., 2012) or even an N-shaped relationship (e.g. Shafik, 1994; Friedl and Getzner, 2003) others showed no relationship (e.g. Richmond and Kaufmann, 2006). One limitation of this branch of the literature is that they are
likely to suffer from the omitted variables bias problem for the simple reason that their empirical model is only a bivariate one.

For that reason, some studies included other potential determinants of CO₂ emissions such as trade openness in order to test the pollution haven hypothesis by Halicioglu (2009), Nasir and Rehman (2011); urbanization by Zhang and Cheng (2009), Hossain (2011), and Sharma (2011); and financial development by Ozturk and Acaravci (2013). However, the multivariate studies also produce conflicting results on the existence of EKC. While Ang (2007) and Iwata et al. (2010) for France, Jalil and Mahmud (2009) for China, Nasir and Rehman (2011) for Pakistan, and Omri (2013) for 12 MENA countries succeed in finding an inverted-U shaped curve between economic growth and CO₂ emissions, others could not (Halicioglu, 2009; Ozturk and Acaravci, 2010 all for turkey; Jaunky, 2010 for 36 high-income countries; and Menyah and Wolde-Rufael, 2010 for South Africa).

2.2. Financial development and CO₂ emissions

Financial infrastructure can enhance economic growth and lowers CO₂ emissions (Tamazian et al., 2009). However, Sadorsky (2010) and Zhang (2011), who argue that financial development increases CO₂ emissions. According to these studies, financial development leads to increase in CO₂ emissions for the following ways: First, stock market development helps listed enterprises to lower financing costs, increase financing channels, disperse operating risk and optimize asset/liability structure, so as to buy new installations and invest in new projects and then increase energy consumption and carbon emissions. Second, financial development may attract foreign direct investment so as to boost economic growth and increase carbon emissions. Third, prosperous and efficient financial intermediation seems conducive to consumers' loan activities, which makes it easier for consumers to buy big ticket items like automobiles, houses, refrigerators, air conditioners, washing machines, etc. and then emit more carbon dioxide (Zhang, 2011).

Recent studies which examine the relationship between financial development on CO₂ emissions are as follows: Tamazian and Bhaskara Rao (2010) argue that financial development in transition countries may exert evident influence on CO₂ emissions. Jalil and Feridun (2011) examine the impact of financial development, economic growth and energy consumption on CO₂ emissions in China. Their findings reveal a negative sign for the coefficient of financial development, suggesting that financial development in China has not taken place at the expense of CO₂ emissions. More recently, Ozturk and Acaravci (2013)
investigate the causal relationship between financial development, trade, economic growth, energy consumption, and carbone missions in Turkey. The results show that there is an evidence of a long-run causal relationship from per capita energy consumption, per capita real income, the square of per capita real income, openness and financial development to per capita carbon emissions. Shahbaz et al. (2013a) examine the causal links among economic growth, energy consumption, financial development, trade openness and CO₂ emissions in Indonesia. They show that economic growth and energy consumption increase CO₂ emissions, while financial development and trade openness compact it. The VECM causality analysis has shown the feedback hypothesis between energy consumption and CO₂ emissions. Economic growth and CO₂ emissions are also interrelated i.e. bidirectional causality. Financial development Granger causes CO₂ emissions.

2.2. Trade and financial development

The relationship between international trade and financial development has been investigated in the recent years by various researchers. Yucel (2009) examined the causality relations between financial development, trade openness and economic growth in the Turkia. They showed that the Granger causality test results revealed the presence of bidirectional causal relationship between financial development, trade openness and growth indicating that economic policies aimed at financial development and trade openness have a statistically significant impact on economic growth.

More recently, Menyah et al. (2014) investigate the causal relationship between financial development, trade openness and economic growth for 21 African countries. The results indicate a unidirectional causality running from financial development to trade openness in the case of Burundi, Malawi, Niger, Senegal and Sudan. The opposite causality running from trade openness to financial development was supported only in Gabon. For the remaining sixteen countries, that is for more than three-quarters of the sample, therewas no causality running in any direction between financial development and trade openness implying that financial development and trade openness do not have predictive power on each other.

3. Econometric issues

3.1. Models specifications
To examine the four-way linkages between CO₂ emissions, financial development, trade, and economic growth in MENA countries, we used a Cobb–Douglas production function whereby the gross domestic product (GDP) depends on capital and labor force. The income depends also on energy consumption, which is directly related to CO₂ emissions (e.g. Stern, 2000, Ang, 2008; Sharma, 2010). Specifically, we use the following extended Cobb–Douglas production function:

\[ Y = AK^\alpha E^\lambda L^\beta e^\epsilon \]  

(1)

where \( Y \) is the real income, \( E, K \) and \( L \) denote respectively, energy consumption, capital stock and labor force. The term \( A \) refers to technology and \( e \) the error term. \( \alpha, \lambda, \) and \( \beta \) are the production elasticities with respect to domestic capital, energy consumption, and labor force, respectively. When Cobb–Douglas technology is restricted to \( (\alpha + \lambda + \beta = 1) \) we get constant returns to scale. Given the technology level at given point in time, there is a direct linear relationship between energy consumption and CO₂ emissions (Pereira and Pereira, 2010) such as \( E = bC \). Then, we have

\[ Y = b^\lambda AK^\alpha E^\lambda L^\beta e^\epsilon \]  

(2)

In our model we allow technology to be endogenously determined by trade and financial development and within an augmented Cobb–Douglas production function (Shahbaz and Lean, 2012). Financial development encourages the inflow of foreign direct investment and transfer of superior technology; it promotes economic growth via capital formation in making its efficient use. International trade helps technological advancements and its diffusion. Therefore, we have:

\[ A(t) = \theta FD(t)^\alpha T(t)^\beta \]  

(3)

where \( \theta \) is time-invariant constant, \( FD \) and \( T \) denote respectively, financial development and trade openness. Substituting Eq. (3) into Eq. (2):

\[ Y(t) = \theta C(t)^\lambda FD(t)^\lambda T(t)^\lambda K(t)^\alpha L(t)^{1-\alpha}. \]  

(4)

We then divide both sides of Eq. (4) by \( L \) to get variables in per capita terms; but leave the impact of labor constant. By taking log, the linearized production function can be given as follows:
\[ \ln Y_{it} = \alpha_1 + \alpha_2 \ln C_{it} + \alpha_3 \ln FD_{it} + \alpha_4 \ln T_{it} + \alpha_5 \ln K_{it} + \varepsilon_{it} \] (5)

Since our study is a panel data study, Eq. (5) can be written in panel data form as follows:

\[ \ln Y_{it} = \alpha_1 + \alpha_2 \ln C_{it} + \alpha_3 \ln FD_{it} + \alpha_4 \ln T_{it} + \alpha_5 \ln K_{it} + \varepsilon_{it} \] (6)

Where the subscript \( i=1, \ldots, N \) denotes the country (in our study, we have 12 countries) and \( t=1, \ldots, T \) denotes the time period (our time frame is 1990–2011); \( \ln Y \) is real output, \( \ln C \) is the indicator of CO2 emissions, \( \ln FD \) is financial development measured as domestic credit to private sector as share of GDP, \( \ln T \) is trade openness, and \( \ln K \) is capital stock, and \( \varepsilon \) is the error term.

We then use the production function in Eq. (6) to derive the empirical models to simultaneously examine the interactions between per capita GDP, per capita CO2 emissions, financial development, and trade. These simultaneous-equation models are also constructed on the basis of the theoretical and empirical insights from the existing literature. While estimating the causal links between CO2 emissions–financial development–trade–growth, capital (K), Square of GDP (Y^2), energy consumption (E), urbanization (UR), inflation (IF), and foreign direct investment (FDI) are included as instrumental variables.

The four-way linkages between growth-environment-trade-financial development are empirically examined by making use of the following four equations:

\[ \ln Y_{it} = \alpha_1 + \alpha_2 \ln C_{it} + \alpha_3 \ln FD_{it} + \alpha_4 \ln T_{it} + \alpha_5 \ln K_{it} + \varepsilon_{it} \] (7)

\[ \ln C_{it} = \alpha_1 + \alpha_2 \ln Y_{it} + \alpha_3 \ln FD_{it} + \alpha_4 \ln T_{it} + \alpha_5 \ln Y_{it}^2 + \alpha_6 \ln E_{it} + \alpha_7 \ln UR_{it} + \varepsilon_{it} \] (8)

\[ \ln FD_{it} = \alpha_1 + \alpha_2 \ln Y_{it} + \alpha_3 \ln C_{it} + \alpha_4 \ln T_{it} + \alpha_5 \ln IF_{it} + \varepsilon_{it} \] (9)

\[ \ln T_{it} = \alpha_1 + \alpha_2 \ln Y_{it} + \alpha_3 \ln C_{it} + \alpha_4 \ln FD_{it} + \alpha_5 \ln FDI_{it} + \varepsilon_{it} \] (10)

In the above equations, the subscript \( i=1,\ldots, N \) denotes the country and \( t=1,\ldots, T \) denotes the time period. Eq. (7) states that CO2 emissions (C), the level financial development (FD), trade openness (T) and capital stock (K) are the driving forces of economic growth (Y) (e.g. Ang, 2008; Menyah and Wolde-Rufael, 2010; Anwar and Sun, 2011). Eq. (8) postulates that CO2 emissions (C) can be influenced by economic growth (Y), the level of financial development (FD), trade openness (T), Square of GDP (Y^2), energy consumption (E), and urbanization (URB) (e.g. Lotfalipour et al., 2010; Hossain, 2011; Sharma, 2011; Saboori et al., 2012; Lee, 2013). Eq. (9) states that the level of financial development (FD) can be
affected by economic growth (Y), CO₂ emissions (C), trade openness (T), and consumer price index (e.g. Ahlin and Pang, 2008; Ozturk and Acaravci, 2013). With respect to Eq. (10), the factors including economic growth (Y), CO₂ emissions (C), financial development (FD), and foreign direct investment net inflows (FDI) can potentially affect trade (e.g. Ozturk and Acaravci, 2013; Belloumi, 2014).

Eq. (7) to (10) were estimated simultaneously by means of the generalized method of moments (GMM). The GMM is the estimation method most commonly used in models with panel data and in the multiple-way linkages between certain variables. This method uses a set of instrumental variables to solve the endogeneity problem.

It is well-known that the GMM method provides consistent and efficient estimates in the presence of arbitrary heteroskedasticity. Moreover, most of the diagnostic tests discussed in this study can be cast in a GMM framework. Hansen's test was used to test the overidentifying restrictions in order to provide some evidence of the instruments' validity. The instruments' validity is tested using Hansen test which cannot reject the null hypothesis of overidentifying restrictions. That is, the null hypothesis that the instruments are appropriate cannot be rejected. The Durbin–Wu–Hausman test was used to test the endogeneity. The null hypothesis was rejected, suggesting that the ordinary least squares estimates might be biased and inconsistent and hence the OLS was not an appropriate estimation technique.

The GMM estimation with panel data proves advantageous to the OLS approach in a number of ways. First, the pooled cross-section and time series data allow us to estimate the growth–environment–trade–financial development relationships over a long period of time for several countries. Second, any country-specific effect can be controlled by using an appropriate GMM procedure. And finally, our panel estimation procedure can control for potential endogeneity that may emerge from explanatory variables.
3.2. Panel unit root tests

As it is now well-known the econometric literature on panel unit roots tests now distinguishes between the 1st generation tests (see e.g. Levin, Lin and Chu, 2002; Im, Pesaran and Shin, 2003) developed on the assumption of cross-section independence (except for common time effects), and the 2nd generation tests (see e.g. Pesaran, 2007) that allow, in a variety of forms and degrees, the dependence that might prevail across the different units in the panel. Furthermore, as put in evidence for instance by Banerjee et al. (2005), panel unit root tests of the 1st generation can lead to spurious results (because of size distortions) if there exists significant degrees of error cross-section dependence and this is ignored. Consequently, the implementation of 2nd generation panel unit root tests is desirable only when it has been clearly established that the panel is effectively subject to a significant degree of error cross-section dependence. In the cases where cross-section dependence is not sufficiently high, loss of power might result if 2nd generation panel unit root tests that allow for cross-section dependence are used. As this is precisely the case here we privilege below panel unit root tests of the 1st generation (see footnote 1 in section 4.2 for further details on this issue).

Therefore, we begin our framework by performing the panel unit root test proposed by Levin et al. (LLC) (2002) and Im et al. (IPS) (2003). Both of LLC and IPS are based on the Augmented Dickey-Fuller principle.

Levin et al. (2002) considerd the following basic Augmented Dickey-Fuller model:

$$\Delta X_{i,t} = \alpha_i + \beta_i X_{i,t-1} + \sum_{j=1}^{\rho_i} \mu_{i,j} \Delta X_{i,t-j} + \varepsilon_{i,t}$$  \hspace{1cm} (11)

where $\Delta$ is the first difference operator, $X_{i,t}$ is the dependent variable $i$ over period $t$, and the $\varepsilon_{i,t}$ is a white-noise disturbance with a variance of $\sigma_i^2$. Both $\beta_i$ and the lag order $\mu$ in Eq. (11) are permitted to vary across sections (countries). Hence, they assumed

$$\begin{cases} H_0 : \beta_i = 0 \\ H_1 : \beta_i < 0 \end{cases}$$

According to the LLC test, compared with the single-equation Augmented Dickey-Fuller test, the panel method sensibly rises power in finite samples. The proposed model is as follows:

$$\Delta X_{i,t} = \alpha_i + \beta_i X_{i,t-1} + \sum_{j=1}^{\rho_i} \mu_{i,j} \Delta X_{i,t-j} + \varepsilon_{i,t}$$  \hspace{1cm} (12)

They also assumed
where the statistic of test is \( t_\beta = \frac{\hat{\beta}}{\sigma(\beta)} \), \( \hat{\beta} \) is the OLS estimate of \( \beta \) in Eq. (12) and \( \sigma(\hat{\beta}) \) is its standard error.

Im et al. (2003) proposed a testing procedure based on the mean group approach and also on the Augmented Dickey-Fuller regression presented by Eq. (11). By contrast, the null and alternative hypotheses are not similar to the LLC test, where the rejection of the null hypothesis indicates that all the series are stationary. Now, we have

\[
H_0: \beta_1 = \beta_2 = \ldots = \beta_N = 0 \quad \text{vs.} \quad H_1: \text{Some but not necessarily all } \beta_i < 0
\]

The IPS test is calculated as the average of the t-statistic with and without trend. Alternative t-bar statistic for testing the null hypothesis of unit root for all individuals \((\beta_i = 0)\) is as follows

\[
\tilde{t} = \frac{\sum_{i=1}^{N} t_\beta_i}{N} \quad (13)
\]

where \( t \) is the estimated Augmented Dickey-Fuller statistics from individual panel members; \( N \) is the number of individuals. Using Monte Carlo simulations, this test show that the t-bar \((\tilde{t})\) is normally distributed under the null hypothesis. Accordingly, they then use estimates of its mean and variance to convert t-bar \((\tilde{t})\) into a standard normal z-bar \((\tilde{z})\) statistic which is given by:

\[
\tilde{z} = \frac{\sqrt{N} (\tilde{t} - E[\tilde{t} | \beta_i = 0])}{\sqrt{\text{var}[\tilde{t} | \beta_i = 0]}} \rightarrow N(0,1) \quad (14)
\]

where \( E[\tilde{t} | \beta_i = 0] \) and \( \text{var}[\tilde{t} | \beta_i = 0] \) are the mean and variance of \( t_\beta \). Moreover, the IPS study shows that the standardized statistic converges weakly to the standard normal distribution, which allows for comparison with critical values of the distribution \( N(0,1) \).
4. Data and results

4.1. Data and descriptive statistics

The sample used is annual data covering the period 1990-2011 for 12 MENA countries; namely, Algeria, Bahrain, Egypt, Iran, Jordan, Kuwait, Morocco, Oman, Qatar, Saudi Arabia, Syria, and Tunisia which are considered for this panel analysis. The data are taken from the World Development Indicators (http://data.worldbank.org/indicator). The selection of the starting period was constrained by the availability of data. The variables are per capita GDP (constant 2005 US$) measures the economic growth, per capita CO$_2$ emissions (metric tons), per capita total energy consumption (kg of oil equivalent) as a proxy of energy consumption, per capita gross fixed capital formation (constant 2005 US$) as a proxy of capital stock, domestic credit to private sector as share of GDP as a proxy for financial development, total trade as share of GDP is the proxy of trade openness, urban population as share of total population is the proxy for urbanization, foreign direct investment net inflows as share of GDP is the proxy of foreign direct investment and consumer prices (annual %) as a proxy of inflation.

The descriptive statistics of the different variables for individuals and also for the panel are given below in Table 1. On average, the highest levels of per capita GDP (28381.740), CO$_2$ emissions (53.321) are found for Qatar, while the lowest of per capita GDP is for Syria, and per capita CO$_2$ emissions (1.281) is for Morocco. In addition, the highest level of financial development (72.695) is for Jordan, while the lowest is for Qatar (2.835). Then, the highest level of trade (160.306) is for Bahrain, while the lowest is for Iran (46.860). Thereafter, Tunisia is the most volatile compared with the other countries in terms of economic output. It has the highest coefficient of variation (0.214) as measured by the standard deviation-to-mean ratio. In terms of CO$_2$ emissions, Oman is the most volatile because it has the highest coefficient of variation (0.392) compared with the other countries. The same patterns is found for financial development (0.969) and trade openness (0.224) for Algeria and Iran, respectively.
Table 1  

<table>
<thead>
<tr>
<th>Country</th>
<th>Descriptives statistics</th>
<th>Per capita GDP (constant 2005 USD)</th>
<th>CO₂ emissions (metric tons per capita)</th>
<th>Financial development (in %)</th>
<th>Trade openness (in %)</th>
<th>Per capitaCapital stock (constant 2005 USD)</th>
<th>ENC (kg of oil equivalent per capita)</th>
<th>Urbanization (in%)</th>
<th>Inflation (in%)</th>
<th>FDI (in%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algeria</td>
<td>Means</td>
<td>1908.692</td>
<td>3.152</td>
<td>13.352</td>
<td>57.016</td>
<td>2740.266</td>
<td>953.592</td>
<td>61.934</td>
<td>10.281</td>
<td>1.004</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>212.142</td>
<td>0.234</td>
<td>12.943</td>
<td>8.387</td>
<td>313.657</td>
<td>122.749</td>
<td>6.656</td>
<td>10.595</td>
<td>0.634</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.111</td>
<td>0.074</td>
<td>0.969</td>
<td>0.147</td>
<td>0.114</td>
<td>0.128</td>
<td>0.107</td>
<td>1.030</td>
<td>0.631</td>
</tr>
<tr>
<td>Bahrain</td>
<td>Means</td>
<td>12298.53</td>
<td>25.423</td>
<td>52.266</td>
<td>160.306</td>
<td>20369.26</td>
<td>9122.009</td>
<td>88.402</td>
<td>1.146</td>
<td>7.132</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>1447.03</td>
<td>2.951</td>
<td>15.040</td>
<td>17.870</td>
<td>2932.932</td>
<td>787.854</td>
<td>0.129</td>
<td>1.554</td>
<td>8.338</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.117</td>
<td>0.116</td>
<td>0.287</td>
<td>0.111</td>
<td>0.143</td>
<td>0.086</td>
<td>0.001</td>
<td>1.356</td>
<td>1.169</td>
</tr>
<tr>
<td>Egypt</td>
<td>Means</td>
<td>14949.502</td>
<td>2.017</td>
<td>40.358</td>
<td>52.091</td>
<td>2575.714</td>
<td>707.562</td>
<td>43.058</td>
<td>9.163</td>
<td>2.416</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>272.555</td>
<td>0.521</td>
<td>11.666</td>
<td>9.533</td>
<td>2207.125</td>
<td>149.250</td>
<td>0.240</td>
<td>5.369</td>
<td>2.684</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.182</td>
<td>0.258</td>
<td>0.289</td>
<td>0.183</td>
<td>0.856</td>
<td>0.210</td>
<td>0.005</td>
<td>0.585</td>
<td>1.110</td>
</tr>
<tr>
<td>Iran</td>
<td>Means</td>
<td>17278.876</td>
<td>6.009</td>
<td>26.573</td>
<td>46.860</td>
<td>3685.296</td>
<td>2071.401</td>
<td>63.821</td>
<td>19.127</td>
<td>0.647</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>369.371</td>
<td>1.763</td>
<td>7.977</td>
<td>10.503</td>
<td>819.271</td>
<td>548.424</td>
<td>4.218</td>
<td>9.120</td>
<td>0.842</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.213</td>
<td>0.293</td>
<td>0.300</td>
<td>0.224</td>
<td>0.222</td>
<td>0.264</td>
<td>0.066</td>
<td>0.476</td>
<td>1.301</td>
</tr>
<tr>
<td>Jordan</td>
<td>Means</td>
<td>1956.190</td>
<td>3.446</td>
<td>72.695</td>
<td>126.401</td>
<td>2944.683</td>
<td>1085.146</td>
<td>79.253</td>
<td>4.924</td>
<td>5.953</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.184</td>
<td>0.101</td>
<td>0.124</td>
<td>0.115</td>
<td>0.148</td>
<td>0.106</td>
<td>0.036</td>
<td>0.921</td>
<td>1.077</td>
</tr>
<tr>
<td>Kuwait</td>
<td>Means</td>
<td>21691.770</td>
<td>29.118</td>
<td>52.446</td>
<td>92.874</td>
<td>28953.580</td>
<td>9283.332</td>
<td>98.116</td>
<td>3.373</td>
<td>0.163</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>2292.088</td>
<td>2.765</td>
<td>19.629</td>
<td>11.981</td>
<td>6262.777</td>
<td>2428.257</td>
<td>0.086</td>
<td>3.076</td>
<td>0.326</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.105</td>
<td>0.094</td>
<td>0.374</td>
<td>0.129</td>
<td>0.216</td>
<td>0.261</td>
<td>0.008</td>
<td>0.911</td>
<td>2</td>
</tr>
<tr>
<td>Morocco</td>
<td>Means</td>
<td>1413.937</td>
<td>1.281</td>
<td>44.259</td>
<td>64.412</td>
<td>1693.511</td>
<td>381.721</td>
<td>53.283</td>
<td>2.968</td>
<td>1.536</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>248.795</td>
<td>0.216</td>
<td>14.785</td>
<td>10.081</td>
<td>287.764</td>
<td>73.347</td>
<td>2.507</td>
<td>2.241</td>
<td>1.371</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.175</td>
<td>0.168</td>
<td>0.334</td>
<td>0.156</td>
<td>0.169</td>
<td>0.192</td>
<td>0.047</td>
<td>0.755</td>
<td>0.892</td>
</tr>
<tr>
<td>Oman</td>
<td>Means</td>
<td>8992.859</td>
<td>10.892</td>
<td>33.706</td>
<td>86.800</td>
<td>12184.790</td>
<td>4064.466</td>
<td>71.228</td>
<td>3.105</td>
<td>1.685</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>1567.892</td>
<td>4.276</td>
<td>8.608</td>
<td>6.777</td>
<td>3365.855</td>
<td>1575.096</td>
<td>1.863</td>
<td>3.558</td>
<td>2.076</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.174</td>
<td>0.392</td>
<td>0.235</td>
<td>0.078</td>
<td>0.276</td>
<td>0.387</td>
<td>0.026</td>
<td>1.145</td>
<td>1.232</td>
</tr>
<tr>
<td>Qatar</td>
<td>Means</td>
<td>28381.740</td>
<td>53.321</td>
<td>2.835</td>
<td>84.082</td>
<td>42766.160</td>
<td>16859.350</td>
<td>96.222</td>
<td>3.875</td>
<td>2.835</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>4416.412</td>
<td>10.528</td>
<td>2.199</td>
<td>9.820</td>
<td>6833.614</td>
<td>2811.166</td>
<td>1.789</td>
<td>4.892</td>
<td>2.199</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.155</td>
<td>0.197</td>
<td>0.775</td>
<td>0.116</td>
<td>0.159</td>
<td>0.166</td>
<td>0.018</td>
<td>1.262</td>
<td>0.775</td>
</tr>
<tr>
<td>----------</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>Means</td>
<td>9300.450</td>
<td>15.098</td>
<td>29.326</td>
<td>76.696</td>
<td>15226.850</td>
<td>5258.383</td>
<td>79.808</td>
<td>2.008</td>
<td>2.093</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>237.447</td>
<td>2.044</td>
<td>10.150</td>
<td>15.199</td>
<td>5147.935</td>
<td>734.700</td>
<td>1.685</td>
<td>2.846</td>
<td>3.209</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.025</td>
<td>0.135</td>
<td>0.346</td>
<td>0.198</td>
<td>0.338</td>
<td>0.139</td>
<td>0.021</td>
<td>1.417</td>
<td>1.533</td>
</tr>
<tr>
<td>Syria</td>
<td>Means</td>
<td>761.594</td>
<td>3.486</td>
<td>27.282</td>
<td>64.491</td>
<td>2292.020</td>
<td>1174.366</td>
<td>67.885</td>
<td>6.355</td>
<td>1.495</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>154.126</td>
<td>0.452</td>
<td>17.318</td>
<td>0.989</td>
<td>1860.457</td>
<td>297.271</td>
<td>1.041</td>
<td>6.144</td>
<td>1.181</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.202</td>
<td>0.129</td>
<td>0.634</td>
<td>0.015</td>
<td>0.811</td>
<td>0.253</td>
<td>0.015</td>
<td>0.966</td>
<td>0.789</td>
</tr>
<tr>
<td>Tunisia</td>
<td>Means</td>
<td>2334.958</td>
<td>2.091</td>
<td>61.996</td>
<td>90.633</td>
<td>2885.232</td>
<td>764.809</td>
<td>63.118</td>
<td>4.050</td>
<td>2.819</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>501.0915</td>
<td>0.281</td>
<td>5.258</td>
<td>9.105</td>
<td>653.041</td>
<td>113.745</td>
<td>2.537</td>
<td>1.544</td>
<td>1.931</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>0.214</td>
<td>0.134</td>
<td>0.084</td>
<td>0.100</td>
<td>0.226</td>
<td>0.148</td>
<td>0.040</td>
<td>0.381</td>
<td>0.684</td>
</tr>
<tr>
<td>Panel</td>
<td>Means</td>
<td>7688.591</td>
<td>12.944</td>
<td>41.038</td>
<td>83.555</td>
<td>11564.950</td>
<td>4310.512</td>
<td>72.177</td>
<td>5.829</td>
<td>2.481</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>8842.616</td>
<td>15.575</td>
<td>20.152</td>
<td>33.143</td>
<td>13126.630</td>
<td>5017.059</td>
<td>16.343</td>
<td>7.099</td>
<td>3.949</td>
</tr>
<tr>
<td></td>
<td>CV</td>
<td>1.150</td>
<td>1.203</td>
<td>0.491</td>
<td>0.396</td>
<td>1.135</td>
<td>1.163</td>
<td>0.226</td>
<td>1.217</td>
<td>1.591</td>
</tr>
</tbody>
</table>

Notes: Std. Dev.: indicates standard deviation, ENC: indicates per capita energy consumption, and FDI: indicates foreign direct investment.
4.2. Results of panel unit root and cointegration tests

In panel data analysis, the panel unit root test must be taken first in order to identify the stationary properties of the relevant variables. There exist a number of methods for panel unit root tests. In this study, we choose two panel unit root tests of the 1st generation, namely Levin–Lin–Chu (LLC) (2002), and Im–Pesaran–Shin (IPS) (2003) tests since no significant evidence of error cross-section dependence is found in the data. Indeed, we first implemented the simple test of Pesaran (2004) and have computed the CD statistic to test for the presence of cross-section dependence in the data. This test is based on the average of pair-wise correlation coefficients of the OLS residuals obtained from standard augmented Dickey-Fuller regressions for each individual unit. Its null hypothesis is cross-sectional independence and it follows asymptotically a two-tailed standard normal distribution. The results reported in Table 2a indicates that null hypothesis is never rejected for all series in our panel sets, at the five and ten percent level of significance. Therefore, the members of our panel are not-cross-sectionally correlated, and any 2nd generation panel unit root test (assuming cross-country dependence), would be flawed and cannot be used in our investigation.

Table 2a
Results of tests for error cross section dependences in the ADF(p) regressions based on the CD statistic of Pesaran (2004).

<table>
<thead>
<tr>
<th>Variables</th>
<th>P-value for CD statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>0.4212 (1)</td>
</tr>
<tr>
<td>C</td>
<td>0.2813 (1)</td>
</tr>
<tr>
<td>FD</td>
<td>0.3734 (2)</td>
</tr>
<tr>
<td>T</td>
<td>0.4536 (1)</td>
</tr>
<tr>
<td>K</td>
<td>0.5876 (1)</td>
</tr>
<tr>
<td>E</td>
<td>0.1987 (3)</td>
</tr>
<tr>
<td>UR</td>
<td>0.7456 (1)</td>
</tr>
<tr>
<td>IF</td>
<td>0.2398 (1)</td>
</tr>
<tr>
<td>FDI</td>
<td>0.8653 (1)</td>
</tr>
</tbody>
</table>

Note: Lag length of variables is shown in small parentheses after the p-value. Under the null of cross-sectional independence the CD statistic is distributed as a two-tailed standard normal.

The LLC test takes into account the heterogeneity of various sections, but it has low power in small samples because of the serial correlation, which cannot be completely eliminated. The IPS test considers the heterogeneity among the sections and also eliminates the serial correlation, thus has a strong ability of testing in small samples. The null hypothesis of the above two unit root tests is that there exist unit root (i.e. the variables are non-stationary), and the alternative hypothesis is that no unit root exists in the series (i.e. the variables are stationary).
Table 2b shows the results of the panel unit root tests for levels of variables. It can be seen from Table 2b that all variables in first difference are statistically significant under the LLC and IPS tests, indicating that all variables are integrated of order one, I(1).

Table 2b
Results of panel unit root tests.

<table>
<thead>
<tr>
<th>Variables</th>
<th>LLC test</th>
<th>IPS test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level</td>
<td>First difference</td>
</tr>
<tr>
<td></td>
<td>T-Statistics</td>
<td>p-value</td>
</tr>
<tr>
<td>Y</td>
<td>3.0768 (0)</td>
<td>1.0000</td>
</tr>
<tr>
<td>C</td>
<td>-5.4006 (0)***</td>
<td>0.0000</td>
</tr>
<tr>
<td>FD</td>
<td>-3.3680 (1)***</td>
<td>0.0004</td>
</tr>
<tr>
<td>T</td>
<td>-3.2838 (0)***</td>
<td>0.0005</td>
</tr>
<tr>
<td>K</td>
<td>4.0184 (1)</td>
<td>1.0000</td>
</tr>
<tr>
<td>E</td>
<td>-2.1756 (0)***</td>
<td>0.0148</td>
</tr>
<tr>
<td>UR</td>
<td>-3.0206 (0)***</td>
<td>0.0113</td>
</tr>
<tr>
<td>IF</td>
<td>-5.5663 (0)***</td>
<td>0.0000</td>
</tr>
<tr>
<td>FDI</td>
<td>-7.4554 (0)***</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Notes: All panel unit root tests were performed with restricted intercept and trend for all variables. In addition, Lag length of variables is shown in small parentheses. *, **, and *** indicate significance at the 1%, 5%, and 10% levels, respectively.

Given that all our series are non-stationary and integrated of order 1, the next step is to test for the existence of cointegration between them. For this purpose, we implement the well-known panel cointegration tests proposed by Pedroni (1999, 2004) whose null hypothesis is joint non-cointegration.

The computation of the seven test statistics proposed by Pedroni assumes cross-sectional independence across individual units (apart from common time effects), an assumption that is verified here. These statistics can be grouped into either parametric or non-parametric statistics, depending on the way that autocorrelation and endogeneity bias are accounted for. In our study, we are only concerned with the parametric version of the statistics, i.e. the normalized bias and the pseudo t-ratio statistics, and with the ADF test statistics in particular. These test statistics are defined by pooling the individual tests, so that they belong to the class of between-dimension test statistics (see Pedroni, 1999, 2004 for further details).

Table 2c reports the results of the panel data cointegration tests by Pedroni. More specifically, we test for cointegration between the differences variables included in each of the Eq. (7) to (10) associated to our growth-environment-trade and financial model. For all equations considered, conclusions of the test are straightforward. Indeed, it clearly emerges

2 Note that just that just for a comparison purpose, we also computed the 2nd generation panel unit root test by Pesaran (2007) whose null hypothesis is the unit root for all countries. Although the Cross-sectionally augmented IPS statistics (CIPS) should of course not be computed (if the time series are cross-section independent as it is the case here), results support the existence of a unit root in all series under consideration. This confirms previous results obtained with the 1st generation panel unit root tests of Levin–Lin–Chu (LLC) (2002), and Im–Pesaran–Shin (IPS) (2003).
from P-values given in Table 2c that in all cases the null hypothesis of no cointegration between variables of the four equations cannot be rejected by the test statistics. This results holds whatever the level of significance chosen (1%, 5%, or 10%) and clearly indicates that the variables included in our four equations are not cointegrated.

Table 2c
Panel cointegration test results between the variables included in Eq. (7) to (10) (Pedroni, 1999; 2004).

<table>
<thead>
<tr>
<th></th>
<th>ADF-stat</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model including the variables of Eq. (7)</td>
<td>0.37</td>
<td>0.64</td>
</tr>
<tr>
<td>Model including the variables of Eq. (8)</td>
<td>0.12</td>
<td>0.54</td>
</tr>
<tr>
<td>Model including the variables of Eq. (9)</td>
<td>-0.98</td>
<td>0.16</td>
</tr>
<tr>
<td>Model including the variables of Eq. (10)</td>
<td>-1.12</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Notes: i) All specifications includes a constant term.

ii) As the tests are one-sided, a calculated statistic smaller than the critical value (-1.65 at 5%) leads to the rejection of the null hypothesis of no cointegration.

4.3. Regression results and Discussions

While estimating the four-way linkages between CO2 emissions, financial development, trade and economic growth, K, Y2, E, UR, IF and FDI are included as instrumental variables.

In addition, before running regressions, some specific tests have been audited. According to Newey (1985) and Smith and Blundell (1986), two important specification tests are used for simultaneous-equation regression models: test of endogeneity/exogeneity and test of overidentifying restrictions. First, the Durbin-Wu-Hausman (DWH) test was used to test the endogeneity for all three equations. The null hypothesis of the DWH endogeneity test is that an ordinary least squares (OLS) estimator of the same equation would yield consistent estimates: that is, an endogeneity among the regressors would not have deleterious effects on OLS estimates. A rejection of the null indicates that endogenous regressors' effects on the estimates are meaningful, and instrumental variables techniques are required. Second, we may test the overidentifying restrictions in order to provide some evidence of the instruments' validity. The instruments' validity is tested using the Hansen test by which the null hypothesis of overidentifying restrictions cannot be rejected. That is, the null hypothesis that the instruments are appropriate cannot be rejected.

Based on the above diagnostic tests, the estimated coefficients of Eqs. (7) to (10) are given in Tables 3, 4, 5 and 6.

3Notice that for a comparison purpose, we also computed the bootstrap distribution of Pedroni’s test statistics, thereby generating data-specific critical values as in Banerjee and Carrion-i-Silvestre (2006). These critical values are appropriate in the case of cross-sectional dependence (an assumption which was previously rejected for our dataset). We report that the null hypothesis of non-cointegration for all countries is still not rejected for the variables included in Eq. (7) to Eq. (10).
The empirical results about Eq. (7) are presented in Table 3, which shows that per capita CO\(_2\) emissions have a negative and significant impact on per capita GDP for Egypt, Iran, Kuwait, Morocco, Oman, and Tunisia. This implies that economic growth is elastic with respect to CO\(_2\) emissions, and a 1% increase in environmental degradation decreases economic growth within a range of 0.169% (Tunisia) to 0.519% (Kuwait). For the remaining countries, no significant relationship is found. For the panel result, per capita CO\(_2\) emissions have a negative and significant impact on economic growth at 1% level. The magnitude of 0.233 implies that a 1% increase in CO\(_2\) emissions decreases economic growth by around 0.23%. This result is consistent with the findings of Jayanthakumaran et al. (2012).

The Coefficient of financial development is positive and significant for 6 countries out of 12. Only for Algeria, Egypt, Iran, Jordan, Morocco, and Tunisia, it significantly affects per capita GDP, however no significant relationship is found for the rest of countries. This suggests that economic growth is elastic with respect to financial development, and a 1% increase in financial development increases economic growth within a range of 0.086% (Algeria) to 0.362% (Jordan). For the panel result, we find that the effect of nuclear energy consumption on economic growth is statistically significant at the 5% level. The magnitude of 0.177 implies that a 1% increase in nuclear energy consumption increases the real income of the selected countries by around 0.18%. This indicates that an increase in financial development tends to promote economic growth. Hence, sound and developed financial system can attract investors, boost the stock market and improve the economic growth (Shahabaz and Lean, 2012).

Table 3
Simultaneous equations GMM-estimation for Eq. 7.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Dependent variable : Economic growth</th>
<th>Constant</th>
<th>C</th>
<th>FD</th>
<th>T</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algeria</td>
<td></td>
<td>0.916*** (0.069)</td>
<td>-0.015 (0.813)</td>
<td>0.086** (0.017)</td>
<td>0.135* (0.001)</td>
<td>0.761* (0.000)</td>
</tr>
<tr>
<td>Bahrain</td>
<td></td>
<td>0.866** (0.041)</td>
<td>-0.167 (0.559)</td>
<td>0.064 (0.635)</td>
<td>0.355*** (0.065)</td>
<td>0.233* (0.009)</td>
</tr>
<tr>
<td>Egypt</td>
<td></td>
<td>7.288* (0.000)</td>
<td>-0.423* (0.000)</td>
<td>0.175* (0.002)</td>
<td>-0.079* (0.016)</td>
<td>0.005 (0.463)</td>
</tr>
<tr>
<td>Iran</td>
<td></td>
<td>5.325* (0.008)</td>
<td>-0.271** (0.022)</td>
<td>0.259** (0.011)</td>
<td>-0.125 (0.676)</td>
<td>0.555* (0.003)</td>
</tr>
<tr>
<td>Jordan</td>
<td></td>
<td>-3.555* (0.002)</td>
<td>-0.311 (0.167)</td>
<td>0.362* (0.001)</td>
<td>0.187*** (0.080)</td>
<td>0.314* (0.005)</td>
</tr>
<tr>
<td>Kuwait</td>
<td></td>
<td>6.282* (0.000)</td>
<td>-0.519* (0.006)</td>
<td>0.034 (0.399)</td>
<td>0.145 (0.402)</td>
<td>0.087 (0.212)</td>
</tr>
<tr>
<td>Morocco</td>
<td></td>
<td>0.455*** (0.087)</td>
<td>-0.284** (0.027)</td>
<td>0.250** (0.075)</td>
<td>0.229*** (0.057)</td>
<td>0.277** (0.042)</td>
</tr>
<tr>
<td>Oman</td>
<td></td>
<td>-2.232* (0.000)</td>
<td>-0.253** (0.036)</td>
<td>0.026 (0.268)</td>
<td>-0.168** (0.011)</td>
<td>0.297*** (0.078)</td>
</tr>
<tr>
<td>Qatar</td>
<td></td>
<td>-1.804*** (0.088)</td>
<td>-0.089 (0.192)</td>
<td>0.108 (0.183)</td>
<td>0.377* (0.000)</td>
<td>0.746* (0.003)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td></td>
<td>8.905* (0.000)</td>
<td>-0.188 (0.106)</td>
<td>0.028 (0.138)</td>
<td>0.236* (0.000)</td>
<td>0.104** (0.031)</td>
</tr>
<tr>
<td>Syria</td>
<td></td>
<td>2.331** (0.043)</td>
<td>-0.099 (0.224)</td>
<td>0.126 (0.109)</td>
<td>-0.119 (0.175)</td>
<td>-0.026 (0.721)</td>
</tr>
<tr>
<td>Tunisia</td>
<td></td>
<td>2.852*** (0.087)</td>
<td>-0.169** (0.033)</td>
<td>0.213** (0.021)</td>
<td>0.203*** (0.076)</td>
<td>0.103 (0.109)</td>
</tr>
<tr>
<td>Panel</td>
<td></td>
<td>3.288* (0.000)</td>
<td>-0.233* (0.000)</td>
<td>0.199* (0.002)</td>
<td>0.176*** (0.079)</td>
<td>0.209** (0.044)</td>
</tr>
</tbody>
</table>

Hansen test (p-value) | 24.870 (0.104) |
DWH test (p-value) | 5.453 (0.001) |

Notes: Values in parentheses are the estimated p-values. Hansen J-test refers to the over-identification test for the restrictions in GMM estimation. DWH-test is the Durbin–Wu–Hausman test for endogeneity. *, **, and *** indicate significance at the 1%, 5%, and 10% levels, respectively.
In addition, trade openness has a significant impact on per capita GDP for 9 countries out of 12. Only for Algeria, Bahrain, Jordan, Morocco, Qatar, Saudi Arabia, and Tunisia, it positively affects economic growth, however for Egypt and Oman it has a significant negative impact. This suggests that an increase in trade openness tends to decrease economic growth in Egypt and Oman. From the elasticities, it can also be inferred that due to the increase in trade openness, growth goes down more in Oman than in Egypt (0.168 > 0.079). The panel estimation indicates that trade openness has a positive and significant impact on per capita GDP at 10% level. The magnitude of 0.176 implies that a 1% rise in trade openness raises economic growth by around 0.18%.

Finally, the coefficient of capital is positive and significant for 8 countries out of 12. Only for Egypt, Kuwait, Syria and Tunisia no significant relationship is found. For the panel result, it has a positive and significant impact on per capita GDP at the 5% level. This implies that a 1% increase in capital increases economic growth by around 0.21%. The result is consistent with the findings of Omri (2013).

Table 4
Simultaneous equations GMM-estimation for Eq. 8.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Constant</th>
<th>Y</th>
<th>FD</th>
<th>T</th>
<th>Y*</th>
<th>E</th>
<th>UR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algeria</td>
<td>4.999**  (0.037)</td>
<td>0.192 (0.131)</td>
<td>0.096 (0.378)</td>
<td>0.318** (0.015)</td>
<td>0.138 (0.116)</td>
<td>0.178*** (0.099)</td>
<td>0.061 (0.421)</td>
</tr>
<tr>
<td>Bahrain</td>
<td>2.344*** (0.091)</td>
<td>0.089 (0.244)</td>
<td>-0.282 (0.167)</td>
<td>0.484* (0.001)</td>
<td>0.083 (0.531)</td>
<td>0.193*** (0.069)</td>
<td>0.105 (0.211)</td>
</tr>
<tr>
<td>Egypt</td>
<td>7.189**  (0.022)</td>
<td>0.189*** (0.071)</td>
<td>0.125 (0.233)</td>
<td>0.113 (0.187)</td>
<td>0.265** (0.013)</td>
<td>0.098 (0.165)</td>
<td>0.321** (0.039)</td>
</tr>
<tr>
<td>Iran</td>
<td>10.213*  (0.000)</td>
<td>0.560* (0.002)</td>
<td>0.070 (0.343)</td>
<td>0.170 (0.219)</td>
<td>-0.462* (0.003)</td>
<td>0.318** (0.032)</td>
<td>0.146*** (0.052)</td>
</tr>
<tr>
<td>Jordan</td>
<td>4.312**  (0.012)</td>
<td>0.089 (0.139)</td>
<td>0.178*** (0.055)</td>
<td>0.137 (0.123)</td>
<td>0.166 (0.218)</td>
<td>0.180 (0.109)</td>
<td>-0.210 (0.129)</td>
</tr>
<tr>
<td>Kuwait</td>
<td>7.310*   (0.000)</td>
<td>0.348* (0.005)</td>
<td>0.161 (0.121)</td>
<td>0.082 (0.209)</td>
<td>-0.133** (0.047)</td>
<td>0.202* (0.008)</td>
<td>0.189** (0.044)</td>
</tr>
<tr>
<td>Morocco</td>
<td>12.198*  (0.000)</td>
<td>0.199** (0.025)</td>
<td>0.141 (0.133)</td>
<td>0.166 (0.197)</td>
<td>-0.091 (0.318)</td>
<td>0.279*** (0.821)</td>
<td>0.222*** (0.068)</td>
</tr>
<tr>
<td>Oman</td>
<td>9.444*   (0.007)</td>
<td>0.387** (0.018)</td>
<td>0.190 (0.162)</td>
<td>0.099 (0.217)</td>
<td>0.112 (0.178)</td>
<td>0.101 (0.347)</td>
<td>0.277 (0.188)</td>
</tr>
<tr>
<td>Qatar</td>
<td>6.367*   (0.046)</td>
<td>0.349* (0.000)</td>
<td>0.211** (0.029)</td>
<td>0.308** (0.011)</td>
<td>-0.156** (0.083)</td>
<td>0.349 (0.126)</td>
<td>0.181 (0.236)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>18.356*  (0.000)</td>
<td>0.313* (0.001)</td>
<td>0.144 (0.167)</td>
<td>0.083 (0.471)</td>
<td>-0.192*** (0.053)</td>
<td>0.188*** (0.072)</td>
<td>0.193** (0.038)</td>
</tr>
<tr>
<td>Syria</td>
<td>12.850*  (0.000)</td>
<td>0.194*** (0.059)</td>
<td>0.089 (0.341)</td>
<td>0.110 (0.289)</td>
<td>0.055 (0.481)</td>
<td>0.149*** (0.050)</td>
<td>0.169 (0.203)</td>
</tr>
<tr>
<td>Tunisia</td>
<td>5.019**  (0.025)</td>
<td>0.193*** (0.061)</td>
<td>0.102 (0.189)</td>
<td>0.173 (0.145)</td>
<td>-0.098 (0.523)</td>
<td>0.172*** (0.044)</td>
<td>0.211 (0.105)</td>
</tr>
<tr>
<td>Panel</td>
<td>4.024**  (0.010)</td>
<td>0.469* (0.005)</td>
<td>0.199 (0.137)</td>
<td>0.193** (0.104)</td>
<td>-0.193*** (0.007)</td>
<td>0.488* (0.000)</td>
<td>0.090 (0.216)</td>
</tr>
</tbody>
</table>

Hansen test (p-value) 4.591 (0.294)
DWH test (p-value) 9.705 (0.021)

Notes: Values in parentheses are the estimated p-values. Hansen J-test refers to the over-identification test for the restrictions in GMM estimation. DWH-test is the Durbin–Wu–Hausman test for endogeneity. *, **, and *** indicate significance at the 1%, 5%, and 10% levels, respectively.

Table 4 presents the estimated results about Eq. (8). It appears that per capita GDP has a positive and statistically significant impact on per capita CO2 emissions for 9 countries out of 12. This implies that a 1% increase in per capita GDP increases CO2 emissions by around 0.19%, 0.60%, 0.35%, 0.20%, 0.40%, 0.35%, 0.31%, 019% and 0.19% for Egypt, Iran, Kuwait, Morocco, Oman, Qatar, Saudi Arabia, Syria and Tunisia, respectively. For the
remaining countries, no significant relationship is found. The panel result shows that per capita GDP has a positive and significant impact on per capita CO₂ emissions at the 1% level. The magnitude of 0.469 indicates that a 1% increase in per capita GDP increases CO₂ emissions by around 0.47%. This implies that an increase in economic growth tends to increase the environment degradation. The results are consistent with the findings of Halicioglu (2009) for Turkey; Fodha and Zaghdoud (2010) for Tunisia; Wang et al. (2011) for China; Arouri et al. (2012) for 12 MENA countries; Jayanthakumaran et al. (2012) for both China and India; Saboori et al. (2012) for Malaysia; and Lee (2013) for G20 countries.

Regarding the financial development variable, it is found that financial development has a significant impact only for 2 countries out of 12. Only for Qatar, it positively affects per capita CO₂ emissions, however for Jordan it has a negative impact. This result is consistent with the findings of Tamazian et al. (2009), Sadorsky (2010) and Zhang (2011). For the remaining countries, no significant relationship is found. For the panel result, it has an insignificant negative impact on per capita CO₂ emissions. The result is in line with Ozturk and Acaravci (2013) for Turkey.

In addition, trade openness has a positive and significant impact on CO₂ emissions only for 3 countries out of 12. This implies that a 1% increase in foreign trade to GDP ratio increases CO₂ emissions by around 0.32%, 0.48%, and 0.31%, for Algeria, Bahrain, and Qatar, respectively. For the remaining countries, no significant relationship is found. The panel estimation shows that openness has a positive and significant impact on CO₂ emissions at 10% level. It shows that an increase in foreign trade to GDP ratio results in an increase in per capita CO₂ emissions. The result is in line with Managi et al. (2009). They insisted on the importance of foreign trade in determining the level of CO₂ emissions. In their analysis, they attempted to analyze the emission generated in the transport sector. They concentrated on China's export and found that trade plays an important role in generating emission in the transport sector and that greater emissions is attributable to exports rather than to imports.

The coefficient of the square of GDP is negative and statistically significant only for Egypt, Iran, Kuwait, Qatar and Saudi Arabia. These results support the validity of EKC hypothesis in these four countries. For the panel result, the square of GDP has negative and significant impact on CO₂ emissions. It means that the level of per capita CO₂ emissions initially increases with per capita GDP, until it reaches its stabilization point, any increase in per capita GDP likely reduces the per capita carbon emissions. The result is consistent with the finding of Saboori et al. (2012) and Ozturk and Acaravci (2013). For the panel result, no significant relationship is found.
Thereafter, the coefficient of per capita energy consumption is positive and statistically significant for all the countries, except for Egypt, Jordan, Oman and Qatar. This implies that per capita CO₂ emissions are elastic with respect to per capita energy consumption, and a 1% increase in the use of energy increases environmental degradation within a range of 0.149% (Syria) to 0.318% (Iran). For the panel estimation, per capita energy consumption has a positive and significant impact on per capita CO₂ emissions at 1% level. The magnitude of 0.488 implies that a 1% rise in energy consumption increases CO₂ emissions by 0.49%. This implies that an increase in energy consumption increases the environment degradation. This finding is in line with Soytas et al. (2007) for United States; Halicioglu (2009) for Turkey; Zhang and Cheng (2009) for China, Arouri et al. (2012) for MENA countries.

Finally, the urbanization variable has a positive and significant effect on per capita CO₂ emissions only for 5 countries out of 12. This implies that a 1% increase in urbanization increases per capita CO₂ emissions by around 0.32%, 0.15%, 0.19%, 0.22%, and 0.19%, for Egypt, Iran, Kuwait, Morocco and Saudi Arabia, respectively. This indicates that an increase in the urbanization tends to increase per capita CO₂ emissions in these five countries. This result is consistent with findings of Hossain (2011). For the panel estimation, urbanization has no significant impact on the environmental degradation for the region as a whole.

The empirical results about Eq. (9) are presented in Table 5, which shows that per capita GDP has a positive and significant impact on the level of financial development for 8 countries out of 12. This implies that a 1% increase in per capita GDP increases financial development by around 0.20%, 0.25%, 0.31%, 0.26%, 0.18%, 0.25%, 0.45%, and 0.24% for Algeria, Egypt, Iran, Jordan, Morocco, Qatar, Saudi Arabia, and Tunisia, respectively. For the remaining countries, no significant relationship is found. The panel result shows that per capita GDP has an insignificant impact on financial development. This implies that an increase in economic growth does not exert an effect on the level of financial development.

Regarding the pollutant variable, we find that per capita CO₂ emissions have a negative and significant impact on financial development only for 5 countries out of 12. This implies that the level of financial development is elastic with respect to CO₂ emissions, and a 1% increase in environmental degradation decreases financial development within a range of 0.179% (Bahrain) to 0.396% (Egypt). For the remaining countries, no significant relationship is found. For the panel result, per capita CO₂ emissions have no significant impact on financial development. This indicates that financial development in MENA countries has not
taken place at the expense of per capita CO$_2$ emissions. This result is consistent with the findings of Shabaz (2013b) for Indonesia.

### Table 5
Simultaneous equations GMM-estimation for Eq. 9.

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Dependent variable: Financial development</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Constant</td>
</tr>
<tr>
<td>Algeria</td>
<td>-5.078** (0.016)</td>
</tr>
<tr>
<td>Bahrain</td>
<td>16.542* (0.000)</td>
</tr>
<tr>
<td>Egypt</td>
<td>8.145* (0.008)</td>
</tr>
<tr>
<td>Iran</td>
<td>-10.158* (0.003)</td>
</tr>
<tr>
<td>Jordan</td>
<td>-4.361* (0.048)</td>
</tr>
<tr>
<td>Kuwait</td>
<td>-8.135*** (0.074)</td>
</tr>
<tr>
<td>Morocco</td>
<td>4.823** (0.018)</td>
</tr>
<tr>
<td>Oman</td>
<td>-7.779** (0.011)</td>
</tr>
<tr>
<td>Qatar</td>
<td>7.277* (0.000)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>3.487*** (0.087)</td>
</tr>
<tr>
<td>Syria</td>
<td>-11.239* (0.000)</td>
</tr>
<tr>
<td>Tunisia</td>
<td>6.127* (0.003)</td>
</tr>
<tr>
<td>Panel</td>
<td>-2.306* (0.008)</td>
</tr>
</tbody>
</table>

| Hansen test (p-value) | 15.521 (0.223) |
| DWH test (p-value)    | 3.144 (0.013)  |

Notes: Values in parentheses are the estimated p-values. Hansen J-test refers to the over-identification test for the restrictions in GMM estimation. DWH-test is the Durbin–Wu–Hausman test for endogeneity. *, **, and *** indicate significance at the 1%, 5%, and 10% levels, respectively.

In addition, trade openness has a significant impact on financial development for 3 countries out of 12. Only for Algeria and Iran, it positively affects financial development, however a negative relationship is found for Tunisia. For the rest of countries, no significant relationship is found. The panel estimation shows that trade openness has a positive and significant impact on the level of financial development at 5% level. The magnitude of 0.443 implies that a 1% increase in trade openness increases financial development by around 0.24%. This finding is in line with Yucel (2009) for Turkey.

Finally, the coefficient of inflation is negative and significant only for 7 countries out of 12. This implies that financial development is elastic with respect to inflation, and a 1% increase in the inflation rate decreases the level of financial development within a range of 0.142% (Saudi Arabia) to 0.255% (Algeria). For the panel estimation, the coefficient of inflation is negative and significant at 10% level. The magnitude of 0.177 implies that a 1% increase in inflation decreases financial development by around 0.18%. This result is consistent with the findings of Dehesa et al. (2007) for a panel of 120 countries and Zoli (2007) for a panel of emerging European countries.
Table 6 presents the estimated results about Eq. (10). It appears that per capita GDP has a positive and significant impact on foreign trade to GDP ratio for 7 countries out of 12. This implies that a 1% increase in per capita GDP increases foreign trade to GDP ratio by around 0.29%, 0.41%, 0.21%, 0.18%, 0.28%, 0.53%, and 0.20% for Algeria, Egypt, Iran, Jordan, Morocco, Qatar, and Tunisia, respectively. For the remaining countries, no significant relationship is found. The panel result shows that per capita GDP has a positive and significant impact on financial development at the 10% level. The magnitude of 0.175 indicates that a 1% increase in per capita GDP increases trade openness in the MENA region by around 0.18%. This implies that an increase in economic growth tends to increase the level of foreign trade to GDP ratio. In addition, the coefficient of per capita CO₂ emissions have a negative and significant impact on financial development only for Iran and Morocco. For the remaining countries, no significant relationship is found. From the elasticities, it can also be inferred that due to the increase in CO₂ emissions, foreign trade to GDP ratio goes down more in Morocco than in Iran (0.199 > 0.187). This result is consistent with the findings of Almulali and Ting (2014) for six regions. For the panel estimation, we find that per capita CO₂ emissions have no significant impact on trade liberalisation. This finding is in line with Kohler (2013) for Turkey.

The coefficient of financial development is positive and significant for 8 countries out of 12. This implies that a 1% increase domestic credit to private sector increases foreign trade to GDP ratio by around 0.38%, 0.33%, 0.20%, 0.50%, 0.31%, 0.18%, 23% and 0.27% for Algeria, Egypt, Iran, Jordan, Morocco, Qatar, Saudi Arabia, and Tunisia, respectively. For the
remaining countries, no significant relationship is found. The panel result shows that the level of financial development has a positive and significant impact on foreign trade to GDP ratio at the 5% level. The magnitude of 0.195 indicates that a 1% increase in financial development increases trade openness in the MENA region by around 0.20%. This implies that an increase in financial development tends to increase the level of foreign trade to GDP ratio. The result is consistent with the findings of Menyah et al. (2014).

Finally, FDI has a positive and significant impact on trade openness for 6 countries out of 12. This implies that financial development is elastic with respect to FDI, and a 1% increase in the FDI rate increases the level of financial development within a range of 0.179% (Algeria) to 0.299% (Morocco). For the panel estimation, the coefficient of FDI is positive and significant at 5% level. The magnitude of 0.211 implies that a 1% increase in FDI increases financial development by around 0.21%.

Overall, the above-discussed results regarding the individual cases can be summarized as follows. First, according to the causal relationship between CO₂ emissions and economic growth, our results supported evidence of the feedback hypothesis for Egypt, Iran, Kuwait, Morocco, Oman, and Tunisia. The neutrality hypothesis is present for Algeria, Bahrain, and Jordan. The unidirectional causality running from economic growth to CO₂ emissions is supported for Qatar, Saudi Arabia, and Syria. Second, according to the causal relationship between financial development and economic growth, we identified the feedback hypothesis for Algeria, Egypt, Iran, Jordan, Morocco, and Tunisia; the neutrality hypothesis for Bahrain, Kuwait, Oman, and Syria; and the unidirectional causality running from economic growth to financial development for Qatar and Saudi Arabia. Third, according to the causal linkage between financial development and CO₂ emissions, we supported evidence of the feedback hypothesis only for Qatar; the neutrality hypothesis for Algeria, Kuwait, Oman, Saudi Arabia, Syria, and Tunisia; the unidirectional causality running from financial development to CO₂ emissions only for Jordan; and the unidirectional causality running from CO₂ emissions to financial development for Bahrain, Egypt, Iran, and Morocco. Fourth, according to the causal linkage between to trade openness and economic growth, we showed that there is a feedback hypothesis for Algeria, Egypt, Jordan, Morocco, Qatar, and Tunisia; neutrality hypothesis for Kuwait and Syria; unidirectional causality running from trade openness to economic growth for Bahrain, Oman, and Saudi Arabia; and unidirectional causality running from economic growth to trade openness only for Iran. Fifth, our findings supported also, according to causal relationship between trade and CO₂ emissions, the neutrality hypothesis for Egypt, Jordan, Kuwait, Oman, Saudi Arabia, Syria, and Tunisia; the unidirectional
causality running from trade openness to CO₂ emissions for Algeria, Bahrain, and Qatar; and the unidirectional causality running from CO₂ emissions to trade openness for Iran and Morocco. Finally, according to the causality between trade openness and financial development, we showed that there is a feedback hypothesis for Algeria, Iran, Saudi Arabia, and Tunisia; a neutrality hypothesis for Bahrain, Kuwait, Oman, and Syria; and a unidirectional causality running from financial development to trade for Egypt, Jordan, Morocco, and Qatar.

Therefore, according to the collectively countries, we can conclude that there is: (i) a bi-directional causal relationship between carbon dioxide emissions and economic growth. This result is consistent with the findings of Halicioglu (2009); Soytas and Sari (2009), Arouri et al. (2012) and Omri et al. (2014); (ii) a bidirectional relationship between trade and economic growth implying that the two variables are interdependent. The result is in ligne with Belloumi (2014) and Nasreen and Anwar (2014); (iii) a bidirectional relationship between trade and financial development but strong causality running from trade to financial development; (iv) a unidirectional causal relationship running from financial development to economic growth; (v) a neutrality causal relationship between financial development and CO₂ emissions; and (vi) a unidirectional causality running from trade openness to CO₂ emissions. Fig. 1 summarizes the above results. These results corroborate the four-way linkages between financial development, environmental degradation, trade openness and economic growth in 12 MENA countries over the period of 1990–2011.

Fig. 1. The four-way linkages between finance-environment-trade-growth.
5. Conclusions and Policy Implications

This study investigated the causal linkages between CO₂ emissions, financial development, trade, and economic growth using simultaneous-equation panel data models in case of 12 MENA countries over the period 1990-2011. We are motivated by the fact that there are no studies has investigated the four-way linkages between CO₂ emissions, financial development, trade, and economic growth using four structural equations that allow one to simultaneously examine the impact of (i) CO₂ emissions, financial development and other variables on economic growth; (ii) economic growth, financial development, trade and other variables on CO₂ emissions.; (iii) economic growth, CO₂ emissions, trade and other variables on financial development; and (iv) economic growth, CO₂ emissions, financial development and other variables on trade.

The main findings show evidence of bidirectional causality between CO₂ emissions and economic growth. Economic growth and trade openness are interrelated. Feedback hypothesis is validated between trade openness and financial development. Neutrality hypothesis is identified between CO₂ emissions and financial development. Unidirectional causality running from financial development to economic growth and from trade openness to CO₂ emissions is identified. Our empirical results also verified the existence of environmental Kuznets curve.

The main policy implications arising from our study can be presented as follows. The feedback between environmental degradation and economic growth implies that the environmental degradation has a causal impact on economic growth, and a persistent decline in environmental quality may exert a negative externality to the economy through affecting human health, and thereby it may reduce productivity in the long run. Therefore, carbon emissions can be reduced at the cost of economic growth or energy efficient technologies should be encouraged to enhance domestic production with the help of financial sector and import environment friendly technology from advanced countries. In addition, we argue with respect to financial development and carbon emission that higher level of financial system development and trade openness prop up technological innovations by increasing spending on energy conservation R&D which results in energy efficiency and hence it may lower emissions. In addition, the feedback effect between trade openness and economic growth also supports to adopt supplementary trade liberalization policies to reap optimal fruits of trade openness to sustain long run economic growth. The adoption of financial liberalization policies is also necessary to make trade openness and economic growth nexus sound as financial sector development leads exports and trade openness promotes economic economic growth and same is true from opposite side. Finally, the financial development exerts a
positive impact on the economic growth. Economic policies, on the one hand, focus only on
the development of the financial sector may not result in economic development where the
financial sector follows economic growth in the MENA countries. On the other hand, the
financial sector should provide sufficient resources by creating new instruments, institutions
and organizations for the demand of real sector with the progress of economic development
where the economic growth leads development of the financial sector.
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