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ABSTRACT

This work studies wavelet-based Whittle estimator of the Fractionally Integrated Exponential
Generalized Autoregressive Conditional Heteroscedasticity (FIEGARCH) model, often used for
modeling long memory in volatility of financial assets. The newly proposed estimator approximates
the spectral density using wavelet transform, which makes it more robust to certain types of
irregularities in data. Based on an extensive Monte Carlo study, both behaviour of the proposed
estimator and its relative performance with respect to traditional estimators are assessed. In
addition, we study properties of the estimators in presence of jumps, which brings interesting
discussion. We find that wavelet-based estimator may become an attractive robust and fast
alternative to the traditional methods of estimation.
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Abstract

This work studies wavelet-based Whittle estimator of the Fractionally Integrated
Exponential Generalized Autoregressive Conditional Heteroscedasticity (FIEGARCH)
model often used for modeling long memory in volatility of financial assets. The newly
proposed estimator approximates the spectral density using wavelet transform, which
makes it more robust to certain types of irregularities in data. Based on an extensive
Monte Carlo study, both behavior of the proposed estimator and its relative performance
with respect to traditional estimators are assessed. In addition, we study properties of
the estimators in presence of jumps, which brings interesting discussion. We find that
wavelet-based estimator may become an attractive robust and fast alternative to the
traditional methods of estimation.
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1 Introduction

During past decades, volatility has became one of the most extensively studied variables in
finance. This enormous interest has mainly been spurred by the importance of volatility
as a measure of risk for both academics and practitioners. Despite numerous modeling
and estimation approaches developed in the literature, there are many interesting aspects
of estimation waiting for further research. One area of lively discussions is estimation of
parameters in long memory models led by the desire to capture persistence of volatility time
series. This persistence belongs to the important stylized facts, as it implies that shock in
the volatility will impact future volatility over a long horizon. The FI(E)GARCH extension
(Bollerslev & Mikkelsen, 1996) to the original (G)ARCH modeling framework of Engle| (1982);
Bollerslev| (1986) was shown to capture this empirically observed correlation well. In our
work, we contribute to the discussion with interesting alternative estimation framework for
the FIEGARCH model based on wavelet approximation of likelihood function.

Although traditional maximum likelihood (ML) framework for estimation of parameters
is desirable due to its efficiency, an alternative approach, Whittle estimator can be employed
(Zaftaroni, 2009). The Whittle estimator is obtained by maximizing frequency domain ap-
proximation of the Gaussian likelihood function, the so-called Whittle function (Whittle,
1962), and although it can not attain better efficiency, it may serve as a computationally fast
alternative to ML for complex optimization problems.

Traditionally, Whittle estimators use likelihood approximations based on Fourier trans-
form. Whereas this is accurate alternative to be used in many applications, in finance,
non-stationarities and significant time-localized patterns in data can emerge. |Jensen| (1999)
provides an alternative type of estimation based on approximation of likelihood function us-
ing wavelets. The main advantage of applying wavelet-based Whittle estimator in volatility
modeling is that wavelets are time localized and can better approximate spectral density in
case of non-stationarities found in volatility process.

Compared to the wide range of studies on semi-parametric Wavelet Whittle estimators
(for relative performance of local FWE and WWE of ARFIMA model see e.g. [Fay et al.| (2009)
or [Frederiksen & Nielsen| (2005) and related works), literature assessing performance of their
parametric counterparts is not extensive. Though, results of the studies completed so far
suggest that the performance of WWE in parametric setting is an interesting and important
research topic. |Jensen| (1999) introduces wavelet Whittle estimation (WWE) of ARFIMA
process, and compares its performance with traditional Fourier-based Whittle estimator. He
finds that estimators perform similarly, with an exception of MA coefficients being close to
boundary of invertibility of the process. In this case, Fourier-based estimation deteriorates,
whereas wavelet-based estimation retains its accuracy. Percival & Walden| (2000) describe a
wavelet-based approximate MLE for both stationary and non-stationary fractionally differ-
enced processes, and demonstrates its relatively good performance on very short samples (128
observations). |Whitcher (2004) applies WWE based on a discrete wavelet packet transform
(DWPT) to a seasonal persistent process and again finds good performance of this estima-



tion strategy. Heni & Mohamed| (2011) apply this strategy on a FIGARCH-GARMA model,
further application can be seen in |Gonzaga & Hauser (2011).

Literature focusing on WWE studies various models, but estimation of FIEGARCH
has not been fully explored yet with exception of Perez & Zaffaroni| (2008|) and Zaffaroni
(2009). These authors successfully applied traditional Fourier-based Whittle estimators of
FIEGARCH models, and found that Whittle estimates perform better in comparison to ML
in cases of processes close to being non-stationary. Authors found that while ML is often
more efficient alternative, FWE outperforms it in terms of bias mainly in case of high per-
sistence of the processes. Hence Whittle type of estimators seem to offer lower bias at cost
of lower efficiency.

In our work, we contribute to the literature by extending the study of |Perez & Zaffaroni
(2008)) using wavelet-based Whittle estimator (Jensen, [1999)). The newly introduced WWE
is based on two alternative approximations of likelihood function. Following the work of
Jensen (1999), we propose to use discrete wavelet transform (DWT) in approximation of
FIEGARCH likelihood function, and alternatively, we use maximal overlap discrete wavelet
transform (MODWT). In an experiment setup mirroring that of Perez & Zaffaroni (2008),
we focus on studying small sample performance of the newly proposed estimators, and guid-
ing potential users of the estimators through practical aspects of estimation. To study both
small sample properties of the estimator and its relative performance to traditional estima-
tion techniques under different situations, we run extensive Monte Carlo experiments. A
competing estimators are Fourier-based Whittle estimator (FWE), and traditional maximum
likelihood estimator (MLE). In addition, we also study the performance of estimators under
the presence of jumps in the processes.

Our results show that even in the case of simulated data, which follow a pure FIEGARCH
process, and thus do not allow to fully utilize the advantages of WWE over its traditional
counterparts, the estimator performs reasonably well. When we focus on the individual pa-
rameters estimation, in terms of bias the performance is comparable to traditional estimators,
in some cases outperforming FWE, while in terms of efficiency the latter is usually better.
In terms of forecasting performance, the differences are even smaller. The exact MLE mostly
outperforms both of the Whittle estimators in terms of efficiency, with just rare exceptions.
Yet, due to the computational complexity of the MLE in case of large data sets, FWE and
WWE thus represent an attractive fast alternatives for parameter estimation.

The rest of the text is structured as follows: [section 2 introduces the FIEGARCH model
and the individual estimators; in the setup of the Monte Carlo experiment is de-
scribed and results are discussed. Due to the extend of the results, we relegate all support-
ing results to the online appendix available for download at http://ies.fsv.cuni.cz/en/

staff/kraicoval. In we present the extended experiment; in we compare
our results with related literature; concludes.


http://ies.fsv.cuni.cz/en/staff/kraicova
http://ies.fsv.cuni.cz/en/staff/kraicova

2 Estimation Frameworks for FIEGARCH(q, d, p)

2.1 FIEGARCH(q,d,p) Process

Despite the extremely wide spectrum of processes generating financial returns time series,
there are some stylized features which many of them have in common. They have been
detected over years of financial market analysis and have shaped the means of financial time
series modeling. One of the main features, the time-variant dependence in volatility led to
development of conditional volatility models by Engle|(1982). Over time, performance of these
models (ARCH family models) in practical applications has demonstrated the importance of
conditional volatility in time series analysis and feasibility of direct volatility estimation
and forecasting. Although several alternative concepts based on explicitly modeled volatility
have been developed since Engle (1982), generalized ARCH models are still among those best
performing in practical applications. This makes it relevant to study the performance of new
parameter estimators in their context. In our study we focus on one of the generalizations
of the ARCH model, the FIEGARCH(q, d,p), where the log-returns {et}?zl are modeled
conditionally on their past realizations as:

€ = Zth,}/Q (1)
In(hy) = w4+ 2(L)g(z-1) (2)
9(z) = Oz +[lz] — E(lz])], 3)

where z; is an N(0, 1) independent identically distributed (7.7.d.) unobservable innovations
process, €; is observable discrete-time real valued process with conditional log-variance process
dependent on the past innovations E; 1(e?) = h;, and L is a lag operator Lig; = g;_; in
®(L) = (1 - L)1+ (L)][B(L)]"'. The polynomials a(L) =1+ ap(L) =147, o L1
and B(L) =1—>"7 | B;L" have no zeros in common, their roots are outside the unit circle,
Oy #0and d < 0.5. (1— L) =1-d> 2 T'(k—d)I'(1—d)"'T'(k+1)"1LF with I'(.) being
gamma function.

Any FIEGARCH(q, d, p) process is then fully determined by the number of parameters,
their values and distribution of the standardized innovations z;. Concerning the last factor,
the three most frequent assumptions in the literature are the standard normal distribution
providing a convenient estimation environment, student-¢ distribution assuming thicker tails,
and Generalized Error Distribution (GED) with parameter v determining the tail thickness.
Normal distribution is nested as a special case of GED for v = 2.

The model captures importnant stylized features of the real financial time series data;
short-term temporal variation in financial returns volatility (volatility clustering), long-term
temporal variation in financial returns volatility (long memory), negative relationship between
past returns and volatility (leverage effect) and fat-tailed sample distribution of returns.
We provide plots of a FIEGARCH process with three different levels of long memory for
illustration in Section ?? of an online appendix.

While correct model specification is important for capturing all the empirical features



of the data, feasibility of estimation of its parameters is crucial. In general, estimation of
the FIEGARCH model can be carried out by various methods. Below, those considered in
this work (the benchmark estimators MLE and FWE, and the newly introduced WWE) are
described together with practical aspects of their application.

2.2 (Quasi) Maximum Likelihood Estimator

The Maximum Likelihood Estimation is often considered the gold-standard for parameter es-
timation, hence it serves as a natural benchmark estimation framework used in this study. For
a general zero mean, stationary Gaussian process {:zrt}z;l, the maximum likelihood estimator
(MLE) is defined as

Cuve = argmin Lyze(C), (4)
)

where Ly.z(¢) is the negative log-likelihood function

Lars(€) = 5 n(2r) + 5|2 + 5 (255 ), (5)
where Y is the covariance matrix of xy, |Xp| is its determinant and ¢ is the vector of
parameters to be estimated.

Despite the favorable properties of the MLE, there are some issues limiting its practical
applicability. The usual problem is that we have to deal with the inversion of the covariance
matrix of the process and with its determinant. Although it may not be a problem when the
matrix is diagonal or sufficiently sparse, in cases of dense covariance matrices (characteristic
for long memory processes) it may be extremely time demanding, or even unfeasible in case
of large datasets. Moreover, as discussed in (Beran! (1994), chapter 5), solution may be even
unstable in the presence of long memory, when the covariance matrix is close to singularity.
Next, empirical data often does not to have zero mean, hence the mean has to be estimated
and deducted. The efficiency and bias of the estimator of the mean contributes to the
efficiency and bias of the MLE. In case of long-memory processes it can cause significant
deterioration of the MLE (Cheung & Diebold, 1994). Both these issues have motivated
construction of alternative estimators, usually formulated as approximate MLE and defined
by an approximated log-likelihood function (Beran, 1994; Nielsen & Frederiksen, 2005).

Since the assumption of a specific distribution is usually too restrictive for practical ap-
plications, it is important to study the estimator in situations when it is constructed for some
process but applied to a different process. In the context of GARCH processes with non-
normal error distribution, Quasi-Maximum Likelihood Estimator (QMLE) has been studied
by Bollerslev & Wooldridge| (1992), who show that the estimator remains consistent, but loses
efficiency. The efficiency loss, as argued in Engle & Gonzalez-Rivera/ (1991)), is rather small
for symmetric t-distributed processes, but can be significant under asymmetric distribution.
As discussed in |Bollerslev & Wooldridge| (1992)), standard test statistics become biased and to
ensure valid inference, their robustified counterparts, such as those proposed by the authors,



should be used. Unlike the case of GARCH model, the asymptotic theory for EGARCH and
FIEGARCH QMLE is not yet available. Though, the (Q)MLE is the basic tool for their
estimation suggested by their authors in |Nelson| (1991) and Bollerslev & Mikkelsen| (1996) re-
spectively and the properties of the estimator are assessed via empirical studies(Baillie et al.)
1996; Bollerslev & Mikkelsen) 1996; Perez & Zaffaroni, 2008)).

To derive (Q)MLE of the FIEGARCH process, we just rewrite the general formula for the
negative log-likelihood function (Eq. . Since we assume log-returns €; to follow a Gaussian,
zero-mean process of independent variables, Y7 will be diagonal with conditional variances h;
as its elements, and determinant will reduce to a sum of its diagonal terms. The reduced-form
negative log-likelihood function can be written as:

T

62
Lomre(C) = Z (ln he(¢) + ht(tC)) : (6)

where ¢ is a vector of parameters in the equation for conditional log-variance in (Eq. [I)).
Then the (Q)MLE estimator is defined as E(Q)MLE = argmingco L(@)mrE(C), where © is the
parameter space.

Despite the simple formula, some practical issues arise because of the need to model the
conditional volatility process during the optimization. As discussed in[Bollerslev & Mikkelsen
(1996), since in the context of GARCH models the forecasted volatility depends on the
past forecasts, the log-likelihood function becomes dependent on initial conditions, the basis
for conditional variance recursion. Since, under the general specification of the model, h;
depends on {h;—;, i = 1,2,..00}, a truncation is needed. In case of a short memory process,
the dependence on the past declines exponentially, which enables to use a relatively small
number of initializing values. In contrast, when long memory is present, large number of
pre-sample “observations” is necessary to prevent a significant loss of information about
long-run dependencies in the process. Following the approach of |Bollerslev & Mikkelsen
(1996), in our Monte Carlo experiment, the pre-sample conditional volatilities are set to the
sample volatility, conditional mean is assumed to be known and equal to zero (later on also
the non-zero case is assumed) and for both the simulation and estimation the truncation is
done at lag 1000. Using these initializing values, for each set of parameters considered by
the optimization algorithm the whole vector of conditional volatilities is estimated, together
with the implied squared returns needed for further iterations. Given the complexity of this
procedure, the method is significantly time consuming.

2.3 Fourier-based Whittle Estimator

The Fourier-based Whittle estimator (FWE) is a spectral-based counterpart of the MLE,
where the problematic terms in the log-likelihood function (with the possibly dense covari-
ance matrix) the |Xr| and mQE;lxt, are replaced by their asymptotic frequency domain
representations. The link between time domain and frequency domain is defined by means
of Fourier transform. The approximation is based on a study of eigenvectors and respective



eigenvalues of the covariance matrix leading to a conclusion that the matrix can be diagonal-
ized by means of Fourier transform. Orthogonality of the Fourier transform projection matrix
then allows to achieve the approximation by means of multiplications by identity matrices,
simple rearrangements and approximation of integrals by Riemann sums, see |Beran| (1994)).
The reduced-form approximated Whittle negative log-likelihood function for estimation of
parameters under Gaussianity assumption is:

@ =73 (1 7000+ 505, )
j=1 7

where f(A;,() is the spectral density of process z; evaluated at frequencies A\; = j/T (i.e.
275 /T in terms of angular frequencies) for j = 1,2, ..m* and m* = max{m € Z; m < (T — 1)/2},
i.e. Aj < 1/2, and its link to the variance-covariance matrix of the process z; is:

1/2 ‘ 1/2 A
cov(wy, w5) = FOLQePME0dy =2 [ f(X,)e?mha); (8)
—1/2 0
see Percival & Walden| (2000)) for details. The I ();) is the value of periodogram of z; at jth
Fourier frequency:

I(\j)=(2rT)"

§ :33 61270\ t

and the respective Fourier-based Whittle estimator is defined as (for a detailed FWE treat-
ment see e.g. Beran| (1994)):

, (9)

Cw = argmin Ly (C). (10)
(eo

It can be shown that the FWE has the same asymptotic distribution as the exact MLE,
hence is asymptotically efficient for Gaussian processes (Fox & Taqqul, |1986; Dahlhaus, 1989,
2006)). In the literature, FWE is frequently applied to both Gaussian and non-Gaussian pro-
cesses (equivalent to QMLE), whereas even in the later case, both finite sample and asymp-
totic properties of the estimator are often shown to be very favorable and the complexity of
the computation depends on the form of the spectral density of the process. Next to a signif-
icant reduction in estimation time, the FWE also offers an efficient solution for long-memory
processes with an unknown mean, which can impair efficiency of the MLE. By elimination
of the zero frequency coefficient FWE becomes robust to addition of constant terms to the
series, and thus in case, when no efficient estimator of the mean is available, FWE can be-
come an appropriate choice even for time series where the MLE is still computable within

reasonable time.
Concerning the FIEGARCH estimation, the FIEGARCH-FWE is, to the authors’ knowl-
edge, the only one out of the three estimators considered in this work, for which an asymptotic
theory is currently available. The theory is derived in |[Zaffaroni| (2009) for a whole class of



exponential volatility processes; both strong consistency and asymptotic normality are es-
tablished, even though the estimator works as an approximate QMLE of a process with an
asymmetric distribution, rather than an approximate MLE. This is due to the need to ad-
just the model to enable derivation of the spectral density of the estimated process. More
specifically, as discussed and derived in |Perez & Zaffaroni| (2008) and |Zaftaroni (2009), it is
necessary to rewrite the model in a signal plus noise form:

z=In(eg) = In(z) +w+§:<l>sg(zt_s_1) (11)
s=0

9(z1) = Oz +lzi| — E(|z))] (12)

(1) = (1— L)l +ap (DD (13)

where for FIEGARCH(1, d, 2), it holds that a9 (L) = oL, and 3(L) = 1—3L. The process z;
then enters the FWE objective function instead of the process ¢;. For the detailed derivation
of the transformed process and for the formula for its spectral density see

2.4 Wavelet Whittle Estimator

Although FWE seems to be a good alternative to MLE for the FIEGARCH model estimation
in the case of application on FIEGARCH underlying processes (Perez & Zaffaroni, 2008), its
use on real data may be, in some cases, problematic. This is because the FWE performance
depends on the accuracy of the spectral density estimation using periodogram, which may
be impaired by various time-localized patterns in the data diverging from the underlying
FIEGARCH process. Motivated by the advances in the spectral density estimation using
wavelets, we propose a wavelet-based estimator, the Wavelet Whittle Estimator (WWE), as
an alternative to FWE. As in the case of FWE, the WWE effectively overcomes the problem
with the |Y7| and ;%52 by means of transformation. The difference is that instead of
using discrete Fourier transform (DFT), we use discrete wavelet transform (DWT). While
DFT is projection of the time series on periodic functions with infinite support, DWT is a
projection on a finite-support function, which may be advantageous particularly for some
datasets.

2.4.1 Discrete Wavelet Transform

To provide an introduction to the Wavelet Whittle Estimation, we briefly describe the wavelet
transform that determines its properties and makes it different from the FWE. The core of any
wavelet transform is a wavelet system, whose construction, together with means of the pro-
jection applied, determine the characteristics of the transformed data. For any s € R, a basic
wavelet system can be defined as a set {{p;, x(s)}, {¥jr(s)}; k € Z, j = jo, jo— 1, jo —2....}
creating an orthonormal basis in L?(R); which means that any function f € L?(R) can be



expressed as

Jo
F() = jor@ion(s) + D D Bixtin(s), (14)
k j=—00 8

where a, = [ f(s)@jok(s) ds, and B = [ f(s);k(s) ds, where the elements ay, B, ¢(s)
and 1(s) are called scaling coefficients, detail (wavelet) coefficients, scaling function (father
wavelet) and wavelet function (mother wavelet) respectively, and the translated and dilated
transformations of the mother wavelet are called daughter wavelets. With increasing j, these
daughter wavelets get wider, with 7 < 0 they are narrower than the mother wavelet.

The basic conditions for 1(s) to be a valid mother wavelet are that [¢(s)ds = 0 and

~ 2
f Y?(s)ds = 1, while the usual requirement is also the “admissibility” condition f de <
00, where z/p\ is the Fourier transform of . This condition ensures that we can reconstruct
the original time series from its transform. For complete conditions on ¢(s), 1¥(s) to be
valid father and mother wavelets in the context various subsets of L?(IR) and for other details
concerning construction of wavelet systems see Hardle et al.| (1998). In addition, we provide
examples of wavelets in Section 77 and 7?7 of Online Appendix.

Next, any method that decomposes original data using the wavelet system and expresses
them in terms of coefficients {av, B; 1} and functions {¢(s), 1(s)} defined above, is a wavelet
transform. In case of j € Z, as applied in our work, we speak about a discrete wavelet
transform (DWT), while for j € R the transform is continuous (CWT). By tradition, the
default choice of scales is {21*7'; j€ Z}, thus the standard DWT can be defined in terms
of the wavelet expansion (Eq. with scaling defined as s(j) = 2177 (i.e.“scale j” refers
to the scaling 277, scale 1 refers to 2° = 1). The DWT coefficients are obtained for scales
jo=J jo—1=J-1,50—2=J-2,..., jo— (jo — 1) = 1 using two-channel filter banks
and down-sampling, so that at each level of decomposition j of a series of length M we get
M/2) DWT coefficients, see e.g. Jensen (2000). These coefficients can be in turn used for
decomposition of the variance o2 of the process x;:

J
Y= WGP+ Vol
T

_lall?

0* = B(a}) - [Ba)]? =

[B(z0)]” = [E(zo))?,  (15)

where Wj; j = 1,...J and V; are vectors of wavelet and scaling coefficients respectively and
the [E(x;)]? can be estimated using the squared sample mean 7, or using the true squared
mean whenever known. Alternatively, we can use the coefficients for estimating the spectral

density f(A, () of z; using the relationship:

IW;1> oy, /1/2"
B L A, €)dA 16
7 5 s FON Q) (16)

VilI2 B o2 1 ) 1/27+1
”;”—xfzgg’—(l—},)xf ~ 2/0 FON ) dn, (17)

where UIZ,V j and 0‘2/ ; are the sample variances of the wavelet and scaling coefficients respec-



tively for j =1,2,...J.

2.4.2 Wavelet Whittle Estimator

Analogically to the FWE, we use the relationship between wavelet coefficients and the spectral
density of x; to approximate the likelihood function. The main advantage is, compared to the
FWE, that the wavelets have limited support, and thus, the coefficients are not determined
by the whole time series, but by a limited number of observations only. This increases the
robustness of the resulting estimator to irregularities in the data well localized in time, such
as jumps. These may be poorly detectable in the data, especially in the case of strong
long memory that itself creates jump-like patterns, but at the same time, their presence can
significantly impair the FWE performance. On the other hand, the main disadvantages of
using the DWT are the restriction to sample lengths 27 and the low number of coefficients
at the highest levels of decomposition j.

Skipping the details of wavelet-based approximation of the covariance matrix and the
detailed WWE derivation, which can be found e.g. in Percival & Walden| (2000), the reduced-
form Wavelet-Whittle objective function can be defined as:

Lww(() = Wn|Ag|+ (W] A W) (18)
J 1/21 ' N; W2

- N In |2 27 F(\, ¢) dA 19

Z ]n< // F0) ) Mfl//;mﬂo (19)

where W, are the wavelet (detail) coefficients, and A7 is a diagonal matrix with elements

{C1,Ch,...C1, Oy, ...,Cy}, where for each level j, we have N; elements (C fl//22]+1 27 £\, C) d)\>
where N; is the number of DWT coefficients at level j. The Wavelet Whittle Estimator can

then be defined as

Cww = argmin Lww(C), (20)
(co

Similarly to the Fourier-based Whittle, the estimator is equivalent to a (QQ)MLE of parameters
in the probability density function of wavelet coefficients under normality assumption. At
this time, the negative log-likelihood function can be rewritten as a sum of partial negative
log-likelihood functions respective to individual levels of decomposition, whereas at each level,
the coefficients are assumed to be homoskedastic, while across levels the variances differ. All
wavelet coefficients are assumed to be (approximately) uncorrelated (the DWT approximately
diagonalizes the covariance matrix), which requires an appropriate filter choice. Next, in our
work the variance of scaling coefficients is excluded. This is possible due to the WWE
construction, the only result is that the part of the spectrum respective to this variance is
neglected in the estimation. This is optimal especially in cases of long-memory processes,
where the spectral density goes to infinity at zero frequency, and where the sample variance
of scaling coefficients may be significantly inaccurate estimate of its true counterpart due to
the embedded estimation of the process mean.
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2.4.3 Full vs. Partial Decomposition

Similarly to the omitted scaling coefficients, we can exclude any number of the sets of wavelet
coefficients at the highest and/or lowest levels of decomposition. What we get is a parametric
analogy to the Local Wavelet Whittle Estimator (LWWE) developed in Wornell & Oppenheim
(1992) and studied by Moulines et al| (2008), who derive the asymptotic theory for LWWE
with general upper and lower bound for levels of decomposition {j € (L,U); 1 < L <U < J},
where J is the maximal level of decomposition available given the sample length.

Although, in the parametric context, it seems to be natural to use the full decomposition,
there are several features of the WWE causing that it may not be optimal. To make the
point, let’s rewrite the WWE objective function as:

J
Lyww(C) = ZNJ <1n oty owr(C) + (21)

~2
oW.,j,DWT >
)
7j=1

J%V,j,DWT(C)

where J%M ;. pwr(¢) is the theoretical variance of j"" level DWT coefficients and 8‘24/7 j,pwr 18 its
sample counterpart, ¢ is the vector of parameters in U‘%[/yijWT(C) and {W; pwr; j =1,..0}
are vectors of DWT coefficients used to calculate 8‘2,[,7 jpwr- Using the definition of wavelet

; 2
variance v]z = 2f11//22j]+1 FNQdN = UW’Q%; j =1,2,...J and using the fact that the op-

timization problem does not change by dividing the right-hand side term by N*, the total
number of coefficients used in the estimation, the Ly (¢) above is equivalent to

§ N D2
Lyyw (C) = Z Ni (111 UtQ/V,j,DWT(C) + P R W’]’DW(TO>, (22)
j=1 W.,j,DWT

where U%M ;. pwr(C) is the theoretical 4 level wavelet variance and 612/1/ ; pwr 18 its estimate
using DWT coefficients.

The quality of our estimate of ( depends on the the quality of our estimates of 0‘2,[,7 j, pwr(€)
using sample variance of DW'T coefficients, or equivalently, on the quality of our estimates
of UIQ/V’ ;.pwr(¢) using the rescaled sample variance of DW'T coefficients, whereas each level of
decomposition has a different weight (N;/N*) in the objective function. The weights reflect
the number of DWT coefficients at individual levels of decomposition and, asymptotically,
the width of the intervals of frequencies (scales) which they represent (i.e. the intervals
(2= 9-7y).

The problem, and one of the motivations for the partial decomposition, stems from the
decreasing number of coefficients at subsequent levels of decomposition. With the declining
number of coefficients, the averages of their squares are becoming poor estimates of their
variances. Consequently, at these levels, the estimator is trying to match inaccurate ap-
proximations of the spectral density, and the quality of estimates is impaired. Then the
full decomposition, that uses even the highest levels with just a few coefficients, may not be
optimal. The importance of this effect should increase with the total energy concentrated at
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the lowest frequencies used for the estimation and with the level of inaccuracy of the vari-
ance estimates. To get a preliminary notion of the magnitude of the problem in the case of
FIEGARCH model, see[lable 1] [Figure 3|and [Figure 4]in [Appendix C| where integrals of the
spectral density (for several sets of coefficients) over intervals respective to individual levels

are presented, together with the implied theoretical variances of the DW'T coefficients. By
their nature, the variances of the DW'T coefficients reflect not only the shape of the spectral
density (the integral of the spectral density multiplied by two), but also the decline in their
number at subsequent levels (the 27 term). This results in the interesting patterns observable
in which suggest to think about both the direct effect of the decreasing number of
coefficients on the variance estimates and about the indirect effect that changes their theo-
retical magnitudes. This indirect effect can be especially important in case of long-memory
processes, where a significant portion of energy is located at low frequencies, the respective
wavelet coefficients variances to be estimated become very high, while the accuracy of their
estimates is poor. In general, dealing with this problem can be very important in case of
small samples, where the share of the coefficients at “biased levels” is significant, but the
effect should die out with increasing sample size.

One of the possible means of dealing with the latter problem is to use a partial decom-
position, which leads to a local estimator similar to that in Moulines et al.| (2008]). The
idea is to set a minimal required number of coefficients at the highest level of decomposition
considered in the estimation and discard all levels with lower number of coefficients. Under
such a setting, the number of levels is increasing with the sample size, as in the case of full
decomposition, but levels with small number of coefficients are cut off. According to [Percival
& Walden| (2000), the convergence of the wavelet variance estimator is relatively fast, so that
128 (27) coefficients should already ensure a reasonable accuracyﬂ Though, for small samples
(such as 2°) this means a significant cut leading to estimation based on high frequencies only,
which may cause even larger problems than the inaccuracy of wavelet variances estimates
itself. The point is that every truncation implies a loss of information about the shape of the
spectral density, whose quality depends on the accuracy of the estimates of wavelet variances.
Especially for small samples, this means a tradeoff between inaccuracy due to poor variance
estimation and inaccuracy due to insufficient level of decomposition. As far as our results for
FIEGARCH model, based on partial decomposition suggest, somewhat inaccurate informa-
tion may be still better than no information at all, and consequently, the use of truncation
of 6 lags ensuring 128 coefficients at the highest level of decomposition may not be optimal.
The optimal level, will be discussed together with the experiment results.

Next possible solution to the problem can be based on a direct improvement of the vari-
ances estimates at the high levels of decomposition (low frequencies). Based on the theoretical
results on wavelet variance estimation provided in Percival (1995)) and summarized in [Perci-
val & Walden| (2000)), this should be possible by applying maximal overlap discrete wavelet
transform (MODWT) instead of DWT. The main difference between the two transforms is
that there is no sub-sampling in the case of MODWT. The number of coefficients at each

! Accuracy of the wavelet variance estimate, not the parameters in approximate MLE.
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level of decomposition is equal to the sample size, which can improve our estimates of the
coefficients’ variance. Generally, it is a highly redundant non-orthogonal transform, but in
our case this is not an issue. Since the MODWT can be used for wavelet variance estimation,
it can be used also for the estimation of the variances of DWT coeflicients, and thus, it can
be used as a substitute for the DWT in the WWE. Using the definitions of variances of DWT
and MODWT coefficients at level j and their relation to the original data spectral density
f(A, ¢) described in |Percival & Walden (2000))

N; 2 1/23
>t Wik pwr _ gt / /
1

Givjowr = N i T A (23)
Sgmopr — i WJ'Q’T’“’MODWT -2 | /12/2 JA QdA, (24)

where N; = T/27, it follows that
/U\Iz/[ﬂj,DWT = 2ja\IQ/V,j,MODWT : (25)

Then the MODWT-based approximation of the negative log-likelihood function can thus be
defined as

d Nj 2 2]'3124/]' MODWT
Livw sopwr = Y el ow,; () +—=——— | (26)
j=1 IW,j (©)
and the MODWT-based WWE estimator as:
Cww.mopwT = argmin Lyyw.mopwT- (27)

¢eo

According to [Percival (1995), in theory, the estimates of wavelet variance using MODWT
can never be less efficient than those provided by the DWT, and thus the approach described
above should improve the estimates. Results for this alternative estimator are presented later
in the text.

Next interesting question related to the optimal level of decomposition concerns the pos-
sibility to make the estimation faster by using a part of the spectrum only. The idea is
based on the shape of the spectral density determining the energy at every single interval of
frequencies. As can be seen in table [Table 1] and [Figure 3| in [Appendix C], for FIEGARCH
model, under a wide range of parameter sets most of the energy is concentrated at the upper

intervals. Therefore, whenever it is reasonable to assume that the data-generating process
is not an extreme case with parameters implying extremely strong long memory, estimation
using a part of the spectrum only may be reasonable. In general, this method should be both
better applicable and more useful in case of very long time-series compared to the short ones,
especially when fast real-time estimation is required. In case of small samples the partial
decomposition can be used as a simple solution to the inaccurate variance estimates at the
highest levels of decomposition, but in most cases it is not reasonable to apply it just to speed
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up the estimation.

At this point the questions raised above represent just preliminary notions based mostly
on common sense and the results of Moulines et al. (2008]) in the semi-parametric setup. To
treat them properly, an asymptotic theory, in our case for the FIEGARCH-WWE, needs to be
derived. This should enable to study all the various patterns in detail, decompose the overall
convergence of the estimates into convergence with increasing sample size and convergence
with increasing level of decomposition and to optimize the estimation setup respectively. Yet,
this would be beyond the scope of our current research. Therefore, the analysis we present
reduces to an extension of the set of Monte Carlo experiments to cover both the full and the
partial decomposition, to demonstrate the relevancy of the problems mentioned above and
to provide a motivation for further research in this area.

2.4.4 FIEGARCH WWE

After defining the general form of the estimator and discussing its properties, let’s focus on
the FIEGARCH WWE application. First, using WWE, the same transformation of the data
as in the case of the FWE is necessary. Second, due to the flexibility of the DW'T, important
choices have to be made before the WWE can be applied. |Percival & Walden (2000)) in
chapter 4 discus some general practical considerations, including the wavelet choice, handling
of boundary coefficients, choice of the decomposition level and application of the DWT on
series with different length than 2/. The filters chosen for the Monte Carlo experiment in
our work are the same as those chosen in [Percival & Walden (2000), i.e. Haar wavelet,
D4 (Daubechies) wavelet and LA8 (Least asymmetric) wavelet, but the need of a detailed
study focusing on the optimal wavelet choice for FIEGARCH WWE is apparent. The only
property of the filters that was tested before the estimation was their ability to decorrelate
the FIEGARCH process, that is important for the WWE derivation and its performance (see
Percival & Walden| (2000)), |Jensen| (1999), |Jensen| (2000)) or |Johnstone & Silverman, (1997)).
In Section ?? of Online Appendix, the quality of the DWT-based decorrelation is assessed
based on the dependencies among the resulting wavelet coefficients. We provide estimates of
autocorrelation functions (ACFs) of wavelet coefficients respective to FIEGARCH processes
for (I' = 2, d = 0.25, d = 0.45, d = —0.25) and filters Haar, D4 and LAS. Both sample
mean and 95% confidence intervals based on 500 FIEGARCH simulations are provided for
each lag available. Based on the results, the approximation of the spectral density can be
applied. Next, to avoid the problem with boundary coefficients, they are excluded from the
analysis; sample sizes considered are: 2F; k=9, 10, 11, 12, 13, 14 and concerning the level
of decomposition, both full and partial decomposition are used, the respective results are
compared. Making all these choices, the WWE is fully specified and the objective function
is ready for parameters estimation.
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2.4.5 Preliminary Results: FWE vs. WWE

Since the relative accuracy of the Fourier- and wavelet-based spectral density estimates de-
termine the relative performance of the parameters estimators, it is interesting to see how
the sample Fourier- and wavelet-based approximations of the spectral density match its true
shape. For this purpose, a set of figures in is provided, showing the rationale
for WWE application. shows the true shape of a FIEGARCH spectral density un-
der three different parameter sets, demonstrating the smoothness of this function and the
importance of the long memory. then provides the wavelet-based approximations
based on the simple assumption that the spectral density is constant over the whole inter-
vals, equal to the estimated averages. Using this specification is relevant given the definition
of the WWE. Wavelet-based approximations are compared with the respective true spectral
densities, true averages of these spectral densities over intervals of frequencies, as well as with
two Fourier-based approximations, one providing point estimates and the second estimating
the averages over whole intervals. The figures show a good fit of both Fourier-based and
wavelet-based approximations at most of the intervals, some problems can be seen at the
lowest frequencies, which supports the idea of partial decomposition. In general, the wavelet-
based approximation works well especially for processes with well behaved spectral densities
without significant patterns well localized in the frequency domain, when the average energy
over the whole intervals of frequencies represents a sufficient information about the shape of
the true spectral density. For these processes, the wavelet transform can be effectively used
for visual data analysis and both parametric and semi-parametric estimation of parameters
in the spectral density function. More figures for the spectral density approximation are
available in Section 7?7 of Online Appendix.

3 Monte Carlo Experiments

In order to study how the WWE performs compared to the two benchmark estimators (MLE
and FWE), an extensive Monte Carlo experiment has been carried out. Each round consisted
of 1000 simulations of a FIEGARCH process at a fixed set of parameters, and estimation of
these parameters by all methods of interest. The experiment setup mirrors that of [Perez
& Zaffaroni (2008), which ensures consistency with that work and enables interpretation of
the new results as an extension to those already published. Since in this benchmark study
no wavelet-based methods are used, choices concerning the WWE application and extension
of simulations to longer data sets have been made with respect to other relevant literature
(Jensen| (1999), |Percival & Walden| (2000))), as discussed earlier. Technical details of the
experiment and tables with results are provided in Section 7?7 of Online Appendix.

3.1 Part I: Maximal Decomposition

At first, the experiment has been performed using MLE, FWE and DWT-based WWE with
maximal level of decomposition. The maximal level of decomposition means that for sample
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of length 27, using Haar, D4 and LAS wavelets, we have levels j, j — 2 and j — 3 respectively.
This is due to the truncation of boundary coefficients explained in the previous section.

In general, the WWE works fairly well in all setups. Especially biases are low, and in
most cases decline with increasing sample size. The exception is parameter « for all filters
and parameter 6 for Haar filter, where the convergence is problematic. Yet, even in these
situations the bias remains low for all filters and samples up to 2!, and RMSE (although
relatively high) is declining with sample size as for all the other parameter estimates across all
setups. Focusing on the differences between individual filters, the strength of long memory,
sample size and parameter concerned seem to be important. In all setups, Haar performs
the best in estimating the long-memory parameter d. Other parameters (a, 3, v and in case
of small samples also the @), under d = 0.25, are better estimated using filters with larger
support. In case of d = 0.45 and d = —0.25 the relative performance slightly improves for
filters with smaller support. The overall performance of the wavelet-based estimators (WWE
using various filters) in the experiment suggests using D4 for 2!9 and 2!! and switching to
LAS for 2° and {2j ;> 11} in case of long memory in the data (a simple ACF analysis
before estimation should reveal this pattern). For negative dependence the optimal choice
seems to be Haar for 29 and D4 otherwise (with possible shift to LAS for samples longer than
214)'

Concerning the relative performance of the WWE, FWE and MLE, the WWE works in
general comparably to the FWE. In many cases it outperforms the FWE in terms of bias,
while in terms of RMSE the FWE is better. Yet, the absolute differences are usually small.
As expected, estimates using MLE are in most cases the best. This remains true even in
cases with strong long memory, since the long memory is in the variances, not in the (log-
return) process itself and the problem with mean estimation under long memory does not
apply. The Whittle estimators outperform the exact MLE in some cases, but usually it is
in situations with negative memory in the data, which is, based on the current literature on
financial returns analysis, not of a great interest for most practical applications.

3.2 Part II: Partial Decomposition

The additional Monte Carlo experiments have been designed to mirror the setup used in
the case of full decomposition, with the only difference in the number of levels used for the
estimation. For all sample lengths (2, M = 9,10, ...,14) experiments for levels J, J =
4,5,...M have been carried out. Results are available for both processes with long memory
(d = 0.25 and d = 45), which are of the most interest for practical applications, the case of
d = —0.25 is omitted to keep the extent of simulations reasonable. For results including mean
estimates, respective levels of bias and RMSE see tables in Section ?? of Online Appendix.
As the results suggest, for small samples, estimation under the restriction to first four
levels of decomposition leads to better estimates of d and worse estimates of « in terms
of both bias and RMSE, while for longer samples the opposite holds. Other coefficients
are estimated sometimes with lower bias, sometimes with lower RMSE than in the case

16



of full decomposition depending on the sample size, strength of the long memory and also
on the filter applied. With increasing sample size the performance of the estimator under
partial decomposition deteriorates relatively to that using full decomposition. Comparing
the performance of individual filters, in most cases LA8 provides the best sets of estimates
for both d = 0.25 and d = 0.45, except for the case of small samples with d = 0.25, where
Haar seems to be better. In general, it can be said that this partial decomposition setup
offers just a different set of bias and RMSE for all parameters than the full decomposition.
The choice would depend on the weights assigned to the bias and RMSE and the importance
we attach to individual parameters, which could be based on a bias and RMSE of one day
forecasts added to the Monte Carlo experiment. While there is a relatively high probability
that based on the more detailed analysis the level 4 setup may be preferred in case of short
samples, for long samples the full decomposition is likely to be more appropriate.

Moving on to the truncation at level 5, significant overall improvement in the short-sample
estimates is apparent for both d = 0.25 and d = 0.45. Not only are they better compared to
the level 4 setup, but also compared to the full decomposition. Relative performance with
respect to FWE and MLE also changes, WWE works in most cases better than the FWE
for all filter specifications. Focusing on the relative performance of the filters considered, the
results suggest to use D4 for 210 — 213 and switching to LAS8 for 2° and 27; j > 13 in case
of d = 0.25; under d = 0.45 LAS8 performs the best for all sample sizes as in the case of
preceding partial decomposition setup.

Next, under truncation at level 6 the estimator seems to work comparably to the case
of truncation at level 5. In most cases it offers an alternative of somewhat lower RMSE at
the cost of slightly higher bias, for some parameters even the bias improves. Though, due
to the significantly worse estimates of long memory, even to some extent counterbalanced by
better estimates of other parameters, the truncation at level 5 may be preferred. The relative
performance could be assessed based on the bias and RMSE of one day forecasts added to
the Monte Carlo experiment as already proposed in the case of level 4 truncation. Regarding
the relative performance of the filters considered, in case of d = 0.25 D4 performs the best
for almost all sample sizes, while it is outperformed by LA8 when the parameter d becomes
larger. Compared to the full decomposition, in case of small samples the estimator works
better in most cases in terms of both bias and RMSE. In case of longer samples, the estimates
of the long memory parameter deteriorate relatively to their full decomposition counterparts,
while short-term dynamics parameters are still estimated in most cases with lower bias and
in case of d = 0.45 also with lower RMSE under the truncation.

We conclude that the results well demonstrate the effects mentioned when discussing the
partial decomposition in 2.4.3] We can see how the partial decomposition helps in the case
of short samples and how the benefits from truncation (no use of inaccurate information)
decrease relative to the costs (more weight on the high-frequency part of the spectra and no
information at all about the spectral density shape at lower frequencies) as the sample size in-
creases, as the long-memory strengthens and as the truncation becomes excessive. Moreover,
the effect becomes negligible with longer samples, as the share of problematic coefficients
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goes to zero. Yet, the convergence with sample size and with the level of decomposition is
not easy to interpret. To see the interesting convergence patterns determined by the synergy
of various effects of the truncation on the estimates see 3D plots in providing a
graphical decomposition of the convergence into the convergence with sample size and con-
vergence with increasing level of decomposition; graphs for the estimates of d and « under
d = 0.25; D4, LA8 and d = 0.45; LAS8 are available. To make the figures comprehensive
and well interpretable, additional Monte Carlo experiments have been performed enabling to
present the whole spectrum of possible truncations from that leading to estimation at level
4 to full decomposition. As can be seen, the optimal setup choice for small samples is a
non-trivial problem that cannot be reduced to a simple method of cutting a fixed number
of highest levels of decomposition to ensure some minimal number of coefficients at each
level. Although in case of long samples a nice convergence with both sample size and level of
decomposition can be seen for all specifications, the results for small samples are mixed. In
this latter case the convergence with sample size still works relatively well, but the increase
in level of decomposition does not always improve the estimates. To understand the specific
patterns, next to the derivation of the asymptotic theory, it would be interesting to compare
the results with their MODWT-based counterparts, which would enable to separate the effect
of deteriorating DW'T variance estimates and would potentially lead to better interpretable
convergence patterns.

4 Monte Carlo Extension: Jumps and Forecasting

As has been concluded in the previous section, on simulated pure FIEGARCH processes the
best estimator in terms of both bias and RMSE (in case of individual parameters estimation)
seems to be the MLE, followed by FWE and somewhat less “accurate” WWE. But, as
discussed in the sequel, deprecating WWE based on these results only might be premature.
Next, we assume a more realistic scenario, where the simulated process is augmented by
specific time-localized irregularities - jumps - in the log-return process. Since the evaluation
based on individual parameters estimation only may not be the best practice when forecasting
is the main concern, let’s analyze also the relative forecasting performance. As a motivation
for this step additional plots have been prepared, which can be found in (online)
and some of them also in ??7. They show the bias of the mean estimated spectral densities
using FWE and DWT-based WWE under various setups. Except for small samples, where
the performance of the FWE is significantly worse than that of WWEs in terms of bias, both
the estimators perform very well and in most cases differences are almost negligible. This
suggests that the forecasting RMSE should play the major role. Then, based on the results
for individual coefficients, FWE can be expected to dominate the DWT-based WWE, at least
in case of larger samples and, of course, data generated by a pure FIEGARCH process. But
this is just an ex ante guess, the need for a Monte Carlo experiment extension is apparent.
Practical issues of this kind of evaluation are discussed later in this section.
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4.1 FIEGARCH-Jump Model

Jumps are one of the several well known stylized features of log-returns and/or realized
volatility time series and there is a lot of studies on incorporating this pattern in volatility
models. For a summary see e.g. Mancini & Calvori (2012). So even if the FIEGARCH
process could well approximate the true underlying volatility, it is important to study the
jump process and use the additional information for forecasts improvement.

To test the performance of the individual estimators in the case of FIEGARCH-Jump
processes, an additional Monte Carlo experiment has been conducted. The simulations are
augmented by additional jumps, which do not enter the conditional volatility process, but the
log-returns process only. This represents the situation, when the jumps are not resulting from
the long memory in the volatility process, which can produce patterns similar to jumps in
some cases, as well as they do not determine the volatility process in any way. The log-return
process is then specified as:

e = zh? + TN, (28)

where the process h; remains the same as in the original FIEGARCH model (Eq. and
Jy;t=1,2,...,T is a Jump process modeled as a sum of intraday jumps, whereas the number of
intraday jumps in one day follows a Poisson process with parameter A = 0.028 and their size is
drawn from a normal distribution N (0, 0.2). The Jump process is based on Mancini & Calvori
(2012), with parameters slightly adjusted (originally A = 0.014 and sizes follow N(0,0.25) )
based on analysis of resulting simulations and comparison with real data. Moreover, unlike
in the previous Monte Carlo experiment, a non-zero constant is assumed. Since we would like
to keep consistency in the research (keep the parameters the same throughout this paper)
and at the same time to simulate time series as close to the real ones as possible, we have
compared our simulated time series with real data and found a good match.

4.2 Forecasting

Next extension, as mentioned above, is the evaluation of the in-sample and out-of-sample
forecasting performance. For each simulation the fitted values and a one day ahead forecast
per each estimator are calculated. The out-of-sample forecasts are directly stored for further
analysis, the in-sample forecasts are transformed to mean error, mean absolute deviation
and mean squared error statistics. These statistics are stored and used for overall statistics
calculation. When we get the data from all 1000 simulations, we compute the mean error,
mean absolute deviation and root mean squared error for both the in-sample and out-of-
sample forecasts.

Although the idea of forecasting evaluation seems to be simple, there are some issues we
had to deal with. The most important one is the dependency of the forecasting results on
the fitting algorithm. This algorithm is technically the same as the the used in MLE and
it is in fact possible to manage the maximal error of the forecasts in case of divergence of
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the fitted time series as well as to ensure robustness to extreme log-returns observations in
the data input. We have chosen a basic algorithm that only ensures that the operation does
not break and that that in case of non-positive and/or infinite fitted conditional variance
the algorithm returns sample variance instead and continues computing. But then we have
situations, especially in case of jumps, where a few forecasts can have a huge finite error, but
other are quite accurate. Then, average error measures are not the best practice, since then
the estimator with slightly lower maximal error would be considered better even though in
most cases it could be much worse than the alternatives. In case of out-of-sample forecasts
(one forecast per simulation) we solve this problem by using error and absolute deviation
quantiles.

4.3 Practical Aspects

Although we expected that the WWE could be easily adjusted to be robust to jumps (com-
pared to FWE and MLE) and thus become a good alternative in case of FIEGARCH estima-
tion on the real data, there are two technical details which make this hardly possible and the
WWE theoretically rather than empirically evincible. First, the transformation needed for
FWE and WWE derivation hides the jumps in the process (they add volatility, but are not
detectable in the transformed data), as can be seen in second, for forecasting
we need jump-free data as the input - else we get inaccurate estimates even in case of perfect
coefficient estimates. Thus, the jump detection and data adjustment has to be done before
the actual parameters estimation takes place. To deal with the jumps we apply one of the well
performing wavelet-based jump estimators that is based on a universal threshold of |Donoho
& Johnstone| (1994) and that is described in detail and successfully applied in Barunik &
Vacha, (2014). When detected, the jumps are replaced by average of the two adjacent values.
This, of course, is not the best practice in case of large double-jumps, where this transforma-
tion leads to two smaller jumps instead of getting rid of them. Yet, in case of long memory
that can produce jump-like patterns, which are usually clustered in high volatility intervals,
getting rid of the multiple jumps may not be the best thing to do. So we use this simple
transform for our data with moderate jumps, but in case of data with extreme jumps, such
as those in we propose to use a different method that would get rid of all the
jumps, otherwise the estimation results would be poor. Thus, it is important to distinguish
between the jump detection and model estimation as two separable tasks. This holds even in
cases of large jumps which are detectable in the transformed data, since in real applications
we do not know what kind of jump process are we dealing with and also even in this case it is
easier to found the jumps in the data before the transformation. Then we can only study how
are the individual estimators able to deal with the residual jumps, which are not detected
and subtracted from the time series. And of course, the better the jump estimation method,
the lesser the residuals impact.
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4.4 Results I1I: FIEGARCH-Jump

The main results of the Monte Carlo experiment are summarized in tables in
In the first two tables MLE, FWE and MODWT-based WWE are compared in terms of
individual parameters estimation performance, results for DWT-based WWE are not included
due to the limited space. Concerning the comparison of these two estimators, the overall
performance of the MODWT-WWE is better than that of the DWT-WWE both in terms
of bias and RMSE and considering also the loss of sample size limitation, the MODW'T-
WWE is strictly preferred. This is only supported by the forecasting results presented in the
next tables. Next, focusing on the MLE, FWE and MODWT-WWE relative performance in
terms of RMSE for jumps and d = 0.25, the MLE, despite being affected by the residual jump
effects, it remains the best followed by the two Whittles, which perform comparably, FWE in
most cases works slightly better. Yet, the bias of the MLE is significant and we would prefer
the use of FWE considering both the bias and the RMSE and in case of longer time series,
WWE seems to be the best option due to the faster bias decay. Next, for d = 0.45, the MLE
performance is very poor and the use of FWE is preferable. As expected, the bias and RMSE
in case of individual parameters estimates as well as the mean absolute deviation and RMSE
of the out-of-sample forecasts decline and the overall in-sample fit improves with sample size
increase and long memory weakening. Next, the constant term estimation performance is
worth mentioning, since it is very poor in the case of MLE and strong long memory, and
therefore an ex ante estimation as in the case of FWE and WWE is appropriate.

On the other hand, when we look at the forecasting performance, the results are much
more clear. The best in all scenarios and by all indicators is the MLE, followed by the
FWE and a little less accurate WWE. The impact of jumps depends, of course, on the
jump estimator performance and in our case, for forecasting, it is very limited, although the
same cannot be said about the impact on individual parameters estimates. Unfortunately,
as discussed earlier, WWE does not provide any significant estimation improvement or time
savings. Moreover, the use of WWE causes about twice as many cases with extremely poor
in-sample fit than the FWE. By its nature, MLE does not cause these poor fit situations
at all. But of course, in practice, adjustment of the optimization algorithms as well as the
forecasting algorithm could prevent these cases for all estimators. We did not apply any
special adjustments just to keep the estimators comparison as “fair” as possible and we
propose the question of the algorithms optimization as a topic for future research.

5 Comparison with Literature

As already emphasized, the Monte Carlo setup has been chosen to mirror that of [Perez &
Zaffaroni (2008)) to keep consistency in the research and enable direct comparison of the
results. Since the benchmark paper focuses on the relative performance of FWE and MLE
under the same conditions as applied in our paper, it is interesting to check whether the results
for these two estimators are in both works the same. In the case of MLE, the answer is yes,

21



up to small differences caused by the uniqueness of every simulated time series. For FWE, the
differences are somewhat larger (although not extreme; the maximal deviation for both bias
and RMSE is less than 0.1, mostly amounting to about 0.06 or less). Based on an analysis
of the code underlying the benchmark paper, this may be caused by a different optimization
setup, that utilizes an explicitly formulated analytical gradient of the objective function.
This helps to estimate the individual coefficients more accurately. Then, it seems natural
to run the Monte Carlo experiments for our research using this, virtually more efficient,
algorithm (or search for even better one). Yet, this is a non-trivial task. This follows from
the form of the WWE objective function and the respective derivations. To enable the re-
estimation, more efficiently written code or an adjusted means of gradient calculation would
be needed, which is beyond the scope of our current work. In general, the comparison above
shows the importance of taking the estimation as a complex problem including many, both
theoretical and practical, issues. Most importantly, when comparing several estimators, it is
usually not feasible to separate the performance of the estimator from the performance of
the optimization algorithm applied. Even using the same algorithm, as applied in this work,
cannot generally solve this problem, since each of the estimators may be affected differently.
Then, in case of empirical analysis, it is reasonable to speak about comparison of methods of
estimation instead of comparison of the individual estimators. The focus is then on the whole
sets of estimators and respective means of optimization. This highlights the importance to
analyze all details of the methods and optimize the estimation setup as a whole, before any
definite conclusions can be made.

Next, comparing the results in this paper with some other works on wavelet-based maxi-
mum likelihood estimation, no strange patterns that would contradict the earlier conclusions
are found. A relatively good performance of the WWE comparable to that of FWE is ob-
served, which is in compliance with studies using simulated smooth processes. The absolute
performance of the WWE is somewhat worse than in the benchmark papers, which is ex-
pectable given the complexity of the FIEGARCH model implying more difficult parameters
identification compared to the other models estimated in the related works, as well as given
the asymmetry of the FIEGARCH process that makes the QMLE less accurate (other works
focus on symmetric processes). As mentioned above, optimization of the estimation setup
should improve the overall performance and lead to absolute results closer to those in the
benchmark studies. Next, focusing on the filter choice, the relative performance of the Haar,
D4 and LAS filters seem to be in compliance with that in |[Percival & Walden| (2000)), as well as
it supports the conclusion in Jensen| (1999) that Haar can be dominated by longer filters. To
sum it up, the current work seems to extend the current literature without any contradiction
with earlier works. Given the lack of related studies, this seems to be good news. Though,
to make any strong conclusions about the WWE performance in various applications, a lot
of work has to be done in the future.
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6 Conclusion

In this paper, we introduce a new, wavelet-based estimator (wavelet Whittle estimator,
WWE) of a FIEGARCH model, ARCH-family model allowing for long-memory and asym-
metry in volatility, and study its properties. Based on several Monte Carlo experiments its
accuracy and empirical convergence are examined, as well as its relative performance with
respect to two traditional estimators: Fourier-based Whittle estimator (FWE) and maximum
likelihood estimator (MLE). It is shown that even in the case of simulated pure FIEGARCH
processes, which do not allow to fully utilize the advantages of the WWE, the estimator
can work reasonably well. In terms of bias, it often outperforms the FWE, while in terms
of RMSE the FWE is better. Yet, the absolute differences are usually small. As expected,
MLE in most casest performs best in terms of efficiency. The Whittle estimators outperform
the MLE in some cases, but usually it is in situations with negative memory, which is not
of a great interest for most practical applications. The forecasting performance analysis has
a similar conclusion, yielding the differences across estimators even smaller. Yet, since the
Whittle estimators are significantly faster and the differences in the performance are small,
they are an attractive alternative to the MLE for large samples. Concerning the optimal
WWE settings studied, the strength of long memory, sample size and parameter concerned
seem to be important for the optimal filter (wavelet) choice, but further research in this area
is needed.

Next, practical aspects of the WWE application are discussed. The main focus is on the
problem of declining number of wavelet coefficients at subsequent levels of decomposition,
which impairs the estimates accuracy. Two solutions to this problem are suggested. One
is based on a partial decomposition (parametric counterpart to local WWE) that ensures
some minimal number of coefficients at the highest level of decomposition, the other applies
an alternative specification of the WWE (using maximal overlap discrete wavelet transform,
MODWT). We show that the partial decomposition can improve the estimates in case of
short samples, and make the WWE superior to the FWE (and to the MLE for negative
memory), while in case of large samples, full decomposition is more appropriate. Yet, the
second solution (MODWT-WWE) is argued to be better. Compared to the former method,
it ensures the number of coefficients at every level equal to the sample size and does not
lead to any decline in the share of spectrum used in the estimation (information loss). The
only cost to bear is a somewhat longer estimation time. As our results suggest, using the
MODWT instead of the DWT improves the WWE performance in all scenarios.

In addition, we study the properties of estimators under the presence of jumps in the
processes. The accuracy of individual parameters estimates using MLE is significantly im-
paired, even if we apply a simple data correction; the FWE and the WWE are superior. Yet,
based on the forecasting performance, MLE should be preferred in all scenarios at least in
case of small samples, where it can be computed in reasonable time; FWE and WWE can
be recommended only as a faster, but slightly less accurate alternatives. From these two
FWE performs slightly better. Yet, we believe that after optimization of the estimation and
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forecasting algorithms, the differences between the FWE and WWE disappear, or even the
WWE becomes superior in some cases.

Finally, we discuss the effects of optimization algorithm choice on the experiment results.
It is argued that in cases, when the identification of individual parameters in the objective
function is problematic, as is the case of the Whittle estimators applied in this work, the
performance of the estimator and of the optimization algorithm cannot be well separated.
Based on a comparison of our results with those of Perez & Zaffaroni (2008), it is argued that
application of more sophisticated optimization algorithms to both FWE and WWE should
improve their absolute performance, and potentially also change the conclusions about their
relative performance. Therefore, the question of algorithm choice is an important topic to
address in the future.

It can be concluded that after optimization of the estimation setup, the WWE may
become a very attractive alternative to the traditional estimation methods. Although it is
not as useful in case of jumps in the data as we expected, the statement that, compared
to FWE;, it is more robust to time-localized irregularities is still valid. The only additional
requirement is that the irregularities remain detectable even after the data transformation
that is necessary for the FWE and WWE application. Although a lot of work has to be
done before the WWE applicability and performance will be fully assessed, importance of
the research results for volatility modeling is a sufficient motivation.

Due to the pioneering nature of this work and the complexity of the problem concerned,
the results presented are not intended to be directly projected to changes in estimation
methods used in practice. For practitioners, the presented conclusions should be interesting
as a message that given sufficient demand for further research in this area, new, possibly highly
efficient methods based on wavelet transform could be available in the future. Though, the
target group are the academics. It is believed that the results provided are a good basis for
future research.
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A FIEGARCH Transformation

As discussed in [Perez & Zaffaroni| (2008) and |Zaffaroni (2009), to estimate the FIEGARCH
model using FWE;, it is necessary to rewrite the model in a signal plus noise form, for which
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the spectral density can be derived.

hl(ht)
(2t

)
(L)

g
P

Let’s begin with the original FIEGARCH(1,d,2) model:

zhy!? (29)
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where for FIEGARCH(1, d, 2) a9 (L) = oL, 3(L) = 1 — BL. Following Zaffaroni| (2009), this

can be rewritten as
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From Perez & Zaffaroni (2008)), the spectral density of this process for z; ~ N(0,1), w =0
and simple Fourier frequencies \; = j/T; \; € (—1/2,1/2) is
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where A(€) = var(In(23)), B(v) = var(g(z0)), C(v) = cov(In(z3), g(20)), v = (¢, ¢')', and &

27



is the vector of parameters in the distribution function of variable z. For z; ~ N(0,1):

AQ) = () (42)
B(v) = 6a+0*(1—pf)) (43)
OWw) = 5ue(b(1) —(3) (44)
pa=B(l=l) = V), (15)

where ¥ (x) and ¥(z) are digamma and trigamma functions respectively. Evaluated at Fourier
frequencies, this spectral density occurs in both terms of the FWE objective function. For a
generalization to z; following GED or Student-t distribution, see Perez & Zaffaroni (2008).

B Spectral Density Estimation
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Figure 1: True spectral density
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C Partial Decomposition
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Figure 3: Energy decomposition: Integrals of FIEGARCH spectral density over frequency
intervals respective to individual levels of decomposition, assuming various levels of long
memory (d=0.25, d=0.45, d=-0.25) and the coefficient sets from Table E.1 (a)
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Figure 4: Energy decomposition: True variances of wavelet coefficients respective to individ-
ual levels of decomposition and various levels of long memory (d=0.25, d=0.45, d=-0.25) and
the coefficient sets from Table E.1 (a)
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(a) Coefficient Sets

Coefficients: d w « B (% ¥
A: 0.25 0 0.5 0.5 -0.3 0.5
B: 0.45 0 0.5 0.5 -0.3 0.5
C: -0.25 0 0.5 0.5 -0.3 0.5
D: 0.25 0 0.9 0.9 -0.3 0.5
E: 0.45 0 0.9 0.9 -0.3 0.5
F: -0.25 0 0.9 0.9 -0.3 0.5
G: 0.25 0 0.9 0.9 -0.9 0.9
H: 0.45 0 0.9 0.9 -0.9 0.9

(b) Integrals over frequencies respective to levels for the coefficient sets from Tab.E.1

(a

)

A B C D B F G H
Level 1 1.1117 1.1220 1.0897 1.1505 1.1622 1.1207 1.1261 1.1399
Level 2 0.5473  0.5219 0.6274 0.4776 0.4691 0.5306 0.6187 0.6058
Level 3 0.3956  0.3693 0.4330 0.3246 0.3056 0.3959 1.1354 1.3453
Level 4 0.3029 0.3341 0.2425 0.5559 0.7712 0.3528  2.9558 4.8197
Level 5 0.2035 0.2828 0.1175 1.0905 2.1758 0.3003 6.0839  13.2127
Level 6 0.1279  0.2297 0.0550 1.4685 3.9342 0.1965 8.2136 23.4144
Level 7 0.0793  0.1883 0.0259 1.3523 4.7975 0.0961 7.6026  28.4723
Level 8 0.0495 0.1584 0.0123 1.0274 4.8302 0.0408 5.8268 28.7771
Level 9 0.0313  0.1368 0.0059 0.7327 4.5720 0.0169 4.1967  27.3822
Level 10 0.0201 0.1206 0.0029 0.5141 4.2610 0.0071 2.9728  25.6404
Level 11 0.0130 0.1080 0.0014 0.3597 3.9600 0.0030 2.0977 23.9192
Level 12 0.0086 0.0979  0.0007 0.2518 3.6811 0.0013 1.4793  22.2986

(¢) Sample Variances of DWT Wavelet Coeflicients for the coefficient sets from Table E.1 (a)

A B C D E F G H
Level 1 4.4468 4.4880 4.3588 4.6020 4.6488 4.4828 4.5044 4,5596
Level 2 4.3784 4.1752  5.0192 3.8208 3.7528 4.2448 4.9496 4.8464
Level 3 6.3296 5.9088  6.9280 5.1936 4.8896 6.3344 18.1664 21.5248
Level 4 9.6928 10.6912  7.7600 17.7888 24.6784  11.2896 94.5856 154.2304
Level 5 13.0240 18.0992  7.5200 69.7920 139.2512  19.2192 389.3696 845.6128
Level 6 16.3712 29.4016  7.0400 187.9680 503.5776  25.1520 1051.3408 2997.0432
Level 7 20.3008 48.2048  6.6304 346.1888 1228.1600  24.6016 1946.2656 7288.9088
Level 8 25.3440 81.1008  6.2976 526.0288 2473.0624  20.8896 2983.3216 14733,8752
Level 9 32.0512  140.0832  6.0416 750.2848 4681.7280  17.3056 4297.4208 28039.3728
Level 10  41.1648 246.9888 5.9392  1052.8768 8726.5280  14.5408 6088.2944 52511.5392
Level 11 53.2480 442.3680 5.7344 1473.3312  16220.1600  12.2880 8592.1792 97973.0432
Level 12 70.4512 801.9968 5.7344  2062.7456  30155.5712  10.6496 12118.4256  182670.1312

Table 1: Energy decomposition
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D Convergence analysis

Characteristic (BIAS) for a Sample length , Legend
specific sample length and level S i et 27(j), j=9, 10, ...,14 ,/'
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Plot name: Characteristic
(BIAS) of estimates of
parameter (d) estimated by

-4/ WWE with filter (LA8) given
Level of p ) true process specified by
iti 107 value of parameter d (d=0,45)
decomposition ---.___ gt . =04
J=4,5,..,14 \“n);&j,/’ IBIAS of d ( LA8, d=0,45)}«

(1) Keeping the sample length constant, we see the effect of increasing the
level of decomposition [estimation using increasing number of intervals
respective to lower and lower frequencies]. At each level (j), N(j)=M/2A(j)
coefficients is available, where M is the sample length.

(2) Keeping the level of decomposition constant, we see the effect of
increasing the sample size [increasing the number of DWT coefficients
available at each level (j): N(j)=M/22(j)]. E.g. for two samples for which
M*=2M, we have N(j)*=2N(j).

Figure 5: 3D Plots Guide
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Figure 8: 3D Plots: Partial decomposition: &: Bias
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F  Jumps: Features

FIEGARCH(0.25,-7,0.5,0.5,-0.3,0.5), Jumps=[lambda=0.028, N(0,0.2)] filter=D4,transform=MODWT
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Figure 11: Jumps in the data

FIEGARCH(0.25,-7,0.5,0.5,-0.3,0.5); Jumps[lambda=0.028; N(0.0.2)] FIEGARCH(0.25,-7,0.5,0.5,-0.3,0.5),Jumps[lambda=0.007; N(0,3)]
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(a) lambda=0.028; N(0,0.2) (b) Stronger jumps: lambda=0.007; N(0,3)

Figure 12: Jumps after transformation In(y?)

G Jumps: Results

35



ploYsa1y} duojsutor pue oyouo(] Suisn pa3oairo)) g ‘(pA)LMAON TMI ‘HTIN ‘G7°0/Sg'0=p :sdung oN ore) 9Uoly g 9[qeL

- - - - - - 8¥0°0 600°0- 1670 ¢ TN

¥¥70°0 2000 1090 - - B gv0°0 T100°0- 6670 CHIAN

- - - - - - VLT°0 €00°0- L67°0 ¢ HMA

c02'0 9¢0'0  9¢<0 €80°0 ¥00°0  ¥09°0 GLT°0 600°0 6090 HMA

- - - - - - €61°0 8¢0°0- ¢LV'0 ¢ LMAO HMM

81¢°0 ¥00°'0 7050 G80°0 1T0°0- 6870 961°0 610°0- 1870 LMAON HMM 00460 A
- - - - - - 1€0°0 810°0  ¢8¢'0- ¢ d'IIN

¥¢0°0 100°0-  TO€0- - - - 9200 100°0-  TO€0- HTIN

- - - - - - 681°0 8.0°0  ¢cc'0- ¢ HMA

8GT°0 8600  ¢¥e'0- 2200 1200 6.2°0- a8T°0 9600  ¥¥e’0- HMA

- - - - - - a81°0 6€0°0  T9¢°0- ¢ LMAON HMM

9710 ¥10°0-  VI€0- 8.0°0 LE0°0-  LEE0- 08T°0 LT0°0  €8C°0- LIMAON MM 00€°0- 0
- - - - - - 60T°0 LE0°0 LESO ¢ TN

€90°0 200 1290 - - - 10T°0 6¢0°0 6290 CHIAN

- - - - - - ¥1¢°0 L10°0 LTS°0 ¢ HMA

GeET0 7600 ¥99°0 G90°0 100°0- 6670 661°0 020’0 02s0 HMA

- - - - - - €620 190°0 1990 ¢ LMAOIN HMM

8LT1°0 01T°0 0190 8L0°0 €c0'0 €290 6¥¢°0 6G0°0 6990 LMAON HMM 006°0 g
- - - - - - 9€T°0 9€0°0- 970 ¢ TN

8¢1°0 €10°0- 870 - - - 1¢1°0 €00°0 €090 HIIN

- - - - - - €ee0 1200 1290 ¢ UMA

87€0 Gc0'0-  GLv°0 891°0 ¢100 <190 V€0 L2800 1280 HMA

- - - - - - 8¢€0 ¥2L0°0-  9¢v'0 ¢ LMAO HMM

G6€°0 9LT°0- ¥¢€0 6¢¢°0 CLT'0- 8¢E0 67€°0 990°0-  ¥EVO LMAON HMM 006°0 29
- - - - - - 861°0 G10’0- G102~ ¢ YHHLO

969°0 1000 6669 7,00 €00°0- €00°2- L6T°0 ¢00°0-  ¢00°L- HHHLO

- - - - - - ¢81°0 €80°0- €80°L- ¢ H'TIN

6€L°0 8GY'0- 8GV'L- - - - VLT°0 920°0-  9.0°L- CHIAN 000°2- o
- - - - - - 980°0 ¢c0'0- 820 ¢ TN

€70°0 L10°0-  €E€V'0 - - - G80°0 0€0°0- 0c¢c’0 CHIAN

- B - B - B 9¥1'0 L€0°0-  €1¢°0 ¢ UMA

18070 ge0’0-  gIv'o 9€0°0 10000 1920 V10 8€0°0- <¢IC0 HMA

- - - - - - yxéal ¢80°0- 8910 ¢ LMAOIN HMM

0LT°0 880°0- ¢9€°0 0¢v'0 ¢v00 €000 €920 Gce’0 G80°0- 9910 LMAONW HMM 0s¢'0 p
HSINY  SVId NVHN dvd HSINY SVId NVHN HSINY  SVId  NVHN JOHLUIN HNYIL Yvd

8F0¢=N-sdwunf oN F8€9T=N-sdwnf oN 8F0¢=N-sdwnf oN

36



PIOYSOIY) QUOJSUYO[ PUR OYOUO(]
Sutsn pajoato) g (va) LMAOW ‘AMJI (2'0°0)N ‘820°0 = epqure[ uossiod :GF'0/Gg'0 = p :sdwmp O[re) 9O ¢ d[qeL

6.1°0 €41°0-  L¥E0 - - - 08T1°0 091°0- 0¥€°0 ¢ H'IIN

- - - - - - 96¢°0 €1¢°0- L8¢'0 HTIN

16¢°0 €8T°0-  LI€0 ¢0c0 L8T°0-  €I€0 1€2¢°0 GET'0-  99€°0 ¢ UMA

- - - - - - greo €ve0-  LS20 dHMA

¢ce0 ¥ec0-  9.2°0 1€2°0 €1¢°0-  L8¢'0 1220 8L1T°0- ¢ce0 ¢ LMAON MM

- - - - - - G9€0 L62¢°0- €0C0 LIMAON HMM 0060 L
LET0 yero  9.1°0- - - - ¥01°0 680°0 TIc'0- ¢ d'IIN

- - - - - - 0€T°0 9800  VIc0- HTIN

€41°0 ¥c0'0-  vce0- G90°0 96¢0'0- 99€°0- GLT°0 8700~ 8¥€°0- ¢ HMA

- - - - - - 97c 0 Gaer'0-  4Sv'0- HMA

VLT°0 ¥80°0-  ¥8€°0- 80T°0 860°0- 86¢°0- 681°0 G80°0- 48¢°0- ¢ LMAON MM

- - - - - - cLe0 161°0- 16¥°0- IMAON HMM 00€°0- 0
0veo 61T°0 6190 - - - 0920 €000 €090 ¢ TN

- - - - - - csro ¥60°0-  907°0 HTIN

¥91°0 6,00 6,90 890°0 6100 6190 1€2°0 6¢0'0 62490 ¢ HMA

- - - - - - 99¢°0 970’0 9¥9°0 HMA

€020 9€T°'0  9€9°0 180°0 ge0’0  9ego ¥9¢°0 8L0°0  8L90 ¢ LMAON HMM

- - - - - - 06¢°0 ¢c60°0 €690 LIMAON HMM 0040 g
80€°0 G01°0 6090 - - - 1820 cS1'0 2990 ¢ H'IIN

- - - - - - gg8¢€°0 29T°0 2990 HTIN

8¢¥°0 Geo'o  9€go 1,620 1€C¢°0  T€L0 0070 ¢80°0 8490 ¢ UMA

- - - - - - ¥av°0 190°0 1990 dHMA

Lv¥°0 0TT°0- 06€°0 €7e0 260°0 2990 070 800°0- ¢67°0 ¢ LMAON MM

- - - - - - LEVO Gc0'0-  GL¥°0 LIMAON HMM 0060 2Y
2290 ¥60°0  9¥6°9- 960°0 6600  T¥6'9- €020 8¢0°0  ¢¥6'9- ¢ HHH.ILO

- - - - - - 1220 €110 L88'9- HHIHLO

99’1 ILV'T 689G - - - 1080 8TL'0  T8C'9- ¢ H'IIN

- - - - - - 07’1 8CE'T  T99°¢- HTIN 000°L- 0
V1€0 €9¢°0-  L8T°0 - - - 16¢°0 161°0-  660°0 ¢ U'TIN

- - - - - - €6€°0 ¢cec’0-  8I00 HTIN

160°0 Lv0°0- €070 8¢0°0 610°0- T1€2°0 €VT0 ¥70°0-  902°0 ¢ UMA

- - - - - - crro GG0'0-  961°0 HMA

6.1°0 €0T°0- L¥€0 00 G100~ €20 6ce’0 960°0- ¥ST°0 ¢ LMAON HMM

B - - 0sv'o - - - ¥1¢0 g0T°0- S¥1°0 LIMAON HMM 0¢c’0 p
HSINY SVId NVHN d"vd HSINY Svid NVHN HSINY SvVIid NVHN AOHLIN andrL  49vd

8705=N‘[(z'0'0)N‘8g0"0]dwnr ¥8€9T=N‘[(2'0°'0)N‘8z0 0]dum 8705=N‘[(z'0'0)N‘8¢0"0]dwnr

37



povseIt}

QUOISUTO PUE OYOUO(] SuIsh Pa32d10) g ‘(FA)LMA (@) LMAON TAMA ‘TN ‘sdump oN ‘gF0Z=N :Susesdlio] :j d[qeL,

% L'¢ =LMA-SI®F ‘% LT =LMAON-SIT®] ‘% €T =HMASI® ‘% 0 =HTIN-S[Ie]
N JO % 6°G6 "O°T ‘666 =PI[eA [@10], * gS89T00'() :PIISLISIO] 8 O} SON[RA ONI} JXOU-N JO URSN :POJIOIIO))
% ST =LMA-SI'® ‘% 1'c =LMAON-SI'e ‘% 80 =HMA-SI®} ‘Y 0 =HTIN-SIe]

N JO % L'96 9T ‘L96=PI[eA [RI0], ‘GF89T00'(Q :PIISEIIO] B¢ 0} SIN[RA JILI} JXJU-N JO UBIIA:POIIALIO)) JON

T¥GLL000°0  9TE8TO000  G0-°CE9S L ¥€LTC000°0-  TSE€9¥000°0-  L8G6T00°0- ¢ H'TIN
G61€T00°0 1879¢000°0  L6&0T000°0 GIEET000°0-  ¢8¢¥c000°0-  ¢I¥6L000°0- HTIN
¢c98700°0 LLG0TO00 L895000°0 ¥61€9000°0-  6¢100°0- 8¥1¢¥00°0- ¢ dMA
9€9700°0 980T00°0 ¢T8T9000°0 691€5000°0-  ¢TL0TO0'0- ¢GLG€00°0- dMA
LG70S00°0 9190100°0 6.965000°0 99110000~  TS6ET00°0- ¥66€00°0- ¢ LMA MM
8E8¥00°0 8TTIZT00°0 10€59000°0 884650000~  €CCT00°0- 1690%00°0- IMA IMM
T641500°0 789680000  T€5€S000°0 869¢9000°0-  6IVET00°0- ¢1€S700°0- ¢ LMAON HMM
G6¥8700°0 G¥€0100°0 G8€€9000°0 G9877000°0- ¢¢L0OT00°0- LT8EE00°0- LMAON IMM mo
66°0 G6°0 06°0 01T°0 ¢0'0 10°0
g so[ruenb Joxryg sotjuenb Io1ry
€¥08€00°0 8L€€9000°0  €990€000°0  S0-°665CV G095T00°0 G¢cIyc0000  GS¥0T000°0- ¢ H'TIN
G6S100°0 L8GEY000°'0  €8¥PC000°0  S0-9¢H0'V LPTGE000°0  TT1ECTI000°0  90-°T¥0S'T- HTIN
LT0T800°0 686100°0 TGETT00°0 GC¥S1000°0 161¥10°0 G6€0100°0 6678€000°0 ¢ dMA
1€¢500°0 9¢68100°0 6€80100°0 994¥1000°0 GyLST00°0 €9.09000°0  G0-°86¥6°C HMA
1612L00°0 1.¢2200°0 L6¥7CT00°0 T8TLT000°0 8¢G.Lc0°0 €994100°0 ¢80.8000°0 ¢ ILMA MM
1T94900°0 1760200°0 96161000 6T¢LT000°0 6LGT€00°0 8¢699000°0  LT8ET000°0 LM MM
1T.2L00°0 1€50¢00°0 ¢160T00°0 ¢8791000°0 9702000 9.¢85000°0  G0°¢T19°L- ¢ LMAON HMM
€480900°0 TEV6T00°0 §2S0T100°0 T9€41000°0 L0CT"LLEE 968¢°G0T 168¢°G0T ILMAON HMM mo
- - - - 9..8¢000°0  ¥ELTTO00'0  S0-°¢yce e ¢ H'TIN
- - - - ¥086T000°0  S0-9769€°6 90-°18€0"9 HTIN
B - B - 1961100°0 ¥098€000°0  S0-9¢¥Cy'T ¢ dMA
- - - - ¥48.8000°0  ¥90L£000°0  G0-°8L06°¢ dMA
- - - - 8¢70500°0 I86€7000°0  G0-9€9€°C ¢ IMA IMM
B - B - LLGTTO0 ¢E6T77000°0  SGO0-9GETE'S IMA MM
- - - - IyEre00°0 8LL0¥000°0  G0-9€8ET'C ¢ LMAON HMM
- - - - 696¢500°0 ¢€06€000°0  S0280€T'9 LMAON MM ut
66°0 G6°0 060 0g0 HSINY avIn ddd NVHIN JOHLIN red
so[myuenb VN sye)g UTRA

38



ployso3

duojsTYO puE ofouo(] Sutsn peye11o) g ‘(FA) LM (FA)LMAOW M ‘ATIN ‘sdump oN F8EIT=N :Surisesnioq :¢ oqel,

% 0 =LMASI ‘% 0 =LMAON-SIT® ‘% 0 =AMASIe} ‘% 0 =HTIN-S[Ie)

N JO % 00T "o ‘000T=PI[®A [®10T, ‘9TGGT00°0 :POISLIDI0J 9 0} SON[eA NI} JXOU-N JO URSIA:POIIDIIO)) JON

- - - - - - dTIN
28.0T00°0  TPLSEO00'0  €698T000°0 TLG8T000°0-  80¥¥€000°0-  ¢00L8000'0- HMA
L8€IT00°0  G2067000°0  L8GETO00°0 L¥¢8T000°0-  60¢8€000°0-  €€0TT00°0- LM HMM
GIGET00'0  GCOv000°0 €00T2000°0 696120000~  ¥4¥0¥000°0- 99411000~ LMAON MM Mo
66°0 G6°0 06°0 010 G0°0 10°0

| seipuenb 1oxryy V Seiyuenb Ioxry
- - - B - - - dTIIN
TT8T00°0 ¢¢65000°0 ¢ET1GE000°0  G0-9¥899°¢ G08L9000°0  ¥6LLT000°0  90-9694¢"€- dMA
9908T00°0  9LEVLO00°0  9.L8T¥000°0  GO-°EVVT L G0L¥8000°0  L0T<000°0 G0-96LG9T°C LIMA UMM
G9GGT00°0  69€L000°0 8E¥07000°0  G0-°99GT°L 8T97G000°0  P6E8TO00'0  90-°TS6E°6 IMAOW MM o
- - - - - - - dTIN
- - - - ¥Ly2€000°0  L9EPTIO00°0  90-2900€°9 HMA
B B - B 9¢08€000°0  9€LLTO00°0  90-98LES'8 LM HMM
- - - - €2crce000'0  688GT0O00°0  90-°9CES L LMAON HMM ut
66°0 G6°0 06°0 0S0 HSINY dvin HYd NVHIIN AOHLAN (0]

se[iyuenb (QyIN Sye1g urejy

39



PIOYSaIy} auojsuyo[
pue oyouo Suisn pejpoerro) g (FA)IMA (FA)LMAONTMA ‘ATIN ‘sdump oN {G0=P 870z=N :Sunsese1of :9 o[qel,

% T'C =LMA-SI®J ‘% 6T =LMAON-SI® ‘%T =dAMA-SI®] ‘% 0 = TIN-SITe]

N JO % Z°96 "1 ‘T96=PI[RA [RIQT, ‘ZCTFI00°( :POISLIDI0] 9 0} SON[RA OILI} IXOU-N] JO URSA:PIIIDILIO) JON

8961500°0  €TL9S000°0  6LTLTO00°0 8942000°0~ 68.L¥17000°0-  GC09T00°0- HTIN
€LLVTO0 LL.200°0 ¢v00100°0 €9018000°0- 6022000~ 96€¢10°0- HMA
G910°0 $60€200°0 G¥468000°0 8T00T00°0- 1185200°0- GLOETO0- IMA HMM
8C¢IET00 61092¢00°0 1¢<0T00°0 96¢.48000°0-  69¢¥c00°0- LEVET00- LMAON MM o
66°0 G6°0 06°0 010 G0°0 10°0
| se[ipuenb 1oxiyy VY se[njuenb roriy
60982000 L8TOTO0°0 L0€TS000°0  S0-2685CV ¢L66€00°0 €¥87000°0 68¢¢000°0 HTIN
8¥41€0°0 88€L500°0 1.¥4200°0 ¢c091000°0 8TT8L00°0 L08STO0°0 ¥890T000°0- HMA
€0v070°0 6.96700°0 8¢¥c00°0 88LLT000°0 €LEL'SVIRC  GLERTCH V9€8'17C6 LM HMM
1€0070°0 80€500°0 L657200°0 €G99T1000°0 Jug Jui Jug IMAONW MM o
B B - - L9TCT100°0 §669¢000°0  G0-°6LcL'S HTIN
- - - - €¥2¢500°0 86701000 L2T.L2000°0 HMA
- B B - IGTET0°0 90¢1100°0 6£92¢¢000°0 IMA HMM
- - - - €2¢020°0 T¥80T00°0 182¢9¢000°0 LMAON MM ut
66°0 G6°0 06°0 0S°0 HSINY dvIN dYd NVHIN JOHLIN reD

se[yuenb (VN

sye}Q UTRIA

40



PIOUSOI} 9UOISUYO[ PUe OYOUO(]
Sursn pejoerio) g (FA)ILMA FA)IMAON IMA ‘ATIN (20 ‘0)N ‘8g0’0=,pqure] sdwnf gpOz=N :Susessioq :J, o[qef,

% 917 =LMA-SI'® ‘% 77 =LMAON-SI'®} ‘% &'G€ =HMA-SIe] ‘% 0 =HTIN-S[Te)
N JO % 9T ‘ T'GF=pI[eA [R10], ‘FZET00'() :POISLISI0J 9 0 SAN[RA 9NI) JXU-N JO URSJA :PIJISII0)) JON
% S'¢l =LMA-SI'®F ‘% 7'€T =LMAON-SITe} ‘% L =HMI-SI®} ‘% 0 =HTIN-S[Ie}
N JO % T°08 "©'T ‘TOS=PIeA 10T, ‘FZET00'( :POISLIVIO} 9 07 SON[RA ONLI} JXOU-N JO URSJA :PIJISIIO))

¢9064G00°0  L0966000°0  ¥1299000°0 9€86¢000°0-  ¥I8GL000°0- 6€L0€00°0- ¢ H'IN
889610°0 9€4€200°0 €¢E8T00°0 790910000 G8¢¥000°0- 888€€00°0- AN
€¢8L450°0 89¢0200°0 GEY.L8000°0 8.8G2¢000°0-  §PGLG000°0- TS86T00°0- ¢ UMA
870€L0°0 98¢.¥00°0 69¢6100°0 960120000~  60¥6€000°0-  9LTL6000°0- HMA
G€e80°0 ¥€v0200°0 €L666000°0 997T€000°0-  ©969L000°0-  G€9200°0- ¢ LMA MM
T18980°0 1668700°0 ¥068T00°0 TL€82000°0-  L£699000°0- <¢06¥100°0- LIMA HMM
966¥90°0 8L.68100°0 L6€0T00°0 609€€000°0-  8%9.000°0- ¥00200°0- ¢ LMAOIN MM
9¢L¥2.0°0 L€6€700°0 6TT8T00°0 LT1G€2000°0-  699T9000°0-  €9¢¥100°0- LMAON HMM mo
66°0 G6°0 06°0 01°0 G00 10°0
g so[nuenb 1oxryg soryuenb 1011y
229¢800°0  €6€9100°0 L8T¥6000°0  9€97€000°0 €97€50°0 98€4¢00°0 V11¢c00°0 ¢ H'IN
1¢L6T0°0 ¢0€L200°0 TS6100°0 906660000 22299000 €2.6.100°0 88.¥100°0 CHIAN
€C8L450°0 691%200°0 €90¢100°0 ¢CI9LT000°0 90TL9€ 8V0V'T IOV’ 1 ¢ UMA
8170€L0°0 98¢.L¥00°0 G¢S6100°0 9174200070 LELSGTO 9¢00T0°0 66886000 HMA
G€C80°0 609¢00°0 ¥64€100°0 914610000 Jut Jug JuI ¢ ILMA MM
TT8980°0 T1668700°0 80102000 8¢€ce000°0 €eerTo 296010°0 9.L010°0 IMA IMM
946790°0 4612000 ¥86¢100°0 §6202000°0 9L68°TILTIE  LVIV'LEBCT  TPIV LESCT ¢ LMAON MM
9¢L¥L.0°0 LE6€TV00°0 78461000 TT6.2000°0 Jur JuI JuI LMAON MM mo
80LTTO00 292500070 80L1¢000°0 ¢ H'TIN
- - - - ,21¢200°0 9€TET00°0 ¢9666000°0 HIIN
¢9410°0 98.08000°0  9689¥000°0 ¢ UMA
- - - - ¥.L¥0€0°0 86€9¢00°0 1¥¢¥2c00°0 HMA
9¥6€10°0 18026000°0  88L15000°0 ¢ LMA MM
- - - - ¥6062¢0°0 €€86200°0 €28¢200°0 IMA IMM
99¢0T10°0 8EC88000°0  L¥867000°0 ¢ LMAON MM
- - - - 60TTE€0°0 220L200°0 ¢6¢¥200°0 LIMAON MM ut
66°0 Gg6°0 06°0 0G°0 HSINY avIn Hdd NVHIN dOHLIN rd

so[puenb (VN

s1e}Q UTRT

41



PIOYSOIT[} 9UOISUYO[ PUR OYOUO(]

Sursn pe3oa110) g ‘(FA)IMA FA) LMAONW AMA ‘TN (20 ‘0)N ‘820" 0=rpquieT sdwmnf HREIT=N :SuIIsesnIo] :g§ o[qel,

% G'¢ =LMA-SI ‘% T'¢ =LMAON-SIT®] ‘Y% ¥'0 =M ASIe] ‘% - =ATIN-S[re]
N JO % 8F6 ©T ‘QP6=PI[eA [®10], ‘LFL9T00°0 :PoISBIDIO] 9q 0] SoN[RA NI I1XOU-N JO URIN:POIODLIO))

- - - - - - HTIN
8¢410°0 6€90€00°0  S9VIT00°0 G8G¢c000°0-  §¥987000°0-  €T08TO0°0- HMA
YOvEY0'0  LPSEEC00'0  66C5T100°0 7188¢000°0-  606,5000°0-  €L9G¢00°0- LIMA HMM
609880°0  680€€00°0  9LLTT00°0 €148¢000°0-  9¥.,9000°0- 60052000~ LMJdON IMM o
66°0 G6°0 06°0 010 G0°0 10°0
g seipuenb Ioxiyy VY se[njuenb Ioriy
- - - - B B B HTIN
824100 0926000  G89¥100°0  TS6LT000°0 616€¢°0 6¥¢0T0°0 7€00T0°0 HMA
PoveEY0'0  ¢966€00°0  C¢8Y9T00°0  ¢LTCC000°0 Jul Jul Jul IMJ MM
609880°0  969L€£00°0  ST00°0 76€2000°0 JuI Jul Jul IMAOWN IMM o
- - - - - - - HTIN
- - - - G¥.L¥600°0 6G.7L000°0  SG0LES000°0 HMA
- - - - 9¥€8T0°0 G910T00°0 LL97.000°0 LIMA HMM
- - - - ¢94610°0 9€40T00°0 1296.000°0 LMAON HMM ut
66°0 G6°0 06°0 0S¢0 HSINY avin ddd NVHIN JdOHLIN reD
saquenb QYN syelg urey

42



