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Abstract

Existing panel data studies of real interest parity are either unable to identify which panel members are characterised by stationary real interest differentials, or are subject to size distortion resulting from the presence of structural breaks and cross-sectional dependencies. Using a panel stationarity testing procedure recently advocated by Hadri and Rao (2008) that allows for structural breaks and cross-sectional dependency, we are unable to reject the stationarity of Asian real interest rate differentials.
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1. Introduction

The extent to which real interest rates are equalised across countries has occupied researchers for a number of reasons. While real interest parity (RIP) provides an indication of whether countries are financially integrated or autonomous, its dependence on purchasing power parity (PPP) means that it can be viewed as a more general indicator of macroeconomic integration or convergence; see, for example, Dutta (2000) for a discussion on the prospects of monetary and economics integration in the Asia-Pacific region. RIP is also important as a key working assumption in various models of exchange rate determination. The purpose of this paper is to test the validity of long-run RIP among Asian economies using a testing procedure for panel stationarity that allows for serial correlation, cross-sectional dependency and structural breaks.

Since early studies such as Meese and Rogoff (1988), unit root testing of real interest rate differentials (RIRDs) has become a commonly used methodological approach providing mixed evidence on RIP. Within a time series approach, Nieh and Yau (2004) employ unit root and cointegration tests to investigate financial integration amongst Taiwan, Hong-Kong and China after the Asian financial crisis. While these authors find evidence of a long-run relationship between the interest rates of these countries, it is well known that univariate unit root tests can suffer from low power. In an attempt to overcome this, the more recent literature has applied various panel unit root techniques such as Im, Pesaran and Shin (IPS) (2003) and Pesaran (2007). For example, Baharumshah et al. (2005) examine ten Asian RIRDs using Japan as the base country. These authors find that whereas conventional augmented Dickey and Fuller (ADF) (1979) testing fails to support RIP in half the cases, evidence based on panel unit root tests points to mean reverting behaviour. Further support of RIP based on panel data unit root tests includes Wu and Chen
(1998) and Banerjee and Singh (2006), who consider Asian countries as part of wider samples. The tests employed in the above mentioned studies are of the joint null of a unit root against the alternative of at least one stationary series in the panel. However, the joint null could be rejected if only a fraction of the series in the panel is stationary. There are further grounds for caution because the presence of cross-sectional dependencies among panel members can undermine the asymptotic normality of the tests leading to over-rejections of the null.

To address these issues, we examine Asian RIRDs using a test advocated by Hadri and Rao (2008). The null hypothesis that all individual series are stationary is tested against the alternative of at least one single unit root in the panel. One may therefore conclude that all RIRDs in the panel are stationary if the joint null is not rejected. There are further key advantages. On the issue of size distortion, this procedure takes into account both serial correlation and cross-sectional dependency through the implementation of an autoregressive (AR)-based bootstrap. Also, this test allows for the presence of structural breaks that might arise with, say, changes in capital mobility. Indeed, Baharumshah et al. (2005) impose a structural break at 1985 which they argue corresponds to the pre- and post-liberalisation eras. In contrast, in this paper we allow for potentially different endogenously-determined breaking dates across the individuals in the panel.

The outline of the paper is as follows. Section 2 briefly reviews the theoretical foundations of the real interest parity condition. Section 3 presents the Hadri-based approaches for testing stationarity in heterogeneous panels of data, allowing for the likely presence of endogenously determined structural breaks and cross section dependence. Section 4 describes the data and presents the results of the empirical analysis and section 5 concludes.
2. Real interest parity: Theoretical overview

In the two-country modelling of the relationship between domestic and foreign interest rates (denoted as \( i_t \) and \( i_t^* \) respectively), perfectly substitutable bonds denominated in the home and foreign currencies are related according to the uncovered interest parity (UIP) relationship:

\[
\Delta s_{t+1}^e = i_t - i_t^*,
\]

(1)

where \( \Delta s_{t+1}^e \) is the one-period ahead expected change in the nominal exchange rate measured as the domestic price of foreign currency. Assuming that the relationship between the two open economies is also characterised by the PPP linkage, the expected change in the exchange rate, conditional on current information, will depend on the relative rates of expected price inflation. The \textit{ex ante} relative PPP suggests that the exchange rate responds to offset spreads in expected inflation between countries

\[
\Delta p^e_{t+1} - \Delta p^e_{t+1} = \Delta s_{t+1}^e,
\]

(2)

where \( \Delta p^e \) refers to the expected rate of inflation, with \( p \) expressed as the natural logarithm of the price level. Equations (1) and (2) can be used to imply

\[
i_t - i_t^* = \Delta p^e_{t+1} - \Delta p^*_{t+1},
\]

and so

\[
i_t - \Delta p^*_{t+1} = i_t^* - \Delta p^*_{t+1}.
\]

(3)

Further, assuming that nominal interest rates satisfy the Fisher parity relationship,

\[
r_t = i_t - \Delta p^e_{t+1} \quad \text{and} \quad r_t^* = i_t^* - \Delta p^e_{t+1}
\]

lead to the relationship described by equation (3) as RIP,

\[
r_t = r_t^*.
\]

(4)

Using equation (4), we obtain the RIRD as \( y_t = r_t - r_t^* \). Thus, the validity of the RIP
hypothesis would be based on an examination of the time-series properties of this differential, or put another way whether or not domestic and foreign real interest rates are cointegrated with a $[1, -1]$ cointegrating vector, which is equivalent to testing whether the RIRD is stationary.

3. Econometric methodology

It is well known that unit root and stationarity tests applied to univariate RIRD series suffer from low power. To overcome this, we employ a panel data approach which enhances the power of the tests as it combines both time-series and cross section dimensions. The most widely used unit root tests applied to panels include Maddala and Wu (1999), Im et al. (2003) and more recently Pesaran (2007), all of which test the joint null hypothesis of a unit root against the alternative of at least one stationary series in the panel. These tests are based on ADF statistics across the cross-sectional units of the panel. However, Im et al. (2003, p.73) warn that due to the heterogeneous nature of the alternative hypothesis in their test, caution has to be exercised when interpreting such results because the null hypothesis of a unit root in each cross section may be rejected when only a fraction of the series in the panel is stationary. An additional concern here is that the presence of cross-sectional dependencies can undermine the asymptotic normality of the IPS test and lead to over-rejection of the null hypothesis of joint non-stationarity.

To address these issues, we follow a testing procedure proposed by Hadri (2000) and subsequently extended by Hadri and Rao (2008), which sharply deviates from the existing literature. The focus is on assessing the stationarity of Asian RIRDs by testing the null hypothesis that all RIRDs when considered as a panel of data are jointly stationary,
against the alternative of at least one of them be best characterised as a unit root process. The Hadri tests offer a key advantage insofar as one may conclude that all RIRDs in the panel are stationary, if the joint null hypothesis is not rejected. Furthermore, an important feature of our analysis is that we allow for the presence of structural breaks, serial correlation, and cross-sectional dependency across the individuals in the panel. To do this, we employ the Hadri and Rao (2008) panel stationarity test with structural breaks, which permits the possibility of different endogenously determined breaking dates across the individuals in the panel. This is a crucial advantage because the possibility of shifting or time-varying risk premia has the potential to impact on any conclusions drawn regarding the (non)-stationarity of RIRDs. Finally, this procedure takes into account both serial correlation and cross-sectional dependency through the implementation of an AR-based bootstrap.

More formally, Hadri (2000) proposes a Lagrange Multiplier (LM) procedure to test the null hypothesis that all the individual series in the panel, \( y_{it} \), are stationary (either around a mean or around a trend) against the alternative of at least a single unit root. The two LM tests proposed by Hadri (2000) are based on the simple average of the individual univariate Kwiatkowski, Phillips, Schmidt and Shin (KPSS) (1992) stationarity test, which after a suitable standardisation follows a standard normal distribution. Hadri and Rao (2008) extend the Hadri stationarity tests by considering the case where different types of structural breaks (under the null hypothesis) are also taken into account. The following four model specifications are considered:

\[
\text{Model 0: } y_{it} = \alpha_i + f_{it} + \delta_i D_{it} + \epsilon_{it}, \quad (5)
\]

\[
\text{Model 1: } y_{it} = \alpha_i + f_{it} + \delta_i D_{it} + \beta_i t + \epsilon_{it}, \quad (6)
\]
Model 2: \[ y_i = \alpha_i + f_i + \beta t + \gamma_i DT_i + \varepsilon_i, \tag{7} \]

Model 3: \[ y_i = \alpha_i + f_i + \delta D_i + \beta t + \gamma DT_i + \varepsilon_i \tag{8} \]

where \( f_i \) denotes a random walk, \( f_i = f_{i,t-1} + u_i \), and \( \varepsilon_i \) and \( u_i \) are mutually independent normal distributions. Also, \( \varepsilon_i \) and \( u_i \) are i.i.d across \( i \) and over \( t \), with \( E[\varepsilon_i] = 0 \), \( E[\varepsilon_i^2] = \sigma_{\varepsilon,i}^2 > 0 \), \( E[u_i] = 0 \), \( E[u_i^2] = \sigma_{u,i}^2 \leq 0 \), \( t = 1, \ldots, T \) and \( i = 1, \ldots, N \).

Hadri and Rao (2008) examine the null hypothesis that all the series in the panel are stationary, that is \( H_0 : \sigma_{\varepsilon,i}^2 = 0 \) for \( i = 1, \ldots, N \), whereas the alternative hypothesis is that at least one of the series in the panel is non-stationary, that is \( H_1 : \sigma_{\varepsilon,i}^2 > 0 \) for \( i = 1, \ldots, N \) and \( \sigma_{u,i}^2 = 0 \) for \( i = N_1 + 1, \ldots, N \). The parameters \( \delta_i \) and \( \gamma_i \) in equations (5) to (8) measure the magnitude of the break, and allow for the possibility of different breaking dates across the individuals in the panel. In turn, the variables \( D_i \) and \( DT_i \), which are dummy variables that help characterise the type of structural break, are defined as:

\[
D_i = \begin{cases} 
1, & \text{if } t > T_{B,i}, \\
0, & \text{otherwise}
\end{cases}
\]

\[
DT_i = \begin{cases} 
 t - T_{B,i}, & \text{if } t > T_{B,i}, \\
0, & \text{otherwise}
\end{cases}
\]

where \( T_{B,i} \) denotes the occurrence of the break, and \( T_{B,i} = \omega_i T \) with \( \omega_i \in (0,1) \) indicating the fraction of the break point to the whole sample period for the individual \( i \).

The four models presented in equations (5) to (8) provide different patterns of structural breaks under the null hypothesis. In particular, Model 0 allows for a shift in the level of the RIRDS and there is no linear trend. Model 1 allows for a shift in the level of the RIRDS and there is a linear trend. Model 2 includes a constant and a linear trend, and
permits a change only in the trend slope of the RIRDs. Finally, Model 3 includes a constant and a linear trend, and permits a change in both the level and the trend slope of the RIRDs. The unknown break point $\hat{B}_{ikT}$ is determined endogenously by minimising the residual sum of squares from the relevant regression under the null hypothesis, with $i = 1, \ldots, N$ denoting the individual RIRDs in the panel and $k = 0, 1, 2, 3$ indicating the four models postulated in equations (5) to (8). Then, given $\hat{B}_{ikT}$ the Schwarz Information Criterion (SIC) is employed to select the preferred break-type model for each individual RIRD in the panel.

Let us denote $\hat{\varepsilon}_i$ the residuals that result from the estimation of the preferred break-type model. Then, the univariate KPSS stationarity test statistic is computed as:

$$\eta_{i,T,k}(\hat{\phi}) = \frac{\sum_{t=1}^{T} S_{it}^2}{T^2 \hat{\sigma}_\varepsilon^2},$$

where $S_{it}$ denotes the partial sum process of the residuals given by $S_{it} = \sum_{j=1}^{t} \hat{\varepsilon}_{ij}$, and $\hat{\sigma}_\varepsilon^2$ is a consistent estimator of the long-run variance of $\hat{\varepsilon}_i$ from the appropriate regression.

Following recent work by Sul et al. (2005), a new boundary condition rule to obtain a consistent estimate of the long-run variance $\hat{\sigma}_\varepsilon^2$ is employed. This rule improves the size and power properties of the KPSS stationarity tests based on the following autoregressive (AR) model for the residuals of the chosen break-type model:

$$\hat{\varepsilon}_i = \rho_{i,0} \hat{\varepsilon}_{i,-1} + \ldots + \rho_{i,p} \hat{\varepsilon}_{i,-p} + \nu_i,$$  \hspace{1cm} (9)

where the lag length of the autoregression is determined either the SIC or the General-To-Specific (GETS) algorithm suggested by Hall (1994). The idea for the latter is to estimate equation (9) for some upper bound on $p$, that is chosen a priori, let us say $p_{\max}$.
and sequentially testing from this highest order using the standard normal distribution.

Next, the long-run variance estimate of $\hat{\sigma}_c^2$ is obtained with the Sul et al. (2005) boundary condition rule:

$$\hat{\sigma}_c^2 = \min \left\{ T \hat{\sigma}_c^2, \frac{\hat{\sigma}_c^2}{(1-\hat{\rho}_1(1))^2} \right\},$$

where $\hat{\rho}_1(1) = \hat{\rho}_{1,1}(1) + ... + \hat{\rho}_{1,p}(1)$ denotes the autoregressive polynomial evaluated at $L = 1$. In turn, $\hat{\sigma}_c^2$ is the long-run variance estimate of the residuals in equation (9) that is obtained using a quadratic spectral window Heteroscedastic and Autocorrelation Consistent (HAC) estimator.\(^1\)

The Hadri and Rao (2008) test statistic is then derived as a simple average of individual univariate KPSS stationarity tests:

$$\overline{LM}_{T,N,k}(\hat{\omega}) = \frac{1}{N} \sum_{i=1}^{N} \eta_{i,T,k}(\hat{\omega}).$$

These authors further show that after a suitable standardisation the test statistic defined in the previous equation follows a standard normal limiting distribution:

$$Z_k(\hat{\omega}) = \frac{\sqrt{N} \left( \overline{LM}_{T,N,k}(\hat{\omega}) - \overline{\xi} \right)}{\overline{\xi}} \Rightarrow N(0,1), \quad (10)$$

where $\overline{\xi} = \frac{1}{N} \sum_{i=1}^{N} \xi_{i,k}$ and $\overline{\xi}^2 = \frac{1}{N} \sum_{i=1}^{N} \xi_{i,k}^2$ denote the mean and variance required for standardisation, respectively. The moments of the statistics corresponding to the four models stated in equation (5) to (8) are functions of the break fraction parameter $\hat{\omega}_j$; the interested reader is referred to Theorem 3 in Hadri and Rao (2008) for the formal

\(^1\) Additional Monte Carlo evidence reported by Carrion-i-Silvestre and Sansó (2006) also suggests that the proposal in Sul et al. (2005) is to be preferred since the KPSS statistics exhibit less size distortion and reasonable power.
expressions of $\xi_{i,k}$ and $\zeta^2_{i,k}$ for models $k = 0, 1, 2, 3$.

To allow for cross-sectional dependency, we implement an AR bootstrap method as described in Hadri and Rao (2008). Using equation (9), $\hat{\eta}_u$ is obtained, centred around zero, and re-sampled with replacement with the cross-section index fixed so that the cross-correlation structure of the residuals is preserved. Denoting the resulting bootstrap innovation of $\hat{\eta}_u$ as $\hat{\eta}^*_u$, $\hat{\epsilon}^*_u$ is generated recursively using the following mechanism:

$$\hat{\epsilon}^*_u = \hat{\rho}_{i,i-1} \hat{\epsilon}^*_{i-1} + \cdots + \hat{\rho}_{i,i-P} \hat{\epsilon}^*_{i-P} + \nu^*_u,$$

where a large number of $\hat{\epsilon}^*_u$ are generated, let us say $T + Q$ values and then the first $Q = 40$ values are discarded; Chang (2004) indicates that the generation of a larger number of innovations that are subsequently discarded ensures that initialisation of $\hat{\epsilon}^*_u$ becomes unimportant. The bootstrap samples of $\tilde{y}^*_u$ are then calculated by adding $\hat{\epsilon}^*_u$ to the deterministic component of the corresponding chosen model, and the Hadri LM statistic is calculated for each $\tilde{y}^*_u$.

4. Data and analysis

We employ quarterly International Financial Statistics data for 1977(1) to 2008(3) for three-month deposit rates (line 60c) and the consumer price index (line 64) for Indonesia, Korea, Japan, Malaysia, Philippines, Singapore and Thailand. Real interest rates are calculated ex-post using actual inflation in time $t + 4$ as a measure of expected inflation in time $t$. This provides a balanced panel of 123 observations across the sample of countries. Under the assumption of rational expectations, an ex ante measure of expected inflation is computed as the aggregate of observed inflation one year ahead and a stationary forecast
error. The seven real interest rate series provide us with 21 bivariate RIRDs.

Our empirical analysis begins by illustrating the risks involved with the mechanical application of the IPS panel unit root test statistic. Table 1 reports IPS test statistics for the panel comprising the 21 RIRDs. These results point towards rejection of the null hypothesis of joint non-stationarity, regardless of the number of lags of the dependent variable that are included in the test regressions. Rejecting non-stationary RIRDs in favour of stationarity appears to lend support to long-run RIP across Asian economies. However, if one examines the corresponding ADF statistics on the individual series within these panels, then it is clear that the rejection of the joint null hypothesis (at the 5% significance level) is characterised by a significant number of cases where the individual non-stationary null is not rejected. Another important issue that can adversely affect correct inference based on the IPS test is the presence of cross-sectional dependence which can lead to size distortion. In order to test whether cross-sectional independence holds for the dataset under examination, Table 1 also reports Pesaran’s (2004) CD test for cross-sectional dependence. This test is based on the residual cross-correlation of the ADF($p$) regressions. These results indicate that the null of independence is strongly rejected for all panels. Again, this finding is robust to the choice of the number of lags included in the ADF regressions.

Table 2 presents the results from applying the KPSS stationarity test to the RIRDs based on the model with an intercept only. To correct for serial correlation, up to $p = 12$ lags are included in (9) where the optimal number of lags is chosen according to the SIC and GETS algorithms. In these tests, the null hypothesis of stationarity is consistent with the presence of long-run RIP. When using the SIC, the stationary null is rejected on four and two occasions at the respective 10% and 5% significance levels. The GETS criterion provides fewer rejections. The bottom part of Table 2 reports that the application of the
Hadri (2000) panel stationarity test to the panel of 21 RIRDS leads to rejection of the joint null of panel stationarity irrespective of either algorithm.

However, as indicated earlier, the failure to account for potential cross section dependence can result in severe size distortion of the Hadri (2000) test statistics so we apply the AR-based bootstrap to the Hadri tests as outlined above. This enables us to correct not only for cross-sectional dependence, but also serial correlation. Furthermore, the analysis so far has made no consideration for the possibility of structural breaks. The results reported in Table 3 indicate that for 21 RIRDS, the break dates occurred during the first half of the 1980s. The exception is Singapore–Japan with a date break at 1995(4). The identification of break dates during the early 1980s corresponds with the general removal of foreign exchange controls and lifting of ceilings on deposits and lending rates during this period (see Baharumshah et al. 2005).

Using the residuals from the chosen break-type model, we can compute the Hadri and Rao (2008) panel stationarity statistic as described in (10). The bottom part of Table 3 indicates that we are unable to reject the joint null hypothesis of panel stationarity, independently of the method used to select the optimal lag length of the autoregressive processes in (9). The results here indicate that the presence of controls and the later turbulent events surrounding the Asian financial crisis in the late 1990s were not sufficient to impede long-run RIP. If we were to wrongly assume cross-sectional independence among the countries in the panel and use the standard normal distribution for the purposes of inference, then the joint null is rejected at the 5% significance level regardless of the criteria used to select the lag length of the autoregressions. This underlines the importance of allowing for the possibility of potential cross-sectional dependencies among the individual RIRDS.
The abovementioned studies by Wu and Chen (1998), Baharumshah et al. (2005) and Banerjee and Singh (2006) are supportive of long-run RIP among Asian economies using panel methods, but only a fraction of the sample may in fact have a stationary RIRD. Moreover, little is said about cross-sectional dependencies or the identification of structural breaks. Our findings in support of long-run RIP are based on a methodology that addresses these concerns and may be seen in the context of the existing literature, particularly with respect to recent studies that have adopted panel data approaches or that have considered the presence of non-linearities in the context of different samples of countries.

In terms of panel data approaches, the recent work that addresses structural breaks or cross-sectional dependencies includes Camarero et al. (2010), who test for RIP among the major OECD countries. Their methodology is also based on combining the use of panel data tests that are valid under cross-section dependence and the presence of multiple structural breaks. The results offer support for long-run RIP. Camarero et al. (2009) also test for RIP among the major OECD countries, but this time using panel data unit root and stationarity tests based on common factor models. In this case, there is no evidence in favour of long-run RIP due to the presence of a non-stationary common factor. Despite addressing the possibility of structural breaks and cross-sectional dependencies, these panel studies are less supportive of long-run RIP than our findings based on the Hadri-Rao methodology.

Of course, these results are based on an OECD rather than an Asian grouping of countries. In terms of studies that have more focus on the Asian economies, cross-sectional dependencies are addressed in the study by Chan et al. (2007) who utilise a seemingly unrelated regression ADF (SURADF) approach in analysing RIRDs. Using four
sub-samples within a 1976-2004 study period, there is support for long-run RIP. In a different approach, Baharumshah et al. (2009) test international parity conditions by employing the non-linear unit root tests advocated by Kapetanios et al. (2003). Their results indicate that the mean reversion of Asian real interest rates towards RIP is non-linear with the exception of the Taiwan, Hong Kong and Philippines relationships with both the USA and Japan. In an earlier study, Baharumshah et al. (2008) find that the adjustment of the ASEAN-5 real interest rates towards real interest rates in Japan and the US follows a non-linear (stationary) process. Our results offer some consistency with these findings. Rather than employing a methodology explicitly based on a non-linear process, we find that RIP is confirmed using linear modelling techniques that incorporate a shift in intercept and/or trend.

In computing RIRDs, the literature on Asian RIP or real interest rate relationships has commonly benchmarked each real interest rate against Japan or the US. This goes back to the early work based on unit root and non-cointegration testing in studies such as Chinn and Frankel (1995), who find that RIP holds only for U.S.-Singapore, U.S.-Taiwan and Japan-Taiwan, and Moosa and Bhatti (1996) who reject the null hypothesis that six ex ante RIRDs with respect to Japan follows a random walk. In sharp contrast to this initial approach, our results are based on all possible bivariate RIRDs. This avoids the need to select a single benchmark rate and pitfalls associated with this. In this respect, it could be argued that our finding of long-run RIP among Asian economies is more comprehensive than has been noted earlier.

An assessment of the equilibrium relationship between real interest rates across countries is useful in providing a measure of the degree of market frictions and/or integration. An important implication of our findings is that Asian central banks have
limited ability to influence real interest rates over the long-run through monetary policy adjustments of short-term nominal interest rates. There may exist the possibility of some short-run influence, but our findings point to a high degree of financial interdependence over the long-run. As pointed out in the earlier theoretical discussion, RIP is itself built on UIP and PPP. While a significant volume of existing evidence is unfavorable towards UIP, our new results offer implied long-run support for it. Likewise, support is offered for long-run PPP and goods market interdependence between the Asian economies. Finally, RIP is a key working assumption in various models of exchange rate determination such as Frenkel (1976), Mussa (1976) and Frankel (1979), all of which imply that RIP holds in the long-run. In this respect, support for traditional exchange rate models in understanding Asian exchange rate behavior is provided.

5. Concluding remarks
Existing panel data unit root testing of long-run real interest parity provides limited insight into which panel members are characterised by stationary real interest rate differentials. On the one hand, cross-sectional dependencies among panel members can lead to size distortion. On the other hand, neglected structural breaks can also affect the outcome of the test. Using a panel testing procedure based on the null of joint stationarity that allows for structural breaks and cross-sectional dependency, we are unable to reject the stationarity of Asian real interest rate differentials.

Our findings indicate that the majority of breaks occurred in the early 1980s, coinciding with the liberalisation measures of the foreign exchange market that took place during that period. Additionally, our results also highlight the importance of taking cross-sectional dependence into consideration. Indeed, if one wrongly assumes
cross-section independence, then the joint null of stationarity would be rejected. Once one allows for cross sectional dependence, evidence in favour real interest parity emerges. The latter suggests that financial integration in the region has been achieved.

 Of course, it should be stressed that Asian real interest rate behaviour may differ from other geographic zones for example, in Central Europe, Africa or Latin America. It is an open question as to whether the results may be different due to different zone. We leave this for a future avenue of research. Other research questions that arise from our study concerns the nature of causality that runs between Asian real interest rates and the associated short-run dynamics of adjustment towards long-run equilibrium.
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Table 1. IPS unit root test and CD cross-section dependence test on real interest rate differentials

<table>
<thead>
<tr>
<th>Lags</th>
<th>IPS test</th>
<th>p-value</th>
<th>Rejections</th>
<th>CD test</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>-8.839</td>
<td>[0.000]</td>
<td>15 out of 21</td>
<td>17.485</td>
<td>[0.000]</td>
</tr>
<tr>
<td>8</td>
<td>-6.556</td>
<td>[0.000]</td>
<td>8 out of 21</td>
<td>17.457</td>
<td>[0.000]</td>
</tr>
<tr>
<td>12</td>
<td>-5.204</td>
<td>[0.000]</td>
<td>7 out of 21</td>
<td>16.327</td>
<td>[0.000]</td>
</tr>
</tbody>
</table>

These models include constant as deterministic component. The $p$-values of these two tests are based on the standard normal distribution. The column labelled “Rejections” indicates the number of times for which the null hypothesis of non-stationarity of the ADF test is rejected at a 5% significance level.
Table 2. Individual and panel stationarity tests (model with constant)

<table>
<thead>
<tr>
<th>Real interest rate differential</th>
<th>Lag length based on:</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SIC</td>
<td>GETS</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lag Statistic</td>
<td>Lag Statistic</td>
<td></td>
</tr>
<tr>
<td>Korea – Indonesia</td>
<td>2 0.281</td>
<td>8 0.214</td>
<td></td>
</tr>
<tr>
<td>Japan – Indonesia</td>
<td>2 0.360*</td>
<td>5 0.203</td>
<td></td>
</tr>
<tr>
<td>Japan – Korea</td>
<td>1 0.072</td>
<td>12 0.129</td>
<td></td>
</tr>
<tr>
<td>Malaysia – Indonesia</td>
<td>2 0.382*</td>
<td>5 0.238</td>
<td></td>
</tr>
<tr>
<td>Malaysia – Korea</td>
<td>1 0.113</td>
<td>12 0.488**</td>
<td></td>
</tr>
<tr>
<td>Malaysia – Japan</td>
<td>2 0.154</td>
<td>10 0.074</td>
<td></td>
</tr>
<tr>
<td>Philippines – Indonesia</td>
<td>2 0.111</td>
<td>7 0.199</td>
<td></td>
</tr>
<tr>
<td>Philippines – Korea</td>
<td>2 0.143</td>
<td>5 0.137</td>
<td></td>
</tr>
<tr>
<td>Philippines – Japan</td>
<td>2 0.187</td>
<td>6 0.264</td>
<td></td>
</tr>
<tr>
<td>Philippines – Malaysia</td>
<td>2 0.225</td>
<td>2 0.225</td>
<td></td>
</tr>
<tr>
<td>Singapore – Indonesia</td>
<td>2 0.460**</td>
<td>8 0.243</td>
<td></td>
</tr>
<tr>
<td>Singapore – Korea</td>
<td>1 0.331</td>
<td>9 0.314</td>
<td></td>
</tr>
<tr>
<td>Singapore – Japan</td>
<td>5 0.136</td>
<td>9 0.155</td>
<td></td>
</tr>
<tr>
<td>Singapore – Malaysia</td>
<td>6 0.344*</td>
<td>6 0.344*</td>
<td></td>
</tr>
<tr>
<td>Singapore – Philippines</td>
<td>2 0.302</td>
<td>6 0.361*</td>
<td></td>
</tr>
<tr>
<td>Thailand – Indonesia</td>
<td>2 0.501**</td>
<td>10 0.214</td>
<td></td>
</tr>
<tr>
<td>Thailand – Korea</td>
<td>1 0.350*</td>
<td>6 0.156</td>
<td></td>
</tr>
<tr>
<td>Thailand – Japan</td>
<td>2 0.181</td>
<td>11 0.243</td>
<td></td>
</tr>
<tr>
<td>Thailand – Malaysia</td>
<td>2 0.252</td>
<td>5 0.159</td>
<td></td>
</tr>
<tr>
<td>Thailand – Philippines</td>
<td>2 0.302</td>
<td>6 0.304</td>
<td></td>
</tr>
<tr>
<td>Thailand – Singapore</td>
<td>2 0.111</td>
<td>5 0.117</td>
<td></td>
</tr>
</tbody>
</table>

Hadri panel stationarity test 2.617 1.854

*p-value [0.004] [0.032]*

* and ** indicate 10 and 5 levels of significance, respectively, based on finite sample critical values calculated from the response surfaces in Sephton (1995). The p-values of the Hadri test appear in [ ], and are based on the standard normal distribution.
Table 3. Individual and panel stationarity tests in the presence of structural breaks and cross sectional dependence

<table>
<thead>
<tr>
<th>Real interest rate differential</th>
<th>Model</th>
<th>Break date</th>
<th>Lag length based on:</th>
<th>SIC Statistic</th>
<th>GETS Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Korea – Indonesia</td>
<td>1</td>
<td>1984(2)</td>
<td></td>
<td>2 0.046</td>
<td>7 0.092</td>
</tr>
<tr>
<td>Japan – Indonesia</td>
<td>1</td>
<td>1984(1)</td>
<td></td>
<td>2 0.056</td>
<td>7 0.110</td>
</tr>
<tr>
<td>Japan – Korea</td>
<td>3</td>
<td>1980(4)</td>
<td></td>
<td>2 0.079</td>
<td>9 0.036</td>
</tr>
<tr>
<td>Malaysia – Indonesia</td>
<td>0</td>
<td>1984(2)</td>
<td></td>
<td>2 0.206</td>
<td>6 0.239</td>
</tr>
<tr>
<td>Malaysia – Korea</td>
<td>3</td>
<td>1980(1)</td>
<td></td>
<td>1 0.031</td>
<td>12 0.077</td>
</tr>
<tr>
<td>Malaysia – Japan</td>
<td>1</td>
<td>1981(3)</td>
<td></td>
<td>2 0.061</td>
<td>9 0.042</td>
</tr>
<tr>
<td>Philippines – Indonesia</td>
<td>1</td>
<td>1983(1)</td>
<td></td>
<td>2 0.052</td>
<td>7 0.125</td>
</tr>
<tr>
<td>Philippines – Korea</td>
<td>3</td>
<td>1984(3)</td>
<td></td>
<td>3 0.053</td>
<td>12 0.116</td>
</tr>
<tr>
<td>Philippines – Japan</td>
<td>3</td>
<td>1984(3)</td>
<td></td>
<td>3 0.053</td>
<td>3 0.053</td>
</tr>
<tr>
<td>Philippines – Malaysia</td>
<td>3</td>
<td>1984(3)</td>
<td></td>
<td>3 0.041</td>
<td>3 0.041</td>
</tr>
<tr>
<td>Singapore – Indonesia</td>
<td>0</td>
<td>1984(1)</td>
<td></td>
<td>2 0.186</td>
<td>7 0.279</td>
</tr>
<tr>
<td>Singapore – Korea</td>
<td>3</td>
<td>1980(3)</td>
<td></td>
<td>1 0.041</td>
<td>12 0.109</td>
</tr>
<tr>
<td>Singapore – Japan</td>
<td>3</td>
<td>1995(4)</td>
<td></td>
<td>5 0.060</td>
<td>9 0.080</td>
</tr>
<tr>
<td>Singapore – Malaysia</td>
<td>3</td>
<td>1982(1)</td>
<td></td>
<td>6 0.075</td>
<td>6 0.075</td>
</tr>
<tr>
<td>Singapore – Philippines</td>
<td>3</td>
<td>1984(3)</td>
<td></td>
<td>3 0.040</td>
<td>7 0.071</td>
</tr>
<tr>
<td>Thailand – Indonesia</td>
<td>0</td>
<td>1984(2)</td>
<td></td>
<td>2 0.075</td>
<td>7 0.110</td>
</tr>
<tr>
<td>Thailand – Korea</td>
<td>1</td>
<td>1982(1)</td>
<td></td>
<td>4 0.053</td>
<td>4 0.053</td>
</tr>
<tr>
<td>Thailand – Japan</td>
<td>1</td>
<td>1981(2)</td>
<td></td>
<td>2 0.048</td>
<td>3 0.069</td>
</tr>
<tr>
<td>Thailand – Malaysia</td>
<td>3</td>
<td>1980(1)</td>
<td></td>
<td>4 0.121</td>
<td>4 0.121</td>
</tr>
<tr>
<td>Thailand – Philippines</td>
<td>3</td>
<td>1984(3)</td>
<td></td>
<td>3 0.059</td>
<td>3 0.059</td>
</tr>
<tr>
<td>Thailand – Singapore</td>
<td>1</td>
<td>1982(1)</td>
<td></td>
<td>3 0.081</td>
<td>5 0.080</td>
</tr>
</tbody>
</table>

Hadri and Rao panel stationarity test

\[ p \text{-value} \]

\[
\begin{array}{ccc}
\text{Hadri and Rao panel stationarity test} & 1.779 & 4.518 \\
\text{p-value} & [0.135] & [0.253] \\
\end{array}
\]

The \( p \)-values of the Hadri and Rao panel stationarity test are based on 2,000 bootstrap replications.