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Ko6zos iigynokség — A moralis kockazat és az

aszimmetrikusan informalt megbizok esete

Maier Norbert

Osszefoglald

Ez a dolgozat az egyensulyi Osztonzoket vizsgalja egy olyan tobb megbizds iigynok
modellben, ahol két megbiz6 eltér6é és korrelalt megfigyeléssel rendelkezik az iigynok egy
dimenzios tevékenységével (eréfeszitésével) kapcesolatban. Az egyiittm{ikodo és az egymassal
verseng6 ligynokok esete kiilon-kiilon keriil megvizsgalasra. Bebizonyitjuk, hogy az iigynok
altal viselt kockdzat minimalizdldsa olyan helyzetet eredményezhet, ahol a nagyobb
variancidja megfigyeléshez negativ 6sztonzé tarsul. Ezen feliil azt is megmutatjuk, hogy
bizonyos koriilmények mellett, a megbizok megfigyelésének korrelacios egyiitthatbja és az
ligynok egyensulyi eréfeszitése kozotti fiiggvénykapcesolat nem-monoton. A két megbizo altal
az ligynoknek Kkinalt 0sztonzési séma erGsségét Osszehasonlitva azt kapjuk, hogy az a
megbizo, amelyiknek az ligynok erGfeszitése magasabb megtériilést eredményez, illetve
amelyiknek kisebb varianciaji megfigyelése van, erésebb 6sztonzoket kinal az iigynoknek.
Végiil bemutatunk egy olyan példat, amelyben az iigynok egyenstlyi eréfeszitése magasabb,
ha a két megbiz6 versenyez egymassal, mint akkor, ha a megbizdk egyiittmiikodnének. Ez
azonban az iligynok A&ltal viselt magasabb kockazattal parosul, ami az egyilittm{ikod6

megbizok eseténél alacsonyabb joléthez vezet.

Targyszavak:

Koz0s ligynokség, moralis kockazat
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Abstract

In this paper, we analyze the equilibrium incentive schemes offered to an
agent by two principals who can only observe correlated noisy signals of the
one-dimensional action taken by the agent. We look at both cases when the
two principals can or cannot cooperate in setting the terms of their incentive
schemes. We show that minimizing the risk imposed on the agent may result
in negative incentives being attached to the signal with the higher variation.
We also find that under some conditions, the equilibrium effort level is a non-
monotonic function of the correlation coefficient of the two signals. When com-
paring the power of the incentive schemes offered by the two principals, we
show that the principal with the higher valuation of the agent’s effort or the one
observing a signal with smaller variance offers more powerful incentives to the
agent. Finally, we give an example of overprovision of effort in the equilibrium
with non-cooperating principals compared to the case of cooperating principals.
This comes at the price of higher risk and welfare in former case is lower.
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1 Introduction

In this chapter we analyze a common agency game in which a risk-averse agent
with constant absolute risk-aversion takes a one-dimensional action (chooses an
effort level) that benefits two principals. Each principal only observes a noisy
signal of the effort level chosen by the agent. The random components of these
signals are drawn from different distributions and are correlated.

Many real-life examples fit this framework. An employee taking an economic
decision may be responsible both to the marketing director and the financial
director of the firm. Both of these directors are interested in the employee
working hard, but they may observe different signals of his or her performance.
Or, the effort level chosen by a property sales agent benefits both the seller and
the potential buyers. However, the seller and the potential buyer may obtain
different information about how hard the property sales agent works. A manager
of a firm has to make both the owners and the creditors of the firm happy. The
harder he or she works, the larger the benefit accrued by the other two.

A final example can be a retailer (agent) selling sport shoes on the behalf
of two sport brand manufacturers (principals). Clearly, the harder he or she
works, the larger the expected benefit of the two manufacturers. However, the
two manufacturers cannot observe the effort exerted by the retailer, they can
only observe the number of shoes sold as external shocks prevent a one-to-one
mapping from the retailer’s effort to the number of shoes sold. If the external
shock is a fluctuation in the aggregate demand for sport shoes, the error terms
in the signals observed by the two manufacturers will be positively correlated,
as the number of shoes sold will tend to move together for any effort level of
the agent. However, if the external shock is a fluctuation in the tastes for
different brands, taking the aggregate demand fixed, an increase in the number
of shoes sold from one brand will cannibalize the numbers of shoes sold from
the other brand. In this case the error terms in the signals observed by the two
manufacturers will be negatively correlated, as the number of shoes sold from
the two brands move in opposite direction at fixed aggregate demand.

Some might argue that in these examples the activity of the agent can be de-
composed into multiple tasks and that applying a multitasking approach would
be more appropriate. We think that in many real life examples the truth lies

somewhere in between these two extreme cases. It is true that some units of



the effort exerted by the agent can be allocated to one task or another in a
straightforward manner. However, other components of the agent’s effort ben-
efit both tasks. For example, in the retailing example above, longer opening
hours, a cleaner shop or an overall friendly attitude towards the visitors would
be hard to decompose into tasks benefiting particular principals exclusively.

Rather than exploring related multitasking issues, in this chapter we return
to the fundamentals of common agency models with moral hazard and analyze
how the structure of the principals’ information set affects the equilibrium out-
come of the common agency game. In particular, we are interested in how the
correlation between the principals’ signals about the agent’s behaviour affects
the optimal incentive schemes offered to the agent. To keep the analysis simple,
we look at the case where the agent has a constant absolute risk-aversion utility
function and focus on linear contracts in the spirit of Holmstrom and Milgrom
(1987).

We analyze both cases when the principals can or cannot cooperate in setting
the terms of their incentive schemes. Note that the case of cooperating principals
amounts to the standard principal-agent problem with moral hazard, the only
difference being that the principal can condition its optimal incentive scheme
on two signals.

The second-best equilibrium outcome for the case with cooperating princi-
pals provides the following insights. First, when the two signals are strongly
positively correlated, the principals can decrease the risk imposed on the agent
by attaching negative incentives to the signal with the higher variance and of-
fering incentives to work hard through the signal with the smaller variance. In
all other cases, the incentives attached to both signals are positive.

Second, the second-best effort level is a non-monotonic, U-shaped function of
the correlation coefficient of the two signals. In particular, for low values of the
correlation coefficient, when the incentives attached to the two signals are both
positive, an increase in the correlation coefficient increases the risk imposed on
the agent, which in turn can be corrected by implementing a lower effort level
in equilibrium. When on the contrary, the incentives attached to the signal
with the higher variance are negative, which happens for large values of the
correlation coefficient, an increase in the correlation coefficient decreases the risk

imposed on the agent, which allows for a higher effort level to be implemented



in equilibrium.

Third, balancing efficiency and optimal risk sharing between the principals
and the agent leads to underprovision of effort in the second-best equilibrium
compared to the first-best. The only exception are the cases when the signals are
perfectly correlated and have different variances in case of positive correlation
as in which case first-best can be implemented.

The analysis of the case when the principals do not cooperate offers further
interesting insights. First, in a similar way to the second-best case, the princi-
pals’ intention to minimize the agent’s compensation for the risk incurred can
lead to negative incentives in equilibrium.

Second, whenever the principals observe signals with the same variance, the
one with the higher valuation of the agent’s effort provides him with stronger
incentives. When the principals enjoy the same benefit from the agent’s effort,
the one observing a signal with the lower variance will offer the agent stronger
incentives. In the more general case, these two forces can be combined. In
particular, the principal observing a signal with a slightly higher variance than
the other principal, but having a much higher valuation for the agent’s effort
will provide him with stronger incentives.

Third, the slope of the optimal incentive scheme and the equilibrium effort
level are a non-monotonic, U-shaped functions of the correlation of the signals
whenever one of the principals is sufficiently superior compared to the other
principal with respect to a combination of having higher valuation of the agent’s
effort and observing a signal with smaller variance. In all other cases, unlike in
the case of cooperating principals, the relationship is monotonically decreasing.

Finally, we show that there is not always underprovision of effort in the third-
best equilibrium compared to the second-best. In particular, with perfectly
negatively correlated signals, the third-best effort level may exceed the second-
best effort level, albeit at the cost of imposing higher risk on the agent. The

aggregate welfare is lower in the third-best than in the second-best equilibrium.

1.1 Literature Review

This chapter belongs to the literature on common agency games in which the
principals cannot observe the action taken by the agent. Bernheim and Whin-

ston (1986b) were the first to analyze this class of games and show that no



efficient equilibrium exists if the agent is risk averse. This is a similar result
to the one in the standard one principal - one agent case. However, in the
case of many principals, their lack of coordination results in additional losses
of efficiency in equilibrium. The same authors show (see Bernheim and Whin-
ston (1986a)) that the lack of coordination alone would not lead to inefficiencies
under complete information.

The information structure in Bernheim and Whinston (1986b) is different
from ours. In particular, in their model, each principal observes each element
from a set of possible outcomes with some probability and the action chosen
by the agent affects these probabilities. The conflict between principals arises
from the differences in their sets of possible outcomes. In terms of our model,
the principals in Bernheim and Whinston (1986b) observe uncorrelated signals
of the agent’s behaviour.

For a framework with correlated signals, one has to refer to the common
agency literature with multitasking. Holmstrom and Milgrom (1988) formulate
a model in which the agent has to perform two tasks that can be technologically
connected and each task only benefits one of two principals. The agent’s be-
haviour cannot be perfectly observed with only a signal available for the effort
level chosen for each particular task. The error terms in these signals can be
correlated. The authors perform welfare analysis in two different scenarios. In
the first scenario, with disjoint observations, each principal can only contract
on the signal related to the task she benefits from. In the second scenario, with
joint observations, the two principals observe and can condition their contracts
on both signals.

Dixit (1996) extends the model corresponding to the second scenario in
Holmstrom and Milgrom (1988) to an arbitrary number of principals. In partic-
ular, by assuming that increasing the effort in one task causes substitution away
from other tasks, he finds that in the non-cooperative equilibrium there is a loss
of efficiency compared to the cooperative case. The reason for this is that the
principals set negative incentives for the other principals’ tasks in order to make
the agents to exert more effort in the task they benefit from. In equilibrium, this
causes a leakage of each principal’s money to the other principals, weakening
each principals incentives to offer the agent a powerful incentive scheme. The

author also shows that if principals are only allowed to condition their incentive



schemes on the signal related to their own task, the arising equilibrium incentive
schemes are more powerful than in the unrestricted case where principals will
compete with each other in providing incentives to the agent to work for them.
In the limit, where the different components of the agent’s effort become perfect
substitutes, the resulting aggregate incentive scheme reproduces the first-best.

Note that even though the signals in these models are correlated, the authors
concentrate more on the technological link between the tasks than on the corre-
lation between the signals. Our focus is different as we abandon the multitask
representation and rather analyze on informational externalities that arise in
the simpler case of one task.

The framework of common agency with moral hazard has wideranging prac-
tical applications. Tirole (2003) looks at whether and when countries borrow too
much or too little in the aggregate in a setting in which the government makes
a policy choice that affects the wellbeing of domestic entrepreneurs and foreign
investors. Bizer and De Marzo (1992) and Bisin and Guaitoli (2004) study
externalities among contracts when agents borrow from competing financial in-
termediaries. Calzolari and Pavan (2005) examine the exchange of information
between two sellers who contract sequentially with the same buyer. Finally,
Tirole (1994) explores the potential of common agency with moral hazard in
analyzing and designing efficient governmental institutions.

The rest of the chapter proceeds as follows. We introduce our model and
briefly present the first-best outcome in Section 2. We analyze the equilibrium
of the game with cooperating and non-cooperating principals in Section 3 and

4. Finally, Section 5 concludes. All the proofs are relegated to the Appendix.

2 The Model

An agent has the task to take a one-dimensional action (choose an effort level)
on behalf of two principals. He receives payment w; from principal ¢ and it
costs him g;ﬂ (k > 0) to exert effort u.! The agent is risk averse with constant

absolute risk-aversion parameter » > 0 and his utility function can be written

n the rest of the paper, the pronoun "she" is used in reference to the principals and
pronoun "he" is used in reference for the agent.



as
U = 1= emrlontun—bi), W

We set the reservation utility of the agent to zero.

Each principal can only observe a noisy signal of the effort level chosen by the
agent. In particular, if the agent exerts effort p, principal ¢ (i = 1,2) observes
signal x; = p + €;, where ¢; is a normally distributed error term with mean 0.
The covariance matrix of these two error terms can be written as

. ( o3 po102 ) )

pPO102 g

where p is the correlation coefficient of the error terms. In the rest of the chapter,
the term correlation refers to the correlation between the error terms 1 and e5.

Each principal offers a wage schedule to the agent conditional on the signal
observed. In particular, principal i offers wage schedule w;(x;) to the agent.

The principals are risk neutral and the payoff of principal ¢ can be written as
Ui = bzxz — wz(xz) s 1= 1,2 (3)

where b; > 0.

As the agent has a CARA utility function that is additively separable in
money and effort and the signals are drawn from a normal distribution, we
can follow the tradition of Holmstrom and Milgrom (1987) and look at linear
contracts of the form w;(z;) = a;z; + f;, or equivalently, w;(z;) = a; (1 +&;) +

;.2 In this case the expected utility of the agent has the following form

U= e—T(Ozl(M+61)+ﬁ1+a2(p+52)+52_§u2) (4)

Observe that the agent receives an uncertain wage for any choice of effort.
It is without loss of generality to look at the certainty equivalent of the agent

upon choosing a given level of effort rather than work with the uncertain wage

3

stream.? Technically, it is equal to payment @ such that 1 — e "™@ = 1 —

2Homstrom and Milgrom (1987) analyze a dynamic model in which the principal contracts
repeatedly with a risk-averse agent with CARA utility function. They show that the optimal
dynamic incentive scheme can be computed as if the agent were chosing the mean of a normal
distribution only once and the principal were restricted to offering a linear contract. They
show that in that setting the optimal contract offered to the agent is linear in the signal
observed by the principal.

3By definition, the certainty equivalent is the certain payment, which makes the agent
indifferent between it and the gamble offering the random payoff in the exponent of the RHS
of equation (1).



Ber(ea(uten) B tazuten) +82-50%) which implies that his certainty equivalent

upon choosing action p can be written as

k r
CE=oa1p+aspu+p — §u2 — 5(0@0% + 2payagoi o + a3a3) (5)

where 8 = 3, + 5. This is a convenient shortcut as 5, and 5 are not uniquely
determined in equilibrium and the last term is the risk premium required by the
agent for the uncertainty of his payment stream. It can be shown that this risk
premium is always non-negative.

The interaction between the principals and the agent can be modelled as a
two-stage game. In the first stage, the principals simultaneously offer a wage
schedule to the agent, while in the second stage, the agent chooses an effort level
taking the wage schedules offered by the principals as given.

To better understand our results in the subsequent sections, let us briefly
review the first-best case of complete information and cooperating principals.
In this case the principals’ joint maximization problem can be written as

max  {[bip — arp] + [bap — aapl}
powa (), w2 (k)

k
s.t. a1u+a2u+ﬁ—§,u2 >0 (6)

By solving this optimization problem, one can derive that the first-best effort
level is equal to

by +b
ph = 2= (7)

First-best welfare can be obtained by substituting this formula into the aggre-
gate welfare function which can be written as
W = by + by — g;ﬁ (8)
First-best social welfare is therefore equal to
b1 + bo)?
wre _ (b - 2) 9)
Note that individual incentive schemes are undetermined and the joint incentive
scheme has the slope af'B = of' B + of'B = by + by.
We now introduce asymmetric information into the model and derive the
equilibrium of the game under the assumption of cooperating and non-cooperating

principals.



3 Cooperating Principals

In this section we analyze the case when principals cooperate in designing their
incentive schemes which means that they act as one principal

The joint optimization problem of the two principals, leading to the second-
best equilibrium outcome, can be written as

max {[bip — arp] + [bapr — cop] — B}

ar,a2,8

~ -~ ko r
s.t. p=argmax{ayfi + asp + B — 5,112 — ~(a20? + 2pajazo 0oy + adol)}
m

[\

k r
arp+ asp+ B — 5”2 - 5(0@0% + 2pa1 20109 + a303) >0 (10)
The solution to this optimization problem is given by the following theorem.

Theorem 1 With cooperating principals, the common agency game has the fol-
lowing equilibrium outcome:

(i) When the two signals are perfectly positively correlated (p = 1) and have
the same variances (01 = o9 = o), then there is in fact only one signal. The
incentive scheme is linked to this one signal and has the slope

by +b
SB = oSB 4 oB = 1T 2 (11)

@ 2 T 14 rko?

(i) In all other cases, the incentive scheme can be linked to two signals and

has the slopes

WSP (b1 +b2) (0% — poio2) (12)
T 2 — V252
03 —2poi0o9 + 05+ k(1 — p?)oios
The associated second-best equilibrium effort level can be written as
SE o2 —2poi09 + 03 b1 + by (13)
0% —2po109+ 03 + k(1 — p?)olos  k

Proof. We do not offer a formal proof here. We only present an outline of it
to better understand how the model works.

Note that the principals’ joint optimization problem in (10) is in fact a stan-
dard representation of any principal-agent problem with moral hazard, where
the first constraint is the incentive compatibility constraint of the agent, and the

second constraint is his participation constraint. By solving the optimization



problem of the agent, his optimal choice of effort is a function of the parameters
of the incentive schemes offered by the two principals and can be written as

7C¥1+O[2

. (14)

This shows that only the sum of oy and ay matters for the agent’s choice of
effort.

By looking at the program in (10), it can be seen that the principals can
extract all the surplus of the agent by setting 3 at the appropriate level. How-
ever, there is no specific rule for how they share the extracted surplus between
themselves. As it does not affect the incentives provided to the agent, we are
not interested in further details of this issue.

By eliminating the participation constraint of the agent, the principals’ op-
timization problem can be rewritten as

k r
max {(b1 + b)) — §,u2 — i(afaf + 2pajaoiog + a%a%)}

st p= % (15)

After substituting the agent’s optimal effort choice into the principals’ ob-

jective function, the optimization problem in (15) can be rewritten as

o]+ o 1(ag +ag)? 7
max{(bl—i—bg) 1/4; 2 —5( ! ’ 2) —2(@%0?+2pa1a20102+a303)}
Q1,02
(16)

The first term in this expression stands for the joint benefit of the two

principals from the agent choosing the level of effort as in (14), the second term
is the cost of the agent associated to this effort level, while the third term is the
risk-premium required by him for the uncertainty in his payments.

The first order conditions associated to this optimization problem with re-

spect to a; (i =1,2) can be written as

by + b
1—1:Qfal—;;a?froziozzfrpajalagz() i=1,2% i#j (17

Observe that the sum of the first two terms of these equations are the same.

Therefore, the sum of third and fourth terms must also be the same. So we have

o1(o1 — pos)ay = o2(09 — poy)as (18)

10



One has to distinguish between two cases when looking at this equation. In
the first case, when o1 — pogs = o2 — po; = 0, which holds for o7y = o5 and
p = 1, the two sides of equation (18) are zero and a; and «y are undetermined.
In this case the two signals are identical, therefore the optimal incentive scheme
is linked to one signal only and its slope « is determined by equation (17).

In all the other cases, equation (18) can be used to determine the ratio of

a1 and asg, which is equal to

SB 2

ay - 05 — pO0102 (19)
SB ~ ;2 _

ag (e pPo102

This condition, together with (14), provides the following insights. First,
the agent’s optimal choice of effort only depends on the sum of a7 and as.
Second, the relative magnitude of a; and aw are set as in (19) to minimize the
risk-premium to be paid to the agent for any effort level given by (14). This
suggests that the optimization process of the principals can be decomposed into
two steps. In the first step, the principals use the rule in (19) to determine the
ratio of a; and as that minimizes the risk-premium required by the agent for
any given effort level in (14), and second, they choose the optimal level of effort,
taking into account the associated minimum risk-premium.

The equilibrium levels of a8, a5® and x°F in Theorem 1 can be obtained

by solving the system of equations in (17). ®

A close examination of the results in Theorem 1 offers some interesting
insights. Our first corollary compares the slopes of the optimal incentive scheme

and determines their sign.

Corollary 1 The slopes afB (i =1,2) of the second-best equilibrium incentive
scheme offered by the two principals have the following features:
(i) 5B > afP whenever o < 0;

(it) afP < 0 whenever Z& < p < 1.
Proof. By simple algebra. =

The intuition behind these results is the following. Assume that the prin-
cipals link the same payment to both signals. As it can be seen from (5), the

payment linked to the signal with the higher variance imposes a higher risk on

11



the agent. In this case, the principals can decrease the agent’s risk and still
implement the same effort level by decreasing the payment linked to the signal
with the higher variance by one unit and increase the payment linked to the
signal with the smaller variance by the same unit. Some more adjustments may
follow until the agent’s risk is minimized. This happens when the ratio of the
payments related to the two signals becomes equal to the expression in (19). As
a result, a higher payment is linked to the signal with the lower variance.*

Following the same logic, it can be seen that the larger the difference in the
variances of the two signals the larger the difference in the incentives linked to
the two signals. According to point (ii) of Corollary 1, it is possible that for
large values of the correlation between the two signals, the principals attach
negative incentives to the signal with the larger variance in order to balance
the strong incentives linked to the signal with the lower variance. In this case,
incentives to exert effort are provided through the payments linked to the signal
with the smaller variance, while the payments linked to the signal with the larger
variance, going from the agent to the principals, are used to hedge the agent’s
risk. The agent accepts this type of incentive scheme because she is willing to
give up some payments in exchange for lower risk.

The results in Theorem 1 can also be used for welfare analysis. The aggregate
welfare under asymmetric information and linear contracts can be written as

k r
W =bip+bapn — §/~L2 - 5(04%0% + 2pon 00102 + 03073) (20)

Note that the first best welfare level can be obtained by maximizing the
sum of the first three terms of this function with respect to u. Since the risk
premium required by the agent is always non-negative, a necessary condition
for the first-best welfare to be implemented is that the risk-premium required
by the agent is equal to zero. The following lemma identifies the necessary and

sufficient conditions for this.

Lemma 1 The risk premium required by the agent is zero if and only if one of

the following two conditions hold:

4Note that linking incentives only to the signal with the lower variance is not optimal
either, as the agent’s risk can be decreased by linking one unit of payment to the signal with
the higher variance and decreasing the payment linked to the signal with the lower variance
by the same unit.

12



(i) p=—1 and

101 = (09 (21)

(1) p=+1 and

101 = —Q909 (22)

Proof. See Appendix. m

In these two cases the signals observed by the principals are perfectly corre-
lated and the contracts are set in such a way that they hedge all the risk imposed
on the agent. Note that the risk imposed on the agent can only be completely
reduced when the signals are perfectly correlated. The reason for this is that
with perfectly correlated signals, unless p = 4+1 and 07 = o2 at the same time,
the principals can perfectly infer the effort level chosen by the agent and are
able to fully eliminate the agent’s uncertainty. This is not the case when the
signals are not perfectly correlated as in that case some uncertainty regarding
the agent’s effort choice always persists.

The following corollary of Theorem 1 compares aggregate welfare in the

first-best and second-best cases.

Corollary 2 Unless p = —1 or p = 1 and 01 # 02, when first-best is im-
plemented in equilibrium, there is underprovision of effort and lower aggregate

welfare in the second-best equilibrium compared to the first-best.

Proof. By simple algebra. =

The results in Corollary 2 can be easier understood by the following argu-
ment. If p = —1, equality (19) simplifies to condition (21). This proves that the
agent’s risk drops to zero and he does not require any risk premium. To show
that the first-best effort level can be implemented in equilibrium, note that if
p = —1, for any 1 = p + €, we have o = p + ae, where a = —os /0. Clearly,
in this case y = *“15% can be determined exactly and therefore, the principals
implement the first-best effort level in equilibrium. With the first-best effort
level implemented in equilibrium and no risk premium required by the agent,
the first-best total welfare is achieved. The case of p = 1 can be discussed along
similar lines, the only difference being that the variances of the two signals ob-
served by the two principals must be different, otherwise we are in the special

case of Theorem 1.
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The economic intuition behind this result is that when the signals are per-
fectly correlated, unless p = +1 and 07 = o9, the principals can infer exactly the
effort level chosen by the agent and, therefore, can design the incentive scheme
in such a way, that the agent’s risk is reduced to zero. Note, that with no risk
borne by the agent, the first-best effort level can be implemented.

In all the other cases, the two signals are not sufficient to perfectly identify
the effort level chosen by the agent and, therefore, his risk cannot be reduced to
zero. With positive risk on the agent, the principals have to give up productive
efficiency in order to move towards efficient risk sharing with the agent. As a
result, aggregate second-best welfare is lower than first-best welfare.

Theorem 1 can also be used to derive the effects of a change in the corre-
lation coefficient p on the second-best equilibrium effort level. The following

proposition summarizes our findings.

Proposition 1 The second-best equilibrium effort level chosen by the agent
is a non-monotonic function of the correlation coefficient p. The second-best
equilibrium effort level B is a decreasing function of p if and only if p <
min { Z—;, g—f }

Proof. We only present a short outline of t