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Transfers and Exchange-Stability in Two-Sided Matching

Problems

Emiliya Lazarova1 Peter Borm2 Arantza Estévez-Fernández3

June 10, 2014

Abstract

In this paper we consider one-to-many matching problems where the preferences of the

agents involved are represented by monetary reward functions. We characterize Pareto

optimal matchings by means of contractually exchange stability and matchings of max-

imum total reward by means of compensation exchange stability. To conclude, we show

that in going from an initial matching to a matching of maximum total reward, one can

always provide a compensation schedule that will be ex-post stable in the sense that there

will be no subset of agents who can all by deviation obtain a higher reward. The proof of

this result uses the fact that the core of an associated compensation matching game with

constraints is nonempty.

Keywords: matching, Pareto optimal matching, contractually exchange stability, com-

pensation stability, compensation schedule.

JEL classification: C78, C71, D60.

1 Introduction

Restructuring is an ongoing process in today’s dynamic business world where companies are

constantly looking for ways to enhance efficiency, to gain competitive edge, and to keep

up with industry trends. A tension exists, however, between a job allocation that is best

from an individual worker’s or department’s point of view and that of the organization as a

whole. Thus, centralized restructuring that involves moving staff across different departments

in an institution, potentially, leaves some staff worse-off. When a restructuring schedule is
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devised one should consider, therefore, the opportunity for an ex-post reorganization by some

departments or workers that may undermine the process as a whole.

The focus of study is the class of Pareto optimal matchings of workers to departments

within an organization, and, within this set, we pay particular attention to those matchings

that maximize an organization’s overall reward. We characterize the set of Pareto optimal

matchings and the set of matchings that maximize the institution’s total reward by means

of two stability notions: contractual exchange stability and compensation exchange stability,

respectively.

Contractual exchange stability requires that any deviation, i.e. workers changing their

assigned department or departments exchanging subsets of workers, is approved by all affected

parties. Underlying this stability notion is the assumption that an agent grants approval to

a deviation only if his reward does not decrease as a result of the change. Our notion of

contractual exchange stability is in line with the notion of contractual individual stability

introduced by Bogomolnaia and Jackson (2002) in the context of hedonic coalition formation

games.

Compensation exchange stability allows the deviating parties to compensate the agents

that are made worse-off by the change. Thus, a deviation is viable only if the net increase in

rewards of the deviating agents exceeds the total losses of those agents whose rewards decrease

due to the deviation. Clearly, some deviations which are not allowed under the notion of

contractual exchange stability (because they leave some agents worse-off) are possible under

the notion of compensation exchange stability (because those agents can be compensated).

Our notions of stability are related to the notion of exchange stability in the context of one-

to-one matching problems developed by Alcalde (1995). More recently Chechlárová (2002)

and Chechlárová and Manlove (2005) emphasize the importance of preference completeness

(i.e. whether all agents are acceptable partners to all other agents) and consistency (i.e. when

each agent who finds another agent acceptable, is also found acceptable by the former) for the

existence of this type of exchange-stable allocations. Our framework for exchange stability is

different in the sense that we consider many-to-one matching problems with peer effects (i.e.

the reward of a worker in a matching depends on the group of coworkers assigned to the same

department) and, moreover, allow for monetary rewards.

We also address the question if, given an initial matching of workers to departments, there

exists a compensation schedule such that a centralized restructuring towards a matching of

maximum total reward of the organization will be ex-post stable, in the sense that there will

be no subset of workers or departments who can all by deviation obtain a higher reward.

We analyze this question by introducing a transferable utility cooperative game, called a

compensation matching game, and by showing that each compensation matching game has a
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nonempty core, which ensures that a compensation schedule as described above exists.

The paper is structured as follows. Section 2 provides notions on matchings for matching

problems with monetary rewards and peer effects used throughout the paper. In Section 3 we

characterize Pareto optimality of matchings by means of contractually exchange stability on

the class of strict matching problems. In Section 4 we characterize matchings with maximum

total reward by means of compensation exchange stability. Section 5 analyzes the existence of

stable compensation schedules when an organization restructures the initial situation towards

a matching of maximum total reward.

2 Basic Notions

We consider two distinct types of economic agents: workers and departments. For ease of

notation, we use lower case letters to denote a generic member i within the set of workers N ,

and upper case letters to denote a generic department H within the set of departments D. A

vector of natural numbers q = (qH)H∈D represents the capacity of each department with qH

being the capacity of department H with qH ≥ 1. We assume that |N | =
∑

H∈D qH , i.e. the

total number of workers equals the total capacity available at the departments. An allocation

of workers to departments forms a partition of the set of workers in N , P = {PH}H∈D,

such that the size of the partition elements is consistent with the departmental capacity, i.e.

|PH | = qH for all H ∈ D. The set of all such partitions is denoted by P(N ,D, q). If no

confusion arises, we write P instead of P(N ,D, q).

An allocation of workers to departments is given by a matching µ where µ : N → D such

that4 P (µ) = {µ−1(H)}H∈D ∈ P. The class of matchings is denoted by M(N ,D, q). If no

confusion arises, we write M instead of M(N ,D, q).

We assume that for each worker a matching leads to a monetary reward which depends

on the department to which he is assigned and the identity of his peers in that department.

Thus, for each i ∈ N there is a monetary reward function ri where for each (Si,H) with

H ∈ D and Si ∈ 2N\{i} such that |Si| = qH − 1, ri(Si,H) can be read as the reward that

worker i receives when matched to department H with a set of cowokers Si ⊆ N \ {i}.

Similarly, we assume that for each department H ∈ D there is a monetary reward function

πH : {S ⊂ N | |S| = qH} → R.

4Notice that in our definition of a matching we do not allow for workers to remain unmatched and for

departments to have unfilled capacity. The choice of our assumption is driven by the particular environment

that we have in mind where existing workers are allocated to existing departments and firing or a closure of a

department are not a possibility. Chechlárová and Manlove (2005) study a model with similar characteristics.
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Given a matching µ ∈ M, we will use the shorthand notation ri(µ) to denote the monetary

reward obtained by worker i ∈ N when the department to which i belongs and the set of

i’s cowokers are given by matching µ, i.e. ri(µ) = ri(µ
−1(µ(i)) \ {i}, µ(i)). Similarly, πH(µ)

denotes the reward obtained by department H ∈ D from the set of workers assigned by µ to

H, i.e. πH(µ) = πH(µ−1(H)).

The tuple (N ,D, q, r, π) with r = (ri)i∈N and π = (πH)H∈D as above, defines a many-

to-one matching problem with peer effects and monetary evaluations or simply matching

problem.

Strict preference profiles are a common assumption in many matching models (cf. Gale

and Shapley (1962)). Recently, some authors have investigated the link between indifference

and inefficiencies, e.g. Erdil and Ergin (2008). In our setting, a matching problem is called

strict if

(i) for every i ∈ N , all H1,H2 ∈ D, and all S1, S2 ⊆ N with |S1| = qH1
|S2| = qH2

and

i ∈ S1 ∩ S2, ri(S1 \ {i},H1) 6= ri(S2 \ {i},H2) if S1 6= S2 or H1 6= H2; and

(ii) for every H ∈ D, all S1, S2 ⊆ N with |S1| = |S2| = qH , πH(S1) 6= πH(S2) if S1 6= S2.

3 Pareto Optimal Matchings

In a Pareto optimal matching it is not possible to make any agent better-off by changing their

department, in the case of a worker, or their workers, in the case of a department, without

making another agent worse-off. The formal definition of a Pareto optimal matching is given

below.

Definition 3.1 Let (N ,D, q, r, π) be a matching problem. A matching µ ∈ M is Pareto

optimal if there is no other matching µ′ such that

• ri(µ
′) ≥ ri(µ) for all i ∈ N ,

• πH(µ′) ≥ πH(µ) for all H ∈ D, and

• there exists a worker i ∈ N such that ri(µ
′) > ri(µ) or a department H ∈ D such that

πH(µ′) > πH(µ).

We will characterize Pareto optimality of matchings by means of a stability notion called

contractual exchange stability. Recall that in our set up departments have fixed capacities

and the number of available workers is consistent with the available capacities. Thus, it seems

natural to assume that an agents’ only possibility for deviation is to perform some switch with

other agents on the same side (i.e. workers can exchange departments with other workers and
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departments can exchange workers with other departments) provided that the exchange meets

certain contractual criteria. In particular, if worker i prefers the department and cowokers

of worker j in matching µ, and vice versa, then i and j can exchange their places provided

that their respective departments and peers are not made worse-off by the swap. Similarly,

if two departments, G and H, can generate higher rewards by exchanging a (sub-)set of their

workers under µ, then, they can perform the swap provided that none of the involved workers

is made worse-off. The description above is limited to two-way exchanges, but we assume

that three-way or even more complicated exchanges can be performed as long as the affected

parties (peers or departments) do not earn a lower reward as a result of the exchange.

Definition 3.2 Let (N ,D, q, r, π) be a matching problem. A matching µ ∈ M is contractually

exchange blocked via another matching µ′ if either there exists a blocking coalition S ⊆ N

with |S| ≥ 2 such that

(i) for each i ∈ S there is a j ∈ S with µ(i) 6= µ(j) such that µ′(i) = µ(j);

(ii) for each i ∈ S, ri(µ
′) > ri(µ);

(iii) for all j ∈ N \ S, rj(µ
′) ≥ rj(µ);

for all H ∈ D, πH(µ′) ≥ πH(µ);

or there there exists a blocking coalition H ⊆ D with |H| ≥ 2 such that

(i’) for each H ∈ H it holds that (µ′)−1(H) 6= µ−1(H) and (µ′)−1(H) ⊆ ∪F∈H µ−1(F );

(ii’) for each H ∈ H, πH(µ′) > πH(µ);

(iii’) for all i ∈ N , ri(µ
′) ≥ ri(µ);

for all F ∈ D \H, πF (µ
′) ≥ πF (µ).

In the above definition, it is required that the blocking coalition contains at least two

agents of the same type who agree to a switch and these agents can earn a strictly higher

reward as a result of the switch (requirements (ii) and (ii’)). Requirements (iii) and (iii’)

of the definition, on the other hand, are important only for those agents who are affected

by the switches proposed by the blocking coalition. For all other agents, this requirement is

automatically satisfied.

Below we introduce the notion of a contractually exchange stable matching.

Definition 3.3 A matching µ is contractually exchange stable if it cannot be contractually

exchange blocked.
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Theorem 3.4 Let (N ,D, q, r, π) be a strict matching problem. A matching µ ∈ M is Pareto

optimal if and only if it is contractually exchange stable.

Proof. First, let µ be a contractually exchange stable matching. We show that µ is Pareto

optimal by contradiction. Suppose that µ is not Pareto optimal. Therefore, there exists a

matching µ′ such that

(1) ri(µ
′) ≥ ri(µ) for all i ∈ N ,

(2) πH(µ′) ≥ πH(µ) for all H ∈ D, and

(3) there exists a worker i ∈ N such that ri(µ
′) > ri(µ) or a department H ∈ D such that

πH(µ′) > πH(µ).

Let H = {H ∈ D|(µ′)−1(H) 6= µ−1(H)}. Note that |H| ≥ 2 since µ′ 6= µ. By definition of H,

we have that

(i’) for each H ∈ H, (µ′)−1(H) 6= µ−1(H) and (µ′)−1(H) ⊆ ∪F∈H µ−1(F ).

Since (N ,D, q, r, π) is a strict matching problem and taking (2) above into account, we have

that

(ii’) for each H ∈ H, πH(µ′) > πH(µ).

Moreover, by points (1) and (2) above, we know that

(iii’) for all i ∈ N , ri(µ
′) ≥ ri(µ);

for all F ∈ D \H, πF (µ
′) ≥ πF (µ).

Therefore, µ can be blocked via µ′ by coalition H. This establishes a contradiction to our

premise that µ is contractually exchange stable.

Next, let µ be a Pareto optimal matching. We show that µ is contractually exchange

stable by contradiction. Suppose that µ is not contractually exchange stable. Then, there

exists a matching µ′ that contractually exchange blocks µ. We consider two cases: (a) S is a

blocking coalition of workers and (b) H is a blocking coalition of departments.

(a) Let S ⊆ N with |S| ≥ 2 be a blocking coalition of workers. From (ii) and (iii) in

Definition 3.2, one readily derives that

• for all i ∈ N , ri(µ
′) ≥ ri(µ) and

• for all H ∈ D, πH(µ′) ≥ πH(µ).

Moreover, from (ii) in Definition 3.2 and S 6= ∅, we find that

6



• ri(µ
′) > ri(µ) for some i ∈ N .

This establishes a contradiction to our premise that µ is Pareto optimal.

(b) Let H ⊆ D with |H| ≥ 2 be a blocking coalition of departments. From (ii’) and (iii’) in

Definition 3.2, one readily derives that

• for all i ∈ N , ri(µ
′) ≥ ri(µ) and

• for all H ∈ D, πH(µ′) ≥ πH(µ).

Moreover, from (ii’) in Definition 3.2 and H 6= ∅, we find that

• πH(µ′) > πH(µ) for some H ∈ D.

This establishes a contradiction to our premise that µ is Pareto optimal.

The following example illustrates the need for restricting to the class of strict matching

problems in Theorem 3.4.

Example 3.5 Let (N ,D, q, r, π) be a matching problem with N = {1, 2, 3} and D = {A,B},

capacities qA = 1 and qB = 2; and reward functions

r1(∅, A) = 0, r1({2}, B) = 2, r1({3}, B) = 0,

r2(∅, A) = 1, r2({1}, B) = 2, r2({3}, B) = 0,

r3(∅, A) = 0, r3({1}, B) = 2, r3({2}, B) = 1;

and

πA({1}) = 1, πA({2}) = 1, πA({3}) = 3,

πB({1, 2}) = 3, πB({1, 3}) = 2, πB({2, 3}) = 1.

Clearly, (N ,D, q, r, π) is not a strict matching problem since worker 1 has the same reward

when he is assigned to department A and when he is assigned to department B with co-worker

3. Also, department A has the same reward when assigned to workers 1 and 2. We show

that in this situation it is possible for a matching to be contractually exchange stable, but

not Pareto optimal.

Consider the matching µ1 such that µ1(1) = A, µ1(2) = µ1(3) = B. This matching is

contractually exchange stable. Any coalition of workers that attempts to block the matching

must be either {1, 2}, or {1, 3}. First, consider workers 1 and 2: 1 does not want to exchange

assignments with 2 because his rewards are the same under µ1 and under a new matching in

which he is matched to B together with 3. Furthermore, matching µ1 cannot be blocked by

workers 1 and 3 because for worker 3 we have that r3(∅, A) = 0 < 1 = r3(µ1).
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Similarly, we can show that µ1 cannot be contractually exchange blocked by H = {A,B}.

Departments A and B cannot block µ1 by exchanging workers 1 and 3 because worker 3 earns

lower reward when matched to department A than when matched with 2 to department B.

Departments A and B cannot contractually exchange block µ1 by exchanging workers 1 and

2 because department A earns the same rewards when assigned to workers 1 or 2.

However, the matching µ1 is not Pareto optimal. To see that, consider matching µ2 such

that µ2(1) = µ2(3) = B and µ2(2) = A with r1(µ2) = 0 = r1(µ1), r2(µ2) = 1 > 0 = r2(µ1),

r3(µ2) = 2 > 1 = r3(µ1), πA(µ2) = 1 = πA(µ1) and πB(µ2) = 2 > 1 = πB(µ1). �

Note that the requirement of a strict matching problem in Theorem 3.4 is only used to

show that every contractually exchange stable matching is Pareto optimal. Therefore, we

have the following result.

Proposition 3.6 Let (N ,D, q, r, π) be a matching problem. If a matching µ ∈ M is Pareto

optimal, then it is contractually exchange stable.

4 Total Reward Maximizing Matchings

Pareto optimal matchings can be ranked on the basis of corresponding total joint rewards of

all workers and departments. A central manager may thus be interested not only in achieving

a Pareto optimal matching, but in achieving a Pareto optimal matching that corresponds to

maximum total reward. Note that we will refer to such matchings as matchings of maximum

total reward. We give a formal definition of this notion below.

Definition 4.1 Let (N ,D, q, r, π) be a matching problem. A matching µ ∈ M is of maxi-

mum total reward if

∑

i∈N

ri(µ) +
∑

H∈D

πH(µ) ≥
∑

i∈N

ri(µ
′) +

∑

H∈D

πH(µ′) for all µ′ ∈ M.

Note that every matching µ of maximum total reward is automatically Pareto optimal.

Example 4.2 Reconsider the matching problem of Example 3.5. In this problem, there are

two Pareto optimal matchings: µ1 such that µ1(2) = A and µ1(1) = µ1(3) = B; and µ2

such that µ2(3) = A and µ2(1) = µ2(2) = B. There is, however, only one matching with a

maximum total reward and that is µ2 as the total reward of µ1 is 6 and that of µ2 is 10. �

Next, we present a new stability notion, compensation stability, to (later) characterize the

set of matchings of maximum total reward.
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Definition 4.3 Let (N ,D, q, r, π) be a matching problem and let µ ∈ M be a matching. The

matching µ is compensation stable if there is no other matching µ′ such that

∑

i∈S∪T

ri(µ
′) +

∑

H∈F

πH(µ′) >
∑

i∈S∪T

ri(µ) +
∑

H∈F

πH(µ),

where S = {i ∈ N | µ′(i) 6= µ(i)}, T = {i ∈ N \ S | µ−1(µ(i)) ∩ S 6= ∅}, and F = {H ∈ D |

(µ′)−1(H) 6= µ−1(H)}, i.e. S is the set of workers that are assigned to a different department,

T is the set of workers that do not change department but change peers, and F is the group

of departments that get a different set of workers.

Theorem 4.4 Let (N ,D, q, r, π) be a matching problem and let µ ∈ M be a matching. Then,

µ is of maximum total reward if and only if it is compensation stable.

Proof. First, let µ be a compensation stable matching. We show that µ is of maximum total

reward by contradiction. Suppose that µ is not of maximum total reward. Then, there is a

matching µ′ such that

∑

i∈N

ri(µ
′) +

∑

H∈D

πH(µ′) >
∑

i∈N

ri(µ) +
∑

H∈D

πH(µ). (1)

With S = {i ∈ N | µ′(i) 6= µ(i)}, T = {i ∈ N \ S | µ−1(µ(i)) ∩ S 6= ∅}, and F = {H ∈ D |

(µ′)−1(H) 6= µ−1(H)}, it follows that

ri(µ
′) = ri(µ) for all i ∈ N \ (S ∪ T ) and (2)

πH(µ′) = πH(µ) for all H ∈ D \ F . (3)

Then,

∑

i∈S∪T

ri(µ
′) +

∑

H∈F

πH(µ′) =
∑

i∈N

ri(µ
′) +

∑

H∈D

πH(µ′)−
∑

i∈N\(S∪T )

ri(µ
′)−

∑

H∈D\F

πH(µ′)

=
∑

i∈N

ri(µ
′) +

∑

H∈D

πH(µ′)−
∑

i∈N\(S∪T )

ri(µ)−
∑

H∈D\F

πH(µ)

>
∑

i∈N

ri(µ) +
∑

H∈D

πH(µ)−
∑

i∈N\(S∪T )

ri(µ)−
∑

H∈D\F

πH(µ)

=
∑

i∈S∪T

ri(µ) +
∑

H∈F

πH(µ)

where the second equality follows by equations (2) and (3), and the inequality follows by

equation (1). This establishes a contradiction to our premise that µ is compensation stable.

Next, let µ be a matching of maximum total reward. We show that µ is compensation

stable by contradiction. Suppose that µ is not compensation stable. Then, there is a matching
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µ′ such that

∑

i∈T ∪S

ri(µ
′) +

∑

H∈F

πH(µ′) >
∑

i∈T ∪S

ri(µ) +
∑

H∈F

πH(µ), (4)

where S = {i ∈ N | µ′(i) 6= µ(i)}, T = {i ∈ N \ S | µ−1(µ(i)) ∩ S 6= ∅}, and F = {H ∈ D |

(µ′)−1(H) 6= µ−1(H)}. It follows that

πH(µ′) = πH(µ) for all H ∈ D \ F and (5)

ri(µ
′) = ri(µ) for all i ∈ N \ (S ∪ T ). (6)

Then,

∑

i∈N

ri(µ
′) +

∑

H∈D

πH(µ′) =
∑

i∈T ∪S

ri(µ
′) +

∑

H∈F

πH(µ′) +
∑

i∈N\(S∪T )

ri(µ
′) +

∑

H∈D\F

πH(µ′)

=
∑

i∈T ∪S

ri(µ
′) +

∑

H∈F

πH(µ′) +
∑

i∈N\(S∪T )

ri(µ) +
∑

H∈D\F

πH(µ)

>
∑

i∈T ∪S

ri(µ) +
∑

H∈F

πF (µ) +
∑

i∈N\(S∪T )

ri(µ) +
∑

H∈D\F

πH(µ)

=
∑

i∈N

ri(µ) +
∑

H∈D

πH(µ)

where the second equality follows by equations (5) and (6), and the inequality follows by

equation (4). This establishes a contradiction to our premise that µ is of maximum total

reward.

5 From an Initial Matching to a Maximum Total Reward

Matching

In this section, we analyze situations in which there is an initial matching of workers to

departments which does not generate maximum total reward. Thus, there exists a possible

restructuring where agents are reassigned by means of a matching of maximum total reward.

The question that arises is how to compensate those workers or departments that are worse

off in the new situation. This question will be analyzed using a cooperative matching game

with transferable utility.

A cooperative (transferable utility) game in characteristic function form is a pair (N, v)

where N is a finite set of players and v : 2N → R satisfying v(∅) = 0. In general, v(C)

represents the maximal joint reward that coalition C ∈ 2N can obtain when its members

cooperate in an optimal way, without help of the players in N \ C.

10



The core of a game (N, v) is defined by

Core(v) =

{

x ∈ R
N |

∑

i∈N

xi = v(N),
∑

i∈C

xi ≥ v(C) for all C ∈ 2N

}

,

i.e. the core is the set of efficient allocations of v(N) to which no coalition can reasonably

object. An important subclass of games with nonempty core is the class of convex games (see

Shapley (1971)). A game (N, v) is said to be convex if v(C1∪{i})−v(C1) ≤ v(C2∪{i})−v(C2)

for every i ∈ N and every C1 ⊆ C2 ⊆ N \ {i}.

Before starting with the formal analysis of compensation in matching problems with an

initial matching, we provide an illustrative example.

Example 5.1 Let (N ,D, q, r, π) be a matching problem with N = {1, 2, 3, 4} and D =

{A,B}, capacities qA = 2 and qB = 2, and reward functions

r1({2}, A) = r1({2}, B) = 20, r1({3}, A) = r1({3}, B) = 7, r1({4}, A) = r1({4}, B) = 14,

r2({1}, A) = r2({1}, B) = 10, r2({3}, A) = r2({3}, B) = 3, r2({4}, A) = r2({4}, B) = 9,

r3({1}, A) = r3({1}, B) = 15, r3({2}, A) = r3({2}, B) = 7, r3({4}, A) = r3({4}, B) = 10,

r4({1}, A) = r4({1}, B) = 14, r4({2}, A) = r4({2}, B) = 19, r4({3}, A) = r4({3}, B) = 10

and

πA(S) = πB(S) = 10

for every S ∈ 2N with |S| = 2.

Assume that the initial matching µ0 is given by µ0(1) = µ0(4) = A and µ0(2) = µ0(3) = B.

In this case, the initial situation has a total reward of 58 with r1(µ0) = 14, r2(µ0) = 3,

r3(µ0) = 7, r4(µ0) = 14, πA(µ0) = 10 and πB(µ0) = 10, while the maximum social reward

is 70 which can be achieved, for example, by µ̂ with µ̂(1) = µ̂(2) = A and µ̂(3) = µ̂(4) = B

with r1(µ̂) = 20, r2(µ̂) = 10, r3(µ̂) = 10, r4(µ̂) = 10, πA(µ̂) = 10 and πB(µ̂) = 10. Note that

r4(µ̂) = 10 < r4(µ0) = 14. �

Given a matching problem (N ,D, q, r, π) and an arbitrary initial matching µ0, we are

interested in studying adequate compensations among the workers and departments when

they come together to improve their joint situation by adopting a matching of maximum

total reward. In order to do this, we define a corresponding cooperative game whose core

elements provide stable allocations of the extra rewards obtained by means of cooperation.

Let (N ,D, q, r, π) be a matching problem with constraints and let µ0 be an initial match-

ing. We denote by Mmax the set of matchings of maximal total reward, i.e.

Mmax = {µ̂ ∈ M| µ̂ is of maximal total reward}.
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For i ∈ N and µ̂ ∈ Mmax, we denote by di(µ̂) the difference of reward for agent i ∈ N when

going from µ0 to µ̂, i.e. di(µ̂) = ri(µ̂) − ri(µ0); we set d+i (µ̂) = max{0, ri(µ̂) − ri(µ0)} and

d−i (µ̂) = −min{0, ri(µ̂)− ri(µ0)}. Note that for every µ̂ ∈ Mmax it follows di(µ̂) = d+i (µ̂)−

d−i (µ̂). We analogously define dH(µ̂) = πH(µ̂) − πH(µ0), and set d+H(µ̂) = max{0, πH(µ̂) −

πH(µ0)}, and d−H(µ̂) = −min{0, πH (µ̂)−πH(µ0)} for every H ∈ D and every every µ̂ ∈ Mmax.

Definition 5.2 Let (N ,D, q, r, π) be a matching problem and let µ0 be an initial matching.

The corresponding compensation matching game, (N ∪D, v), is defined by

v(C) = min
µ̂∈Mmax

{

vµ̂(C)
}

(7)

for every C ⊂ N ∪ D, where

vµ̂(C) = max

{

0,
∑

i∈ C∩N

d+i (µ̂) +
∑

H∈C∩D

d+H(µ̂)−
∑

i∈N

d−i (µ̂)−
∑

H∈D

d−H(µ̂)

}

. (8)

Note that given a matching with maximum total reward µ̂, we conservatively assume that a

coalition C is required to compensate all agents that suffer from changing the initial situation.

Being conservative, it is also assumed that a most disadvantageous (from the perspective of C)

matching of maximum total reward will be adopted. Note that v(N ∪D) equals the increase

in total rewards achievable by adopting any matching with maximum total reward.

The following example illustrates the computation of matching games with constraints.

Example 5.3 Reconsider the matching problem (N ,D, q, r, π) of Example 5.1 and let µ0 be

given by µ0(1) = µ0(4) = A and µ0(2) = µ0(3) = B, with a social reward of 58. There are

four matchings with maximum total reward, namely

µ̂1: µ̂1(1) = µ̂1(2) = A, µ̂1(3) = µ̂1(4) = B,

µ̂2: µ̂2(3) = µ̂2(4) = A, µ̂2(1) = µ̂2(2) = B,

µ̂3: µ̂3(1) = µ̂3(3) = A, µ̂3(2) = µ̂3(4) = B,

µ̂4: µ̂4(2) = µ̂4(4) = A, µ̂4(1) = µ̂4(3) = B.

The maximum total reward for this problem is 70, therefore there is an extra reward of 12

when going from the initial matching to one of maximum total reward.

The corresponding extra rewards for the institutions when going from the initial matching

to a matching with maximum total reward is always 0 since they have constant reward

functions. The individual extra rewards and losses for the agents when going from the initial

matching to a matching of maximum total reward are provided in Table 1.

Since the departments are indifferent between all matching functions, we can omit them

from the study of compensations and the player set N ∪ D can be restricted to N only.
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µ̂ d1(µ̂) d2(µ̂) d3(µ̂) d4(µ̂)

µ̂1 6 7 3 −4

µ̂2 6 7 3 −4

µ̂3 −7 6 8 5

µ̂4 −7 6 8 5

µ̂ d+1 (µ̂) d+2 (µ̂) d+3 (µ̂) d+4 (µ̂)

µ̂1 6 7 3 0

µ̂2 6 7 3 0

µ̂3 0 6 8 5

µ̂4 0 6 8 5

µ̂ d−1 (µ̂) d−2 (µ̂) d−3 (µ̂) d−4 (µ̂)

µ̂1 0 0 0 4

µ̂2 0 0 0 4

µ̂3 7 0 0 0

µ̂4 7 0 0 0

Table 1: Individual extra rewards and losses for the agents in Example 5.3.

The value of coalition {1, 2, 3} in the compensation matching game is explained below. All

coalitional values are given in Table 2 .

v({1, 2, 3}) = min
l∈{1,2,3,4}

{

vµ̂l({1, 2, 3})
}

= min
l∈{1,2,3,4}

{

max

{

0,

3
∑

i=1

d+i (µ̂l)−
4

∑

i=1

d−i (µ̂l)

}}

= min {max {0, 16− 4} ,max {0, 16 − 4} ,max {0, 14 − 7} ,max {0, 14 − 7}}

= min {12, 12, 7, 7}

= 7.

C {1} {2} {3} {4} {1,2} {1,3} {1,4} {2,3} {2,4} {3,4} {1,2,3} {1,2,4} {1,3,4} {2,3,4} N

v(C) 0 0 0 0 0 1 0 6 3 0 7 4 5 6 12

Table 2: Coalitional values in Example 5.3.

Note that the core of this game is not empty since, for instance, (0, 0, 7, 5) ∈ Core(v). Here,

the core element (0, 0, 7, 5) can be interpreted as follows: when choosing matching µ̂3, worker

2 is helped by worker 3 to fully compensate worker 1 with 6 and 1, respectively.

Note that (N , v) is not convex since for i = 4, C1 = {2}, and C2 = {2, 3} we have

v(C1 ∪ {i})− v(C1) = 3− 0 > 6− 6 = v(C2 ∪ {i}) − v(C2). �

It turns out that each compensation matching game has a nonempty core. This can

be shown using a relation between compensation matching games and bankruptcy games.
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A bankruptcy problem is defined by a tuple (N,E, c) where N = {1, . . . , n} is the set of

agents, E is the estate that must be shared among the agents, and c ∈ R
N is the vector of

claims of the agents satisfying
∑

i∈N ci ≥ E. Bankruptcy problems have being studied from

a game theoretical viewpoint in O’Neill (1982). Given a bankruptcy problem (N,E, c), the

corresponding bankruptcy game, (N, v(N,E,c)), is defined by

v(N,E,c)(C) = max







0, E −
∑

i∈N\C

ci







for every C ⊂ N . In Curiel et al. (1987) it is shown that bankruptcy games are convex.

Lemma 5.4 Let (N ,D, q, r, π) be a matching problem, let µ0 be an initial matching function,

and let µ̂ ∈ Mmax. Then, (N ∪D, vµ̂) is a bankruptcy game.

Proof. Define E(µ̂) =
∑

i∈N di(µ̂) +
∑

H∈D dH(µ̂), ci = d+i (µ̂) for every i ∈ N , and cH =

d+H(µ̂) for every H ∈ D . We will prove that (N ∪ D, E(µ̂), c) is a bankruptcy problem with

the associated bankruptcy game v(N∪D,E(µ̂),c) equal to vµ̂.

Note that (N ∪D, E(µ̂), c) is a bankruptcy problem since

E(µ̂) =
∑

i∈N

di(µ̂) +
∑

H∈D

dH(µ̂) =
∑

i∈N

d+i (µ̂)−
∑

i∈N

d−i (µ̂) +
∑

H∈D

d+H(µ̂)−
∑

H∈D

d−H(µ̂)

≤
∑

i∈N

d+i (µ̂) +
∑

H∈D

d+H(µ̂) =
∑

i∈N

ci +
∑

H∈D

cH

by definition of d−i (µ̂) and d−H(µ̂). Moreover, for C ⊂ N ∪ D, we have

vµ̂(C) = max

{

0,
∑

i∈C∩N

d+i (µ̂) +
∑

H∈C∩D

d+H(µ̂)−
∑

i∈N

d−i (µ̂)−
∑

H∈D

d−H(µ̂)

}

= max

{

0,
∑

i∈N

d+i (µ̂) +
∑

H∈D

d+H(µ̂)−
∑

i∈N

d−i (µ̂)−
∑

H∈D

d−H(µ̂)

−
∑

i∈N\(C∩N )

d+i (µ̂)−
∑

H∈D\(C∩D)

d+H(µ̂)







= max







0,
∑

i∈N

di(µ̂) +
∑

H∈D

dH(µ̂)−
∑

i∈N\(C∩N )

d+i (µ̂)−
∑

H∈D\(C∩D)

d+H(µ̂)







= max







0, E(µ̂)−
∑

i∈N\(C∩N )

ci −
∑

H∈D\(C∩D)

cH







= v(N∪D,E(µ̂),c)(C).
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Theorem 5.5 Compensation matching games have a nonempty core.

Proof. Let (N ,D, q, r, π) be a matching problem, let µ0 be an initial matching function,

and let (N ∪ D, v) be the corresponding compensation matching game. By Lemma 5.4, we

know that v is the minimum of a finite number of bankruptcy games with the value of the

grand coalition equal for all games. Clearly, this implies that Core(vµ̂) ⊆ Core(v) for every

µ̂ ∈ Mmax. Because bankruptcy games are convex, they have a nonempty core and, therefore,

Core(vµ̂) 6= ∅ for every µ̂ ∈ Mmax, which implies Core(v) 6= ∅.

Theorem 5.5 tells us that we can find a compensation schedule such that a centralized

restructuring resulting in a matching of maximum total reward of the organization will be

ex-post stable, in the sense that there will be no subset of workers or departments who can

by deviation obtain a higher reward. Still, the core of matching games may contain many

possible allocations, thus, the question remains what allocation will be selected. The following

example illustrates how such a selection could be conducted.

Example 5.6 Reconsider the compensation matching game of Example 5.3. Recall that

there are four matchings with maximum total reward:

µ̂1: µ̂1(1) = µ̂1(2) = A, µ̂1(3) = µ̂1(4) = B,

µ̂2: µ̂2(3) = µ̂2(4) = A, µ̂2(1) = µ̂2(2) = B,

µ̂3: µ̂3(1) = µ̂3(3) = A, µ̂3(2) = µ̂3(4) = B,

µ̂4: µ̂4(2) = µ̂4(4) = A, µ̂4(1) = µ̂4(3) = B.

and that there is an extra reward of 12 when going from the initial matching to one of

maximum total reward. Since v(C) = min
{

vµ̂1(C), vµ̂2(C), vµ̂3(C), vµ̂4(C)
}

with vµ̂1(N ∪D) =

vµ̂2(N ∪D) = vµ̂3(N ∪D) = vµ̂4(N ∪D), we have that Core(vµ̂l) ⊂ Core(v). Moreover, since

(N ∪D, vµ̂l) is a bankruptcy game for every l ∈ {1, 2, 3, 4} by Lemma 5.4, the allocation given

by any bankruptcy rule applied to the bankruptcy problem associated to µ̂l, l ∈ {1, 2, 3, 4},

is in the core of the compensation matching game, as well as any convex combination of

those allocations. As an illustration, Table 3 gives the allocations obtained by applying

the proportional rule (Prop), the adjusted proportional rule (AProp), the constrained equal

awards rule (CEA), and the Talmud rule (Tal) to the bankruptcy problems as defined in the

proof of Lemma 5.4. For a description of these rules see Thomson (2003).

If the implemented matching of maximal total reward is known a priori, one can use a

specific bankruptcy rule, for example the proportional rule, in the corresponding bankruptcy

problem associated to that selected matching. Otherwise, if a probability distribution over

the possible acceptance of a matching of maximal total reward is known a priori, a possible

allocation can be the expected allocation given by a specific bankruptcy rule. �
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µ̂1, µ̂2 : (N , 12, (6, 7, 3, 0)) µ̂3, µ̂4 : (N , 12, (0, 6, 8, 5))

Prop(N,E, c) (41
2 , 5

1
4 , 2

1
4 , 0) (0, 315

19 , 5
1
19 , 3

3
19 )

AProp(N,E, c) (4 6
11 , 5

6
11 , 1

10
11 , 0) (0, 32

3 , 5
5
18 , 3

1
18 )

CEA(N,E, c) (4.5, 4.5, 3, 0) (0, 4, 4, 4)

Tal(N,E, c) (42
3 , 5

2
3 , 1

2
3 , 0) (0, 32

3 , 5
2
3 , 2

2
3 )

Table 3: Bankruptcy rules for compensation matching games in Example 5.6.
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