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specific research question pursued. For example, households with members above retirement 
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respect to time use and home production. We propose the use of matching techniques and 
balance checking at this initial stage. This can be interpreted as a non-parametric approach to 
preprocessing data and as a way to formalize informal procedures. To illustrate this, we use 
German micro-data on household expenditure to estimate equivalence scales as a specific 
example. Our results show that matching leads to results which are more stable with respect to 
model specification and that this type of formal preprocessing is especially useful if one is 
mainly interested in results for specific subgroups, such as low-income households. 
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1 Introduction

Equivalence scales are routinely applied in research on inequality and poverty. They are
used to adjust household income of households that differ in size and composition to
make them comparable in terms of their welfare level. A popular example is the so-called
modified OECD scale (first proposed by Hagenaars et al, 1994). A single adult is taken
as a reference household with scale weight 1.0. Each additional adult increases the scale
weight by 0.5, and each child below age 15 increases it by 0.3. As a result, a couple with
one child has a total scale weight of 1.8. This means that the households needs 1.8 times
as much income to reach the same welfare level as the reference household. Apart from use
in scientific research, equivalence scales are also used for the design of policies. Examples
are welfare benefits in Germany (Dudel et al, 2013) or old-age pensions in Great Britain
(Stewart, 2009).

Because of their significance for research and applied work, equivalence scales have long
been of interest to economists, and many different methods for estimating them have been
devised (for an overview, see Coulter et al, 1992). Results heavily depend on the choice
of models and model specifications, as shown by wide ranges of results derived from the
same data or methods (see, e.g., Buhmann et al, 1988; Bellemare et al, 2002; Schröder,
2009). Even if a certain model is deemed most appropriate (or is the only one which can
be estimated with a given data set), adding just one covariate may substantially alter
the results. Furthermore, equivalence scales are often estimated based on data for rather
different groups of households, e.g., households with and without children. If these groups
are not fully comparable with respect to covariates included in the model, results may
heavily depend on hidden extrapolations that are not based on observed data (King and
Zeng, 2006).
A related problem is the estimation of equivalence scales for specific subgroups of the

population, e.g., households that differ in size and fall into the lowest income quintile.
Estimating differentiated scale weights for subgroups like these can be considered im-
portant due to heterogeneity in relevant household behavior. Taking into account all
households that are available increases sample size and thus efficiency, but it implies the
assumption that model parameters are identical for households across all welfare levels.
This assumption is highly questionable if household behavior is informally observed to
differ considerably. At the same time, it is far from clear which subgroups of households
could be taken to be sufficiently homogeneous, if their comparability is to be established
w.r.t. to income. This would require equivalence scales to be known a priori, which renders
the whole task of estimating equivalence scales a circular process.

For instance, assume that scale weights are needed to advise policies aimed at children
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in low-income households, relying on a large dataset and some method for estimating
equivalence scales. As a starting point, the lowest income quintile, i.e., the poorest 20%
of couples with one child shall be used. Households included in this subgroup are to be
compared to childless couples as reference households. Now the question arises which of
the childless couples should be included in the analysis. If the poorest 20% of childless
couples were used, this would stipulate their welfare level to be comparable to those of
the poorest 20% of couples with one child. If they are in fact better off (or worse off),
results will again heavily depend on hidden extrapolations and may be severely biased.
To solve this problem, the paper builds on recent literature on the estimation of

treatment effects using the so called potential outcomes framework. More specifically, we
propose a two-step procedure that includes some matching procedure in the first step and
standard approaches to estimating equivalence scales in the second step. In doing so, we
follow Szulc (2009, 2011) and include welfare indicators in the matching step. Matching
can be seen as non-parametric preprocessing (NPP), and we will argue that much of the
empirical literature on household behavior effectively uses informal preprocessing (IP) of
data before applying more elaborate methods, where IP serves the same goals as NPP.
The approach proposed here can therefore be seen as a more formal way of implementing
data preprocessing which is conventionally used elsewhere.
The remainder of this paper is organized as follows. Section 2 explains the general

reasoning behind the combination of matching and regression models which can be found
in the literature on estimating treatment effects. Its application to estimating equivalence
scales compared to informal preprocessing is described in section 3. Results of an empirical
application using German micro-data are provided in section 4. Section 5 concludes.

2 Combining matching and regression techniques

2.1 Potential outcomes framework

Starting with work by Rubin (1973, 1979), there is now a large literature on the combination
of matching and regression models (Rosenbaum and Rubin, 1984; Rubin and Thomas,
2000; Imai and Van Dyk, 2004; King and Zeng, 2006; Ho et al, 2007; Morgan and Winship,
2010; Iacus et al, 2011; Abadie and Imbens, 2011; Iacus et al, 2012; Hainmueller, 2012).
A common starting point is the potential outcomes framework, also called Rubin causal
model, Neyman-Rubin causal model, or Roy causal model (see Holland, 1986; Sekhon,
2008; Heckman, 2008).

The basic reasoning stems from, and uses the language of, experimental designs. Given
a sample of n units, let D denote a binary indicator which equals 1 if unit i = 1, . . . , n

received a certain treatment. Otherwise D equals 0. Units who received the treatment
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form the “treatment group” and the remaining units are called “control group”. The effect
of treatment on some outcome Y is to be estimated.
Specifically, yi(1) denotes the outcome which would be observed if unit i receives the

treatment and yi(0) denotes the outcome without treatment. If both values were known,
the average treatment effect (ATE) could simply be determined as expectation of the
difference yi(1)− yi(0), δ = E(Y (1)− Y (0)). Although it is assumed that both potential
outcomes exist for all units i, either yi(0) or yi(1) can be observed in practice and never
both. Essentially, this amounts to a missing data problem with either yi(0) or yi(1) missing
for each i.

In case of a random assignment of units to treatment and control group, Y (1) and Y (0)

are independent of D,

Y (0), Y (1) ⊥ D. (1)

This assumption implies that E(Y (1)|D = 1) = E(Y (1)) and E(Y (0)|D = 0) = E(Y (0)),
so that δ can be determined from

E(Y (1)|D = 1)− E(Y (0)|D = 0). (2)

That is, the difference in means between treatment and control group can be used to
estimate the effect of the treatment.

In empirical studies, randomization is often not possible and the assumption introduced
above seems dubious because other variables may influence both the outcome and selection
into treatment. Instead, a conditional variant is assumed to hold (e.g., Rosenbaum and
Rubin, 1983):

Y (0), Y (1) ⊥ D|X, (3)

where X is a vector of covariates. This so-called “unconfoundedness” assumption leads
to conditional variants of the results above, i.e., E(Y (1)|D = 1, X) = E(Y (1)|X) and
E(Y (0)|D = 0, X) = E(Y (0)|X). This means that conditional on covariates X, there is no
selection into treatment (for another interpretation, see Morgan and Harding, 2006). Thus,
treatment group and control group are not directly comparable, but unconfoundedness
implies that observations with the same characteristics X would be.
Now, δ can be determined from

δ = E(E(Y (1)|X)− E(Y (0)|X)), (4)
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if the additional assumption 0 < Pr(D = 1|X) < 1 is fulfilled, ensuring that conditional
expectations are defined for all X. If both assumptions hold, treatment assignment
is called strongly ignorable (Imbens, 2004). A third assumption which is required for
observational studies as well as for experimental studies is called “stable-unit-treatment-
value” assumption. It requires outcomes for observation i to be independent of a treatment
of unit j.

2.2 Matching estimators

Given the conditions introduced above the difference in means (2) is not a valid estimator
because treatment and control group may differ with respect to X. Yet, if Pr(X|D =

1) = Pr(X|D = 0) = Pr(X), treatment and control group would be called “balanced” with
respect to the relevant covariates, and (2) would still lead to valid estimation of δ because
it effectively equals (4). This is what is achieved through matching techniques of which
many different variants have been proposed in the literature (for an overview, see Imbens,
2004; Imbens and Wooldridge, 2009; Stuart, 2010). In what follows, nearest neighbor
matching will be described.

A simple variant works as follows. For each unit yi = diyi(1) + (1− di)yi(0), di and xi
are observed; δ is estimated through

δ̂ =
1

n

n∑
i=1

ŷi(1)− ŷi(0), (5)

where

ŷi(1) =

{
ymi if di = 0

yi if di = 1
(6)

and

ŷi(0) =

{
yi if di = 0

ymi if di = 1.
(7)

Missing information on ymi is found via matching. If unit i received the treatment (D = 1),
ymi is based on one or more observations for which D = 0 and X = xi. If unit i belongs to
the control group (D = 0), units for which D = 1 are used to determine ymi instead. That
is, units with identical values of covariates are “matched” and used to impute the missing
data. In a sense, each observation then has two results for the outcome variable, one
under treatment and one for being in the control group. This, in turn, leads to balanced
treatment and control groups.
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In practice it will usually not be possible to perform exact matching as outlined above,
because it will not be possible to find observations which are perfectly identical with
respect to X. At least, this is less and less likely to happen if X includes continuous
variables and the number of covariates included in X is large. Therefore, some distance
function d(xi, xj) can be used which assesses how similar observations are to each other
(for examples and discussions of possible distance functions, see Zhao 2004; Dettmann
et al 2011). Then, ymi is found by matching the most similar observations. This does not
produce a fully balanced data set, though, and differences between treatment and control
group may still lead to biased estimates of δ.
Matching is thus not guaranteed to achieve balanced treatment and control groups.

Because of this, one has to carefully check balancing, i.e., compare the distributions of
X in both treatment group and control group before and after matching. This may lead
to dropping observations for which no reasonable match can be found. If observations
are dropped, this affects the final result of the estimation. For example, assume that the
treatment group includes individuals with values of a continuous covariate X between
g and g′, with g < g′. In the control group, the covariate ranges from h to h′, with
h < g < h′ < g′. Treatment and control group overlap in the region g < X < h′. For
observations in the treatment group with X > h′, no comparable observations can be
found in the control group. The same holds for control units with X < g. One can then
restrict attention to the region of common support, g < X < h′, or a slightly larger
version, g − c < X < h′ + c, where c is some constant which is small compared to g
and h′. Proceeding in such a fashion will recover E(Y (1) − Y (0)|g < X < h′) but not
E(Y (1)− Y (0)).

2.3 Combining matching and regressions

Another possibility for dealing with the problem of comparability is the use of regression
techniques. In this case, E(Y |D,X) is usually estimated parametrically introducing D as
a dummy variable. To recover an unbiased estimate of δ, the model has to be specified
appropriately. Moreover, balancing is still of importance. To fix ideas, suppose that X
is a continuous variable. Let g be some constant for which Pr(X > g|D = 1) = 0 and
Pr(X > g|D = 0) = p. Estimating a simple regression of the form

Y = a+ bXX + bDD + ε (8)

can be seen as imputation of ŷi(1) and ŷi(0) for each unit i, and the treatment effect which
equals bD is simply given by (5) (Imbens, 2004). Imputed values ŷi(1) for observations
with X > g and D = 0 will be based on extrapolation and lack an empirical basis. This
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is essentially the overlap problem discussed in the preceding subsection.
In addition, depending on the functional form of the relationship between Y and X,

estimates for bD and bZ can heavily depend on observations for which X > g. For example,
assume that for X < g the relationship is Y = a+ bXX + bDD + ε and for X > g it is
Y = a+ b′XX + bDD + ε, with b′X 6= bX . Using the correct specification

Y = a+ bXXI(X < g) + b′XXI(X > g) + bDD + ε, (9)

where I(·) denotes an indicator function, would still lead to unbiased estimates, while
using

Y = a+ b∗XX + bDD + ε (10)

could lead to biased estimates, depending on the proportion of observations with X > g

and the difference between b′X and bX .
A combination of matching and regression techniques allows to deal with the drawbacks

of each method. Matching and checking balance can be used to achieve balanced treatment
and control groups, which reduces hidden extrapolations and the sensitivity of regression
estimates with respect to model specification. In turn, applying regression methods after
matching controls for remaining differences in balancing and yields more reliable estimates
than the simple difference in means in equation (5). In the literature, combinations of
both methods have been suggested from two perspectives, both of which will be discussed
in the next section. Rubin (1973, 1979) and Abadie and Imbens (2011) stress the use of
regression as a technique for correcting biases in matching, whereas King and Zeng (2006),
Ho et al (2007) and Iacus et al (2011, 2012) describe matching methods and balance
checking as non-parametric preprocessing of data to reduce the sensitivity of results with
respect to model specification.
Informally, sensitivity with respect to model specification can be understood in the

following sense. Let X be the set of all elements of X (i.e., {X1, X2, . . . }), where some
Xj could represent transformations of other variables (e.g., X2) or interactions between
other variables (e.g., XX ′). LetM be the power set of X or some subset thereof, i.e.,
M = P(X ) or M ⊂ P(X ); M∗ includes all elements of M combined with D, i.e.,
M∗ = {mk ∪ {D}|mk ∈M}. Let D = {d1, d2, . . . } be the set of estimates of bD where dk
denotes the result for bD if variables mk and D are included in the regression. Sensitivity
to model specification can then be expressed as some measure of spread of the elements
of D, e.g., the variance Var(dk ∈ D) or the range maxD −minD.
Against this background, the statement that matching and balance checking reduce
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sensitivity means that, if D denotes the results for bD without matching and DM the
results after matching and balance checking, then S(DM) < S(D). King and Zeng (2006)
provide several examples where non-balanced data lead to higher sensitivity of results
with respect to specification than balanced data. Empirical illustrations regarding the
estimation of equivalence scales will be given in section 4.

3 Matching and equivalence scales

3.1 Equivalence scales

In the literature, several types of equivalence scales are effectively being considered. What
we have in mind as a fruitful application of our approach are equivalence scales based
on econometric analyses of observed household behavior, mainly consumption (see, e.g.,
Pollak and Wales, 1978; Deaton and Muellbauer, 1980; Blundell et al, 2003, for influential
contributions and a recent application). Alternatives that are also relevant in current
debates are empirical scales based on subjective perceptions (see, e.g., Kapteyn and
Van Praag, 1975; Koulovatianos et al, 2005) to which part of our reasoning may be
applicable as well, or normative scales that are typically based on pre-defined baskets of
goods (and, ultimately, on experts’ or politicians’ choice) and are lacking an elaborate
empirical basis. Here, we will focus entirely on scales of the first type to exemplify our
ideas.
To this end, let Q(P, Y,X) denote the demand function for a household with income

Y and socio-demographic characteristics X who is facing prices P . U(Q,X) denotes
utility derived from demand, and total expenditure is given by QP . In what follows,
we will assume that QP = Y . A cost function can then be defined as C(P,X,U) =

minQ[QP |U(Q,X) ≥ U ]. H = {r, 1, . . . , h, . . . } is a set of household types with a reference
type r. An equivalence scale is then defined as a set A = {Ar, A1, . . . , Ah, . . . } in which
particular elements Ah are given by the equivalence scale function

Ah(P,U) = A(P,U,Xh) =
C(P,Xh, U)

C(P,Xr, U)
. (11)

Elements Ah are called scale weights and can be interpreted as discussed in the introduction.
By definition Ar(P,U) = 1. If Ah(P,U) is assumed to be constant and thus independent
of utility, so that Ah(P,U) = Ah(P ), equivalence scales are said to be “base independent”
(Pendakur, 1999).
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3.2 Informal preprocessing

Irrespective of the data used or the methods applied, most econometric analyses of
equivalence scales apply some kind of informal data preprocessing. For example, Pendakur
(1999) uses data from the 1990 Canadian Family Expenditure Survey and restricts attention
to households from metropolitan areas with all members below age 65. The reasoning
behind this is that households of pensioners and rural households exhibit expenditure
patterns or opportunities for home production which differ from those of other households.
Another example is given by Wilke (2006) who uses German microdata from the Survey
of Income and Expenditure (Einkommens- und Verbrauchsstichprobe; EVS). He aims at
estimating equivalence scales for specific subgroups of households, such as households
with low income, and splits the data set into subsamples in order to achieve homogeneity
with respect to other covariates, like age. Both Pendakur (1999) and Wilke (2006)
apply semiparametric methods, but similar approaches can also be found in work using
parametric methods (e.g., Nelson, 1988; Phipps, 1998; Donaldson and Pendakur, 2004)
and in other recent research on household behavior (e.g., Chiappori et al, 2002; Lewbel and
Pendakur, 2008; Dauphin et al, 2011; Lise and Seitz, 2011; Bargain et al, 2013; Browning
et al, 2013).

IP (informal preprocessing) as just described is meant to reach three goals. First, from
a technical point of view, preprocessing can be seen as a way to restrict attention to
households in the common-support region, i.e., to values of X for which Pr(X|D = 0) > 0

and Pr(X|D = 1) > 0, where for example D could capture household type, some policy
measure which affects some households but not all, and the like.1 Second, it will typically
also lead to better balancing. That is, if d[P (X|D = 1), P (X|D = 0)] denotes some
measure of dissimilarity of the conditional distributions of X without preprocessing,
and dp[P (X|D = 1), P (X|D = 0)] denotes the same measure after preprocessing, then
dp[P (X|D = 1), P (X|D = 0)] < d[P (X|D = 1), P (X|D = 0)]. Third, as a material
consequence of all this, the analysis will focus on households which are similar with respect
to household behavior, implying that commonly used welfare indicators have the same
interpretation for, and are comparable across, different households. As a classical example,
consider the share of expenditure for food, as suggested by Engel (1857). If two households
A and B have the same expenditure share s∗, but household B relies more on home
production than household A, comparability of their welfare levels will be limited. But
if A and B are comparable with respect to household production, we can assume their
welfare level to be equal (if we assume the expenditure share for food to be a valid welfare
indicator).

1The potential outcomes framework can also be used to analyze more than two groups, i.e., cases where
D has more levels than 0 and 1.
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3.3 Matching on welfare indicators

Thus, basic goals of IP and matching coincide. The use of matching methods for a
two-stage estimation of equivalence scales has first been suggested by Szulc (2009, 2011).
In his paper, treatment and control group are identified, for instance, as couples with one
child (D = 1) and childless couples (D = 0), respectively. Matching these two groups
based on some welfare indicator Z means trying to achieve balance of this indicator, so that
Pr(Z|D = 1) tends to be the same as Pr(Z|D = 0). To fully understand the advantages
involved, consider the extreme case where Pr(Z < g|D = 1) = 1 and Pr(Z > g|D = 0) = 1.
In this case, the conditional distributions of Z do not overlap, and treatment and control
group are not at all comparable with respect to household welfare. Applying some method
for estimating equivalence scales will nevertheless lead to some scale estimate which is
purely based on extrapolations that are somehow embedded in the empirical model. Now
assume that Pr(Z > g|D = 0) = 0 and Pr(Z > g|D = 1) > 0. Again, using some standard
method for estimating equivalence scales will yield results based on hidden extrapolations.
Using matching techniques and controlling for the balance achieved as proposed in section
2 helps to avoid this.

Szulc (2009) follows the suggestions of Abadie and Imbens (2011) and combines matching
with regression-adjustment in order to reduce potential biases (see subsection 2.3). Using
household income as the relevant outcome, yi(1) denotes income of household i, a couple
with one child, while yi(0) is the income of a couple without children. Conditioning
both yi(1) and yi(0) on some welfare indicator Z would allow for directly calculating
a household-specific equivalence scale yi(1)/yi(0). But as only one of these values is
observable, the ratio Y (1)/Y (0) has to be estimated controlling for Z, making sure that
treatment and control group are comparable with respect to their welfare level. This is
achieved using socio-demographic characteristics and simple welfare indicators like the
expenditure share of food as matching variables. Afterwards, ŷi(1) and ŷi(0) are adjusted
via linear regression to remove potential biases due to remaining imbalance between the
two groups.

Unfortunately, the procedures applied by Szulc (2009) involve a drawback. To arrive at
an estimate of Y (1)/Y (0), he uses log household income instead of household income. He
first applies matching, then adjusts via regression, and finally uses adjusted values ŷai (1)
and ŷai (0) to estimate the ATE captured by equation (5). Because of the logarithmic
transformation, (5) equals the geometric mean G(Ŷ a(1)/Ŷ a(0)), not the expectation value
E(Ŷ a(1)/Ŷ a(0)), and the latter can never be recovered using this approach.2 As is well

2The reason is that the assumptions introduced in section 2 only allow for identifation of the marginal
distributions of Y (1) and Y (0), not their joint distribution (Abbring and Heckman, 2007), which
would be required to calculate E(Ŷ a(1)/Ŷ a(0)).

10



known, G(·) will always be smaller than E(·). More specifically, any mean-preserving
increase in the spread will further decrease G(·), while E(·) remains unchanged. That is,
the larger the variance of Ŷ a(1)/Ŷ a(0), the smaller G(·) will be compared to E(·).

3.4 Matching as non-parametric preprocessing

Because of this rather undesirable property, we follow King and Zeng (2006) and others, i.e.,
the second perspective described in subsection 2.3, where the use of matching techniques
serves as a kind of formal, non-parametric data preprocessing. Also, this approach is
more in line with usual procedures applied in the literature. The basic idea is simple.
In a first step, households are matched using socio-demographic variables and possibly
welfare indicators (other than income). The second step consists of the application of
some standard approach to estimating equivalence scales. Note that this will generally
affect which variables can be treated as dependent and independent ones in the second
step. Szulc (2009) uses household income Y as outcome in both the matching estimation
and the regression-adjustment step. In our context this would come close to the circular
procedure described in the introduction. Instead, we will apply standard approaches
to estimating equivalence scales using one or more welfare indicators as outcome and
indirectly deriving the scales weights from parameter estimates (see below). This usually
requires additional assumptions to identify E(Y (1)/Y (0)).
As an example, consider the well-known approach by Engel (for a detailed discussion

see Deaton and Muellbauer, 1986). A simple specification is given by

Z = a+ log Y bY +DbD +Xbx + ε, (12)

where Z denotes the expenditure share of food, Y is household income, D is the treatment
indicator as defined before, X is a vector of additional characteristics and ε is an error
term. Estimates for this equation could be used to impute both ẑi(1) and ẑi(0) for each
observation. Instead, we can also use two equations,

ẑi(di) = â+ log yi(0)b̂Y + xib̂X

ẑi(di) = â+ log yi(1)b̂Y + b̂D + xib̂X ,
(13)

where di denotes the treatment indicator for each unit i. If di = 0, yi(0) is observed and
yi(1) is unknown. If, instead, di = 1, yi(1) is observed and yi(0) is not. Since both ẑi(di)
and xi are observed as well, this leads to two equations with one unknown. Solving for
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yi(1)/yi(0) yields

yi(1)

yi(0)
= exp

(
− b̂D
b̂Y

)
, (14)

which in turn leads to

E

(
Y (1)

Y (0)

)
= exp

(
− b̂D
b̂Y

)
, (15)

because the right-hand side of (14) is constant.
Note that E (Y (1)/Y (0)) is identified at the cost of assuming a specific functional form

and that equivalence scales are independent of the welfare level (the latter assumption
could be relaxed, though; see, e.g., Lancaster and Ray 1998 and section 4).
Matching on characteristics X before applying the Engel approach (or some other

method for estimating equivalence scales) will generally reduce the sensitivity of results
with respect to model specification. A few more caveats are nevertheless required. In the
matching step, it is not possible to include household income Y or the welfare indicator Z.
Y can not be included, as some equivalence scale would then be required to make income
of different types of households comparable – which is the ultimate goal of the analysis.
Matching on Z will induce a tendency towards bD = 0 and a scale value of 1. Ruling out
Z as a candidate is problematic if one wishes to match on welfare indicators. This will
turn out to be impossible, if only a single welfare indicator is available, in which case
matching has to be restricted to socio-demographic characteristics. If two indicators Z1

and Z2 are available, one of them can be used in the matching step and the other in the
regression step. Note that this requires Z1 and Z2 not to be perfectly correlated, as this
would again imply a tendency towards bD = 0. If more than two (independent) welfare
indicators are available, one has to be used as the dependent variable in the regression
step, while all others can be included in the matching step, allowing to introduce several
welfare indicators into the analysis in a straightforward manner.

If two or more welfare indicators are available, another approach is to use simultaneous-
equation models, e.g., demand systems for expenditure data. In this case, one can proceed
in the following fashion. First, match observations using all welfare indicators except
Z1. Let M1 denote the set of matched units. Proceed in a similar fashion for all other
welfare indicators, in each case giving a set of matched units Mi. Analysis will then be
carried out using the intersection of all sets, M1∩M2∩M3∩ . . . This guarantees that only
households are included in the analysis that are appropriate with respect to each single
equation. Note, however, that this may drastically reduce the number of observations
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used for estimating equivalence scales, depending on the number of welfare indicators, the
number of other variables, and the specific matching procedure used.

4 Empirical examples

4.1 Set-up

In what follows, the procedure outlined in this paper thus far will be applied to three
examples. All examples are based on data from the German Survey of Income and
Expenditure (Einkommens- und Verbrauchsstichprobe; EVS) conducted in 2008. The
EVS is a quinquennial survey covering about 0.2 percent of the total population which
includes detailed questions on household income, expenditure and socio-demographic
characteristics of household members. All households record their income and expenditure
in a certain quarter of the relevant year.
In each of the examples, we are interested in estimating the scale weight of couples

with one child below age 14 compared to childless couples. The first example looks into
the sensitivity to model specification with and without non-parametric preprocessing
(NPP) without including welfare indicators in the matching step. The second example is
a variant of the first one and turns to the estimation of income-dependent equivalence
scales, achieving dependence on income through the way a model for the entire sample
is specified. Again, welfare indicators are not included in the matching step. The third
example focuses on the estimation of equivalence scales for a specific subgroup, viz. the
poorest 20% of couples with one child, using welfare indicators in the matching step.
In all examples, Engel’s approach is applied as described in the previous section. To

assess sensitivity, about 8,000 different model specifications are estimated before and
after NPP and balance checking, leading to a total of around 16,000 scale estimates for
each example. In each specification, log household income and a dummy variable for the
household type are included which are definitely required to arrive at a scale estimate; see
equation (15). The differing specifications additionally consist of all possible combinations
of: age of household head, age of household head squared, a dummy variable for the
broad region (East Germany=1; West Germany=0), a set of dummies for the type of
region (7 types), a set of dummy variables for employment status of the household head (5
possible states), a dummy variable for dual-earner couples (dual earner=1; otherwise=0),
a set of dummy variables for education of the household head (5 possible levels), and a
set of dummy variables for the quarter of year to capture seasonal effects. Age squared
is only included if age also enters the estimate linearly. Also, interaction terms of the
dual-earner dummy variable with all other variables just listed are included in some of
the specifications.
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Matching proceeds in the following fashion. Age, education and employment status
of the household head, region and type of region, quarter and a dummy for dual-earner
couples are always included in the matching step. As an additional welfare indicator,
expenditure on clothing for adults is used, following the proposal by Rothbarth (1943).
Regardless of whether this additional welfare indicator was included or not, one childless
couple is matched to each of the couples with one child. This restricts results to the support
of the variables for couples with one child. It is done because numbers of observations
of couples with and without a child are very different (see below). Furthermore, basing
estimates on households off the support of couples with children would mean that the
resulting scale weights are partly based on households which are not actually observed
with children.

To determine which observations to match, the distance function d(xi, xj) = ||xi−xj||V
is used, where ||a||V =

√
a′V a and V is a weighting matrix (Abadie and Imbens, 2011).

V is set to the inverse of the diagonal variance matrix of the included variables. All
analyses were performed using the freely available software R (R Core Team, 2014) and
the Matching package (Sekhon, 2011).
Balancing before and after matching is assessed based on different measures. In the

case of age, the difference in means between treatment and control group is used. The
same holds for the proportions of East Germans, dual-earner households, and expenditure
on clothing for adults. In the cases of educational attainment, type of region, employment
status, and quarter of the year, the index of dissimilarity is used (e.g., Iacus et al, 2011),
defined as

DI =
1

2

∑
|Pr(X = x|D = 1)− Pr(X = x|D = 0)|. (16)

DI equals zero if the distributions of covariates in treatment and control group coincide.
A value of 1 results if the distributions are completely dissimilar.

Note that for most analyses IP as described in section 3 was applied, excluding households
with members above age 65, with no employed members, or with at least one member
receiving unemployment benefits. This means that results are compared which are either
based on IP only or on both informal and formal preprocessing. In addition, some
observations are dropped because of missing or implausible values. This leaves 2, 314

couples with one child as the tratment group and 7, 054 couples without children as
potential controls for the following analyses.
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4.2 Full sample

Table 1 includes results regarding the balance of treatment and control group before
informal preprocessing (IP), after informal but before non-parametric preprocessing (NPP),
and after matching.

[Table 1 about here.]

IP already reduces differences between treatment and control group considerably. For
example, before IP mean age of the household head is almost 20 years higher for childless
couples than for couples with one child. After preprocessing, the difference decreases
to 8.6 years. After matching, virtually no differences are left for any of the variables
considered apart from a small difference in mean age of household head (of 2.3 years).
While the effects of IP are clearly strong, one may wonder whether the smaller effects

of NPP are worth the effort. Figure 1 shows the density of estimated scale weights which
result with and without matching. In both cases, IP is being applied beforehand.

[Figure 1 about here.]

The range of results is 0.13 without matching and 0.04 after matching, the standard
deviations of estimates are 0.04 and 0.01, respectively. This corresponds to a decrease of
70% (range) and 80% (standard deviation) of the variation after matching. Further note
that range and standard deviation in case of IP are only slighlty smaller than without
any preprocessing (range: 0.14; standard deviation: 0.04). Thus, matching has a strong
effect on sensitivity, and estimates are more stable, despite the reduction in the number of
observations. This is mostly due to the imbalance in age which is left after IP. Specifically,
the estimates between 1.18 and 1.20 which result when NPP is not applied are mostly
derived from model specifications that do not include age.3

The results shown in figure 2 relate to our second example. They are based on the same
data as the results in figure 1. The only difference is that each model includes D/Y (1) as
an additional explanatory variable, that is, the inverse of household income of couples
with one child.

[Figure 2 about here.]

As a result, equivalence scales now depend on income and are given by

E

(
Y (1)

Y (0)
|Y (1)

)
= exp

(
−b̂D
b̂Y

+
−γ̂ 1

Y (1)

b̂Y

)
,

3Therefore, the example may seem somewhat artificial, since age is next to always included in parametric
models. Note, however, that this does not always hold for non-parametric approaches which are in
principle prone to the same problems due to imbalance as parametric approaches.
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where γ is the coefficient of D/Y (1). Note that this is not the only possibility to arrive at
income-specific estimates, and others could have been used here instead (e.g., Lancaster
and Ray, 1998).

Figure 2 shows the lowest and highest scale weights derived from all models as they vary
by income Y (1). The difference between highest and lowest scale weights ranges from 0.12

to 0.17 without matching and from 0.04 to 0.07 with matching. For example, this means
that, depending on model specification and without matching, a couple with one child
and household income of 2, 000 Euro turns out to be comparable to childless couples with
income between 1, 317 and 1, 467 Euro, whereas the corresponding figures with matching
are 1, 300 and 1, 351 Euro. Again, matching considerably reduces sensitivity to model
specification. Note, however, that specifying income-dependence based on D/Y (1) leads
to implausibly high scale weights for households with low incomes with as well as without
matching.

4.3 Estimates for the lowest income quintile

The implausible results for low-income households showing up in figure 2 are possibly due
to the restriction that bY and γ are the same for all households, irrespective of whether
they have low or high income. It may thus be desirable to estimate equivalence scales for
low-income households in a different way. One way to proceed is to use only the lowest
income quintile of couples with one child, i.e., the poorest 20%, or any other “low” quantile.
This leads to the problem which households of childless couples to include in the analysis.
One could simply take the poorest 20%, but this raises the question whether the poorest
childless couples and the poorest couples with one child are comparable to each other
in terms of their welfare level. If for some reason the poorest 20% of childless couples
were worse off than the poorest couples with one child, it might be appropriate to include
childless couples with an income between the 5% and 25% quantile. However, this would
require scale weights or some similar information to be known ex ante.

After informal preprocessing, the poorest childless couple in the EVS data has a monthly
income of 742 Euro, and the poorest couple with one child has an income of 1, 225 Euro.
They would be equally well-off at a scale weight of about 1.65, which appears rather
high. On the other hand, the “richest” household among the poorest 20% has a monthly
income of 1, 804 Euro in the case of childless couples and 1, 989 Euro for couples with
one child. These figures would be equivalent at a scale weight of 1.1. This implies that,
among the poorest 20%, the “poorest poor” and the “richest poor” can only be comparable
simultaneously, if equivalence scales exhibit an unrealistically steep decline as income
increases. In other words, it is an indication that the lowest quintiles of both groups are
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possibly not comparable.
Therefore, matching can be applied to identify those childless couples that are com-

parable to the poorest couples with one child. Here, expenditure on clothing for adults
is included in the matching as a welfare indicator. In addition, childless couples with
a monthly household income above 3, 200 Euro were dropped to prevent matching of
low-income couples with one child with high-income childless couples. The value of 3, 200
Euro was derived from the (rounded) maximum monthly income of low-income couples
with one child (2, 000 Euro) times 1.6, where 1.6 can be safely assumed to be an upper
bound of the scale weight ex ante. Using the resulting data set of matched households,
Engel’s approach was applied and scale weights were estimated using equation (15). All
in all, this procedure only requires base independence to hold locally.
Table 2 shows results on balancing after informal preprocessing, but before matching,

comparing the poorest couples with one child to the full sample of childless couples. It
also includes results based on the naive approach of using the lowest income quintile of
childless couples for comparison. Finally, it displays results after matching (including a
welfare indicator) has been applied as formal, non-parametric preprocessing.

[Table 2 about here.]

In this case, informal preprocessing leaves substantial differences between treatment
and control group, in contrast to the results shown in table 1. The naive variant leads
to better balancing for most, but not all, variables, while some differences still remain.
After matching most variables are balanced, except for the continuous variables age and
expenditure on clothing which show rather small differences, though.
Final results of the scale weight estimations are shown in figure 3.

[Figure 3 about here.]

These results differ markedly in two respects. First, sensitivity to model specification is
large both for unmatched results and the naive variant. The range is 0.15 (unmatched)
and 0.14 (naive), and standard deviations amount to 0.05 and 0.04, respectively. Applying
non-parametric preprocessing reduces both the range (0.06) and the standard deviation
(0.02) and thus leads to more stable results. Second, the means of all estimates are
1.43 respectively 1.27 in the case of unmatched and naive results. Matching leads to
a mean of 1.31, in between the two other figures. The same relations hold for median
estimates as well as minimum and maximum estimates. Using matching in order to
identify suitable control units thus turns out to have strong effects on both sensitivity and
the level of estimates in this case, where we are seeking income-dependent scales weights
for households with low income.
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What can also be taken away from these last results is that scale weights for low-income
households, i.e., those located in the lowest quintile of couples with one child, are indeed
higher than those obtained for the full sample, if scale weights are assumed to be income-
invariant (see figure 1). But they are lower than those suggested by figure 2 for households
with income below 2, 000 Euro.

5 Conclusion

In this paper, we have argued that most econometric analyses of household behavior
employ informal data preprocessing to achieve comparability of observations across different
household types. We propose matching and balance checking as useful elements of a two-
stage procedure which is more firmly rooted in statistical theory and provide appropriate
methods for assessing and establishing comparability. The procedure is open to combining
different variants of matching with a variety of equivalence scale estimators (Dudel et al,
2013). Results building on this approach to formal, non-parametric preprocessing can be
expected to be less sensitive with respect to model specification than results which only
rely on informal preprocessing. In some cases, also the level of estimates may be affected.
As an example, we used German expenditure data to estimate equivalence scales for

couples with one child below age 14 compared to childless couples. Apart from demonstrat-
ing the increased stability of estimates, a methodology for estimating equivalence scales
for specific subpopulations – e.g., income groups – was developed and applied, following
a proposal by Szulc (2009), improving on his approach, and making use of additional
welfare indicators for matching. Results prove to be less sensitive and more plausible than
results relying on other methods. Furthermore, the approach can be easily adopted using
standard statistical software.
Possible extensions of our approach include the use of more diverse welfare indicators

and the combination with more complex regression models. For example, welfare indicators
could include indicators highlighted in Amartya Sen’s capability approach (Lelli, 2005).
Other methods for estimating equivalence scales which could possibly benefit from non-
parametric preprocessing include semi- and non-parametric approaches. Especially for the
latter, inclusion of additional control variables – next to some welfare indicator, income,
and household type – is nontrivial.
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Figure 1: Scale estimates of all specifications with and without matching
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Figure 2: Income-dependent scale estimates of all specifications with and without matching
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Figure 3: Scale estimates of all specifications with and without matching (poorest 20% of
couples with one child)
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Table 1: Balancing before informal preprocessing, before matching, and after matching

Variable Before IP Before NPP After NPP

Mean Age (Difference) 19.96 8.62 2.26
Proportion East German (Difference) 0.01 0.03 0.00
Proportion Dual Earners (Difference) -0.36 -0.05 0.00
Education (DI) 0.14 0.03 0.00
Region (DI) 0.01 0.03 0.00
Employment (DI) 0.43 0.03 0.00
Quarter (DI) 0.01 0.01 0.00

No of observations (Control) 15,533 7,054 2,314
No of observations (Treatment) 2,550 2,314 2,314
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Table 2: Balancing before and after matching

Variable Before NPP Naive After NPP

Mean Age (Difference) 11.03 8.36 3.71
Mean Expenditure Clothing/Month (Difference) 71.77 19.62 7.11
Proportion East German (Difference) -0.07 0.06 0.00
Proportion Dual Earners (Difference) 0.14 -0.10 0.00
Education (DI) 0.17 0.05 0.01
Region (DI) 0.06 0.07 0.01
Employment (DI) 0.02 0.08 0.02
Quarter (DI) 0.07 0.03 0.01

No of observations (Control) 7,088 1,416 464
No of observations (Treatment) 464 464 464
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