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Demographic Transition and Political Stability: Does Corruption Matter?

Abstract

A demographic transition resulting from an increase in the size of the young working age population can be a blessing or a curse for economic performance. We focus on the political stability effects of a larger youth population and hypothesize that corruption matters in this nexus. Using panel data covering the period of 2002–2012 for more than 150 countries, we find a negative interaction effect between the relative size of the youth population (17-25 years old) within the total working age population (15-64 years old) and corruption on political stability. This finding is robust, controlling for country and time fixed effects and a set of control variables that may affect stability. The negative interaction term between corruption and the youth population remains robust when we control for the persistency of political stability and the possible endogeneity of the main variables of interest through dynamic panel data estimations. Our findings shed more light on the political turmoil in the Arab world, with the so-called Arab Spring.
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1- Introduction

Our study focuses on the analysis of two factors that affect political stability, namely demographic transitions and corruption. Demographic transitions take different shapes, but the proxy highlighted in a political stability context is the ‘youth bulge’, a large percentage of young people in society. The likely negative impact of a large youth cohort on political stability has been highlighted theoretically (Moller 1968; Huntington 2002; Goldstone 2002) and empirically (Weber 2013; Urdal 2006; Barakat and Urdal 2009; Bricker and Foley 2013). Youth bulges appear to increase the risk of conflict through several channels (Goldstone 2002). The fact that several countries in the Middle East have large youth bulges, with approx. 30% of their working age populations in the youth age group, appears to be a powerful explanatory factor for recent uprisings in the region. The identification of key variables that mediate the stability effects of demographic transitions is urgently needed in light of the present and upcoming demographic challenges facing the world. In particular, developing countries with high birth rates, like Nigeria, Yemen and Somalia, raise concerns in this context.

These youths face limited opportunities. We suggest that a large youth cohort alone is not a sufficient driver for political instability but that it is conditional on social, economic and political factors, as shown by Bricker and Foley (2013) and Barakat and Urdal (2009). The factor under investigation in our analysis is corruption, suggesting that the chance of political instability increases in countries with a large youth cohort in the presence of pervasive corruption. One of the frequently suggested triggers for the so-called Arab Spring is corruption (Nur-Tegin and Czap 2012). Egypt ranked 70/158 in the 2005 Corruption Perception Index (CPI) by Transparency International\(^1\) and deteriorated to 115/180 in 2008\(^2\) (Diwan 2013). Syria shifted from 70/158 to 147/180 in the same period (Transparency International 2008). Corruption appears to have increased in these countries, and corruption might have instability effects not only because of its negative economic consequences but also due to the diminishing opportunities for people to fully participate in social, economic and political life in corrupt systems. Pressures on the labor market and the environment are already high during demographic transitions, and corruption might amplify instability effects.

A recent study by Onuoha (2014) highlights the role of widespread corruption in Nigeria as

---

one of the drivers of expansion of the “Boko Haram”\(^3\) group and the increasing youth memberships in it. The economic costs of corruption increase when the costs of political instability enter the calculation.\(^4\)

This paper adds to the literature in three ways. The main contribution is an empirical test of the relevance of corruption as an intermediary channel in a youth bulge – political stability nexus. Several studies highlight the importance of corruption and demographic transitions as triggers of political instability, but empirical tests of an interaction have yet to be completed. The present paper fills this gap and analyzes the joint effects on political stability. We show that the final stability effects of demographic change depend on the level of corruption. The second contribution is the use of a large sample and the latest data. Several countries affected by the so-called Arab Spring witnessed increased perceived corruption prior to the uprisings. These developments are covered by the time period of our dataset. The third contribution is the operationalization of (one- and two-step) system Generalized Methods of Moments to control for the persistence of dependent variables and the endogeneity of some regressors.

The remainder of this paper is structured as follows. Section 2 presents and discusses the literature on the determinants of political stability and the roles of demography and corruption in stability. Section 3 explains the data, the empirical methodology, the main results and robustness analyses. Section 4 concludes the paper.

2- Review of theoretical and empirical literature

This section examines the main variables under investigation in this paper, beginning with political stability as the dependent variable, followed by the key variables, demographic transitions and corruption.

2.1 Political stability

The existing literature offers a range of determinant factors for (in)-stability. Inequality in income distribution is identified as a driver of instability (Alesina and Perotti 1996) and also GDP growth (Alesina et al. 1996) is linked to stability. Alesina et al. (1996) find more evidence that causality goes from political stability to GDP growth than vice versa. Institutional quality has been highlighted as an explanatory variable for political stability in a number of studies. A portion of the literature applies measures for formal institutions that capture the existence of (political) institutions rather than outcomes. The results suggest an inverted U-shape nexus between institutional quality and political stability. Fully autocratic

\(^{3}\) Boko Haram is an extremist sect in Nigeria that has a radical interpretation of Islam and combats modern symbols, such as education, especially with respect to women. Their terrorist activities have caused significant damage in Northern Nigeria, undermining the stability of this oil-rich country.

\(^{4}\) See Dreher and Herzfeld (2005) for the economic costs of corruption and Salti (2013) for the economic costs of political instability in Lebanon.
and fully democratic regimes appear to be most stable, whereas countries with intermediate levels of institutional quality are more prone to instability (Urdal 2006, Barakat and Urdal 2009, Schomaker and Wentzel 2014). Niang (2010) finds that rather than regime type, the durability of a regime lowers the chance of violence. Bricker and Foley (2013) apply a measure for rule of law. The results support the expectation that higher institutional quality decreases the risk of conflict.

Recent studies that have been undertaken to investigate the stability effects of demographic transitions focus on the argumentation that young men pose threats to political stability via intolerance and extremist political ideas (Weber 2013) or try to capture moderating factors that can explain political stability in the youth bulge context. The moderating factors under investigation are mostly economic ones, such as unemployment and pressure on the labor market in transitional periods with high dependency ratios (Urdal 2006; Bricker and Foley 2013). Other factors are rarely found in empirical works, with the exception of institutional quality and education (Barakat and Urdal 2009), but qualitative works clearly suggest digging deeper for social and political factors to understand recent revolts in the Middle East and worldwide (Yousef 2003; Diwan 2013).

2.2 Demographic Transition

The term demographic transition is used to describe observable changes in birth and mortality rates and the corresponding population growth. Demographic transitions go through several stages. The first stage is characterized by high birth rates and high mortality rates. Birth rates exceed mortality rates during the second stage, resulting in high population growth. The third stage witnesses low birth rates and low mortality rates (Doces 2011). The first and third stages represent low population growth, but this work is interested in learning about the effects of the second stage. High population growth over a limited period of time consequently leads to a relative large youth cohort. A relatively large working age population is also called a ‘window of opportunity’ because one can assume that a country can prosper when there are relatively many people working, supporting a relatively small non-working age population (Chaaban 2009).

While some countries can take advantage of this opportunity, a large working age population can also be a challenge if the state’s capability to deal with the situation is limited. The competition for finite resources increases and socio-economic demands (like housing, education and job opportunities) have to be met (Nordås and Davenport 2013). The job market is under pressure due to the high demand for job opportunities, and the young adult generation is likely to be the most unsatisfied because youth unemployment is generally
higher than total unemployment (Barakat and Urdal 2009). If a large youth cohort coincides with a stagnant economy and vast unemployment, the chances for political instability rise also because of the low opportunity costs for young men to engage in political violence (Weber 2013; Bricker and Foley 2013; Yousef 2003). Definitions for youth bulges can be found in a variety of studies, and the age structure and gender-related data often differ. A conventional youth bulge proxy is the 15-24-year-old male population as a share of all males aged 15 and older (Urdal 2006). Another possible age-set is the male population aged 15-29 divided by the total male population aged 15 and older (Weber 2013). A new approach is presented by Bricker and Foley (2013), who convincingly argue that the age-set 17-26 is more interesting to look at in a socio-economic research. They suggest that this group of young adults is looking for full-time employment and chances are high that they will engage in political violence if unsatisfied. Their Youth Risk Factor is defined as the share of 17-26 divided by the size of the total labor force.

2.3 Corruption

Corruption, defined here as the misuse of public office for private gain (Treisman 2000), is the most complex variable under investigation. Causes of corruption can also be consequences. In our analysis, corruption may affect political stability, but political stability itself reduces corruption (Treisman 2000; Nur-Tegin and Czap 2012). While the positive correlation between corruption and political instability is striking (Schumacher 2013), the study of its causes and consequences is somewhat complex (Lambsdorff 2007). Despite this burden, a growing number of studies on corruption present useful results for our analysis. The following is an overview of effects that are identified to be consequences of corruption and how these are linked to demographic transitions and political stability. Lambsdorff (2007) highlights the importance of corruption’s effects on inequality. The impact of corruption on income inequality is statistically significant, as shown by Gupta et al. (2002) in a cross section of 37 countries by using Ordinary Least Squares (OLS) and instrumental variable techniques to address endogeneity problems. Following this causality, a relevant finding is presented by Alesina and Perotti (1996) from a sample of 71 countries and a dataset covering 1960-85. Estimating a system of two equations to take into account endogeneity, the findings show that income inequality increases socio-political instability. Corruption distorts public funds towards areas where bribes can be more easily collected, such as capital intensive infrastructure projects, rather than investing in the employment-intensive health care and education sectors (Mauro 1995; Gupta, Davoodi, and Tiongson 2001; Blackburn and Sarmah 2008). Peoples’ talents concentrate on rent seeking in corrupt
societies, rather than focusing on long-term benefits (Mo 2001). Corruption affects the poor by reducing social services. In contrast, it can be argued that it benefits the well-connected individuals of society, who are likely to be found in the high-income class (Gupta, Davoodi, and Alonso-Terme 2002). Finally, corruption itself can motivate people to participate in public protests or can cause instability at the hands of corrupt regime officials (Treisman 2000).

A further study (Mo, 2001) links corruption to political stability by investigating the transmission channels of corruption on economic growth. The results show that a one-unit increase in corruption in the 1999 Transparency International-CPI corruption index reduces economic growth by 0.545 percentage points. One of the major transmission channels of growth effects of corruption is political stability. Political instability following increasing corruption accounts for 53% of total negative effect of corruption on growth. Other channels through which corruption reduces growth are negative effects on human capital and private investment. This result indicates causality between corruption and political stability while focusing on the negative outcome for economic development. An earlier study suggests that the impact of corruption on economic growth is largely via its impact on the investment ratio to GDP (Mauro 1995).

Whereas the abovementioned studies identify consequences of corruption, another part of the literature analyzes its determinants. This literature demonstrates the influence of political regimes on corruption and provides evidence that corruption is lower in democratic countries (Nur-Tegin and Czap 2012) and that democratic election processes decrease corruption (Schumacher 2013; Treisman 2000). In contrast, newly founded democracies might not reduce corruption or provide economic and political stability (Nur-Tegin and Czap 2012). Rather, improvements in control of corruption can be found in decade-long democracies (Treisman 2000). It also seems to be important to distinguish between the natures of corruption. If a briber can be sure that he gets what he wants in return for his bribes, the effect on investments might be less severe in comparison to bribes where the briber remains unsure (Mauro 1995; Lambsdorff 2007).

As shown above, several findings suggest a link between corruption and political (in-)stability. Corruption affects a series of measures that can ease or challenge the pressure of a large youth cohort in a political stability context. Corruption not only has direct economic effects on growth and investment, for example, but also affects the political behavior of individuals. On the basis of the related literature, we present the following hypothesis, which will be evaluated empirically:
**Hypothesis:** The final effect of a demographic transition (youth bulge) on political stability depends on the level of corruption. An increasing youth bulge will be a challenge for the stability of political systems with high corruption, *ceteris paribus*.

3- **Empirical research design**

3.1. Data, specification, and empirical strategy

Our main hypothesis is that increasing the relative size of youth in the working age population following a demographic transition destabilizes the political system only when a country is suffering from higher levels of corruption.

We test our hypothesis using panel regressions for more than 150 countries from 2002-2012. To estimate whether the relationship between demographic transitions and political stability varies systematically with the level of corruption, we use the following model:

\[
polstab_{it} = \text{cons} + \beta_1 \cdot demog_{it} + \beta_2 \cdot cor_{it} + \beta_3 \cdot (demog_{it} \times cor_{it}) + \beta_4 \cdot Z_{it} + u_i + \theta_t + \epsilon_{it},
\]

(1)

with country \(i\) and time \(t\). \(polstab\) is the political stability index, \(demog\) is the demographic transition, \(cor\) is a measure of corruption, \(demog \times cor\) is the interaction of the demographic transition and corruption and \(Z\) is the control variables. All explanatory variables are lagged one year to reduce possible endogeneity problems (see Mehran and Peristian, 2009; and Bjorvatn, Farzanegan and Schneider, 2012 for a similar approach).

In addition to our main variables of interests (\(demog, cor\) and their interaction term), there are other country specific factors that may shape the stability of a political system. Factors such as geographical location, cultural and historical heritage, norms and regional conventions related to the political power, and religion may foster political instability or secure the stability of a system. We control for unobserved time-invariant factors by including country fixed effects (\(\mu_i\)). In addition, we control for the common time shocks that may affect the political stability of all countries in our sample at the same time (\(\delta_t\)). Events such as the 9/11 terrorists attack, the Iraq war in 2003 and the Arab Spring are some examples. If such country-specific or time-specific factors are correlated with a demographic transition or corruption, then both pooled cross section and random effects estimations may lead to biased and inconsistent results. \(Z\) covers other control variables, such as natural resource rents (% of GDP), oil rents (% of GDP), real GDP per capita, population growth, trade openness, FDI (% of GDP), and the quality of institutions (voice and accountability, rule of law and government effectiveness). We also control for arbitrary heteroskedasticity and serial correlation by using cluster-robust standard errors at the country level (see Wooldridge, 2002).

3.2. Dependent and independent variables
Our dependent variable is political stability and the absence of violence/terrorism, which is based on the World Governance Indicators (WGI) (see Kaufmann, Kraay and Mastruzzi (2010) for more details). This index captures perceptions about the likelihood that the government will be destabilized or overthrown by unconstitutional or violent means, including politically motivated violence and terrorism. We believe that this index captures the political risks of increasing the youth population in a corrupt political economy system. The index ranges approximately from -2.5 to +2.5. A higher value for the index indicates greater political stability. The WGI indicators, including political stability, are based on the assessments of experts. We address the potential subjective bias in the WGI index of political stability by using fixed effects in which we focus on within country variation in data (see Bezemer and Jong-A-Pin, 2013 for the similar approach). The WGI also measures five other dimensions of good governance, namely control of corruption, regulatory quality, government effectiveness, rule of law and voice and accountability. The WGI indicators are widely used in the literature (see, for example, Kaufmann et al. (2010), Meen and Weill (2005), Easterly (2002), Al-Marhubi (2004), Bjornksov (2006), Aixala and Fabro (2007, 2008), Huynh and Jacho-Chavez (2009), and Langbein and Knack (2010)).

One of our main independent variable is the share of the youth population within the working age population, which is defined as the share of the population aged 17-25 years old in the working age population (15-64 years old). A similar indicator (the ratio of 17-26 year olds to the working age population) is used by Bricker and Foley (2013). Our hypothesis is that a youth population burden may destabilize the political system if corruption is pervasive. To model the conditional effect of youth bulges on political stability, we use a corruption indicator from the WGI database as another main independent variable of interest. In the WGI, corruption captures perceptions of the extent to which public power is exercised for private gain, including both petty and grand forms of corruption, as well as the "capture" of the state by elites and private interests. Thus, it covers both petty and grand corruption in both economic and political zones. A higher score indicates lower corruption. We have reversed the index (by multiplying it by -1) in our analysis; therefore, a higher score indicates greater corruption. To reduce the risk of omitted variable bias, we also control for the logarithm of real GDP per capita, the population growth rate, the share of total natural resource rents in GDP and the share of oil rents in GDP, trade openness (total trade in GDP) and the share of foreign direct investment in GDP and other dimensions of governance, such as voice and accountability, rule of law and government effectiveness (the simple average of these three dimensions) in various specifications. To reduce the reverse feedback from political stability
on the right hand side (RHS) variables, all independent variables are included with a one-year lag in the models. We also control for country and time unobservable factors, such as geographical location, religion, norms and tradition and year-specific shocks by including country and time fixed effects. We follow a specific to general approach in modelling. We begin by including initially the youth share of the working age population followed by corruption and its interaction with the youth cohort. In subsequent models, we include other control variables one by one until reaching a general model in which we include the full set of control variables. We control for country and time fixed effects in all models. The sample period is 2002-2012. The source of information for demographic variables is the Population Estimates and Projections database of the World Bank. All other variables, except for governance indicators which are explained earlier, are from the World Bank (2014).

3.3. Main results
The fixed effects OLS regressions results are presented in Table 1. In general, as we can see in models 1.1 to 1.11, the youth bulge, *ceteris paribus*, is a bonus for stability in political systems. However, this positive outcome, which is also statistically significant in models 1.1-1.3, 1.5, and 1.10, is not guaranteed. As we observe from the interaction of corruption and youth, the final stability effects of youth bulges within countries and across the world very much depend on the level of corruption. The negative interaction terms show that although the youth population is generally positively associated with stability, this stability effect is only realized in countries with low levels of corruption. In other words, a demographic blessing can be easily turned into a demographic curse for political systems in countries with pervasive corruption.

---

### Table 1. Panel fixed effects regression

<table>
<thead>
<tr>
<th></th>
<th>(1.1)</th>
<th>(1.2)</th>
<th>(1.3)</th>
<th>(1.4)</th>
<th>(1.5)</th>
<th>(1.6)</th>
<th>(1.7)</th>
<th>(1.8)</th>
<th>(1.9)</th>
<th>(1.10)</th>
<th>(1.11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>political stability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>youth (-1)</td>
<td>3.338***</td>
<td>3.348***</td>
<td>3.434**</td>
<td>2.241</td>
<td>3.274**</td>
<td>1.960</td>
<td>2.667</td>
<td>1.963</td>
<td>2.347</td>
<td>3.706**</td>
<td>1.700</td>
</tr>
<tr>
<td></td>
<td>(2.06)</td>
<td>(2.21)</td>
<td>(2.22)</td>
<td>(1.65)</td>
<td>(2.11)</td>
<td>(1.45)</td>
<td>(1.35)</td>
<td>(1.33)</td>
<td>(1.63)</td>
<td>(2.43)</td>
<td>(1.25)</td>
</tr>
<tr>
<td>corruption (-1)</td>
<td>-0.278***</td>
<td>0.145</td>
<td>0.326</td>
<td>0.129</td>
<td>0.292</td>
<td>0.117</td>
<td>0.253</td>
<td>0.258</td>
<td>0.206</td>
<td>0.358*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-4.26)</td>
<td>(0.66)</td>
<td>(1.63)</td>
<td>(0.58)</td>
<td>(1.45)</td>
<td>(0.38)</td>
<td>(1.23)</td>
<td>(1.23)</td>
<td>(0.94)</td>
<td>(1.72)</td>
<td></td>
</tr>
<tr>
<td>youth(-1)×corruption(-1)</td>
<td>-1.570*</td>
<td>-2.125***</td>
<td>-1.503*</td>
<td>-2.054***</td>
<td>-1.449</td>
<td>-1.845***</td>
<td>-1.949***</td>
<td>-1.281</td>
<td>-1.702**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.95)</td>
<td>(-2.82)</td>
<td>(-1.87)</td>
<td>(-2.75)</td>
<td>(-1.18)</td>
<td>(-2.40)</td>
<td>(-2.50)</td>
<td>(-1.63)</td>
<td>(-2.26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>log_gdppc(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.269**</td>
<td></td>
<td></td>
<td></td>
<td>0.198</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.02)</td>
<td></td>
<td></td>
<td></td>
<td>(1.40)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>popg(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0132</td>
<td></td>
<td></td>
<td>0.009</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.80)</td>
<td></td>
<td></td>
<td></td>
<td>(0.75)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rent_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.005**</td>
<td></td>
<td></td>
<td>-0.004*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-2.07)</td>
<td></td>
<td></td>
<td>(-1.79)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>oil_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.93)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>trade_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.000</td>
<td></td>
<td></td>
<td>-0.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.08)</td>
<td></td>
<td></td>
<td>(-0.01)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fdi_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.0004</td>
<td></td>
<td></td>
<td>-0.0004</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.25)</td>
<td></td>
<td></td>
<td>(-0.28)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inst(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.447***</td>
<td>0.395***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3.94)</td>
<td>(3.27)</td>
</tr>
</tbody>
</table>

**Observations:** 1892 1883 1883 1804 1877 1801 878 1778 1793 1882 1712

**Within R-sq:** 0.01 0.05 0.06 0.06 0.06 0.07 0.06 0.05 0.05 0.08 0.09

**Note:** Sample period is 2002-2012. Constant term is included but not reported. Robust t statistics are in (). Country and time fixed effects are included in all models. ***, ** and * shows statistical significant at 1%, 5% and 10% levels.
Model 1.3 shows that greater corruption significantly reduces the positive stability effect of a youth bulge. In models 1.4-1.11, we aim to check the robustness (sign and significance) of the interaction term to the inclusion of other control variables. Can economic development, measured by the lag of income per capita, affect the relevance of corruption in the youth-stability nexus? As we see in model 1.4, even including income per capita does not affect the negative sign of the interaction term. Its inclusion increases the magnitude and statistical significance of the interaction term between corruption and youth. Model 1.5 checks for the relevance of the population growth rate as a proxy for an overall increase in the population burden. Again the main findings are not affected.

Total natural resource rents as a share of GDP in the previous year have a negative and statistically significant association with current political stability. This finding is in line with several studies that suggest that higher resource rents increase political instability and intensify conflicts by funding rebel groups, weakening state institutions, and making separatism financially attractive in resource-rich regions (see Collier and Hoeffler (2004),Fearon and Laitin, (2003), and Le Billon (2003)). Inclusion of this important variable of rents does not wash out the role of interaction between corruption and youth. Still, corruption can significantly modify the stability association of youth bulges.

Model 1.7 looks at a specific form of natural resources, namely oil rents. The effect of oil rents on stability is negative but insignificant. Using oil rents instead of total resource rents also lead to a reduction in observations, from 1801 in the former to 878 in the latter case.

Trade openness and foreign direct investment can also shape the stability of political systems. Greater integration in the world economy and more investments can provide new job opportunities, knowledge transfer and human capital formation, which then increases the opportunity costs of instability. However, in our sample, inclusion of trade and FDI indicators does not reduce the importance of the interaction of corruption with youth bulge. Both trade and FDI indicators are statistically insignificant.

Other dimensions of institutions may also affect both corruption and political stability. Thus, we need to control for it to avoid spurious association between our main variables of interest. The voice and accountability of a state, the rule of law and government effectiveness, all in one concept of institutions, have a powerful prediction capacity for current and future changes in the stability of political systems, as is visible in model 1.10. In model 1.11, where we include the entire set of control variables in addition to our three main independent variables,

---

6 Bjorvatn and Farzanegan (2014) explain that the rent-stability nexus depends on a balance of political power (political factionalism). Also see Farzanegan, Lessman and Markwardt (2013).
our interaction term survives. Corruption matters in the stability-youth bulge association, regardless of the structure of the economy, the size of the country, the degree of globalization and natural resource wealth and the quality of institutions. Finally, we have controlled for education in model 1.11 (not reported). Our proxies are school enrollment at the secondary level (% gross) and the share of public spending on education in GDP in addition to their interaction with youth population. Would it be a more intellectual society (or youth) that tend to gather and cause instability in the presence of corruption? Or does it stem from societies that are less educated and perhaps poorer as a whole? Our results show that controlling for other variables, education variable and its interaction with youth stability effects are not statistically significant. In addition, we control for interaction of institution variables as defined earlier with youth population in model 1.11. Neither institution nor its interaction term with youth is statistically significant, controlling for other variables.7

The overall impact of youth bulges on political stability is positive, but greater corruption in politics and economics moderates this positive effect. In other words, youth populations will be a demographic bomb in corrupt countries where misallocations of resources and opportunities are common. We have also illustrated the marginal impacts of youth bulges on political stability at different levels of corruption, reporting 90% confidence intervals around estimated marginal effects.

Figure 1 shows the estimation of marginal impacts on the basis of model 1.11 in Table 1. It shows that when the corruption is under control (i.e., around the minimum of -2.55, such as in Denmark and Finland), the increasing youth population will act as a bonus for the political system, which is also statistically significant. More corruption will reduce this stability bonus significantly. In extreme situations, where a country’s level of corruption is around the maximum range (such as in Equatorial Guinea; Haiti; Korea, Dem. Rep.; Myanmar, and Somalia), the youth bulge acts like a demographic bomb for political stability. The negative zone, however, is not statistically significant. Thus, overall, we have found a youth bulge bonus in our analysis, which can be reduced significantly by increasing corruption.

7 We have also controlled for unemployment, youth total (% of total labor force ages 15-24) (for male and female separately). We use it in regression analysis for model 1.11 in Table 1 which has also other control variables. Indeed, the one year lag of youth unemployment has a negative effect on stability. Including this variable however does not affect the main interaction term between corruption and youth on stability: it remains negative and significant. Also we tested male and female youth unemployment separately (some countries like Qatar have a very low male youth unemployment while this for female is several times higher). The female youth unemployment is negative and significant while male youth unemployment is not significant (statistically) but negative. We have not reported these additional interactions in table 1 to save the space, but the results are available upon request.
Figure 1. Final stability effect of 1% increase in the (lag of) youth bulge at different levels of (lag of) corruption

Note: the middle solid line shows the marginal impacts of (lag of) youth on stability at different level of (lag of) corruption. The dashed lines show the error band (at 90% confidence intervals) around the marginal impact. The calculation is based on the model 1.11 in Table 1. Note that (lag of) corruption is ranging from minimum -2.55 to maximum 1.92 in our overall sample.

Our dependent variable, political stability, can also be persistent. Conflicts and instabilities in the past are more likely to continue in forthcoming years. Their fluctuations can be highly dependent on their historical development. To control for the possible persistence of stability, we need to control for the lag of the dependent variable in our estimation. Including the lag of stability in the RHS variables in the presence of fixed effects can cause the Nickel Bias. This bias is significant only in the case of short panels. In other word, the bias reduces as the number of periods in the analysis increase (Roodman, 2006). In addition, there is the possibility that our main variables of interest, namely youth bulges, corruption and their interaction terms, at the current time are also affected by political stability in the same year. Instability and terrorism in extreme cases may re-shape demographic variables, though not in the short term, and the quality of control of corruption and the capacities of the state to control corruption. To address all these concerns, we use the (one- and two-steps) system Generalized
Methods of Moments (GMMs) with heteroskedasticity robust standard errors at the country level. This method of estimation uses lagged values of independent variables (in levels and differences) to instrument the potentially endogenous variables. This method is also efficient when we have the lag of the dependent variable on the right hand side of model (for more information on dynamic system GMMs, see Arellano and Bover (1995) and Blundell and Bond (1998)). Compared with the difference GMM, the system GMM provides more efficient and precise estimates through increasing precision and decreasing the finite sample bias (Baltagi, 2008). In addition, the system GMM keeps the cross-country dimension of the data, which is lost when we use the difference GMM (Castello-Climent, 2008). We instrument the lags of stability, youth, corruption and their interaction term, using 1 to 4 lags of them. Natural resource rents and the quality of institutions are entered into the model using their own lags. The validity of the employed set of instruments is examined through the Hansen statistic. The null hypothesis under the Hansen test is that the used instruments are valid. In our estimations, we cannot reject the null hypothesis (the p-values of the Hansen test are greater than 10%). We also show test statistics for first and second-order serial correlation in the error process. If the instruments are appropriately uncorrelated with the errors, then we want to reject the presence of second-order serial correlation. As Table 2 shows, our results are also immune to this possibility.

The dynamic panel estimation results in Table 2 show the persistence of stability in political systems. The lag of the dependent variable is positively and significantly correlated with current stability. We control for the lag of natural resource rents in GDP, the lag of the logarithm of GDP per capita and the lag of the quality of institutions (the simple average of voice, rule of law and government effectiveness) in addition to our main variables of interest and fixed effects. There might be other drivers of stability that are not included in the estimation, but their effects are possibly controlled in estimations by including the lag of political stability in the RHS variables (see Sachs and Warner (1997 and 2001) for the similar approach).

The relevant and important question then is whether the interaction of the youth bulge and corruption variables remains in the regression even after controlling for previous political stability. Table 2 shows that interaction term remains negative and statistically significant at conventional levels. We also examined the GMM estimations by using the stability and corruption indicators from the ICRG database. The negative and significant interaction terms between youth population and corruption remains.
<table>
<thead>
<tr>
<th></th>
<th>(2.1)</th>
<th>(2.2)</th>
<th>(2.3)</th>
<th>(2.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>two-step system GMM</td>
<td>one-step system GMM</td>
<td>two-step system GMM</td>
<td>one-step system GMM</td>
</tr>
<tr>
<td>Dependent variable:</td>
<td>polstab(-1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.900***</td>
<td>0.908***</td>
<td>0.903***</td>
<td>0.910***</td>
</tr>
<tr>
<td></td>
<td>(29.89)</td>
<td>(34.42)</td>
<td>(30.41)</td>
<td>(34.24)</td>
</tr>
<tr>
<td>youth</td>
<td>-0.245</td>
<td>-0.170</td>
<td>-0.216</td>
<td>-0.132</td>
</tr>
<tr>
<td></td>
<td>(-0.49)</td>
<td>(-0.34)</td>
<td>(-0.41)</td>
<td>(-0.27)</td>
</tr>
<tr>
<td>corruption</td>
<td>0.0106</td>
<td>0.00146</td>
<td>-0.000346</td>
<td>-0.00393</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(0.02)</td>
<td>(-0.00)</td>
<td>(-0.05)</td>
</tr>
<tr>
<td>youth × corruption</td>
<td>-0.563**</td>
<td>-0.512*</td>
<td>-0.527*</td>
<td>-0.494*</td>
</tr>
<tr>
<td></td>
<td>(-2.05)</td>
<td>(-1.89)</td>
<td>(-1.78)</td>
<td>(-1.78)</td>
</tr>
<tr>
<td>totalrent_gdp(-1)</td>
<td>-0.00187</td>
<td>-0.00184</td>
<td>-0.00200</td>
<td>-0.00194</td>
</tr>
<tr>
<td></td>
<td>(-1.41)</td>
<td>(-1.47)</td>
<td>(-1.10)</td>
<td>(-1.18)</td>
</tr>
<tr>
<td>inst(-1)</td>
<td>-0.0764</td>
<td>-0.0735</td>
<td>-0.0851</td>
<td>-0.0814</td>
</tr>
<tr>
<td></td>
<td>(-1.11)</td>
<td>(-1.05)</td>
<td>(-0.92)</td>
<td>(-0.99)</td>
</tr>
<tr>
<td>log_gdppc(-1)</td>
<td>0.00422</td>
<td>0.00326</td>
<td>(0.16)</td>
<td>(0.14)</td>
</tr>
</tbody>
</table>

Observations 1797 1797 1781 1781
No. Instruments 178 178 178 178
Hansen J statistic 0.380 0.380 0.496 0.496
*p-value
AR(1) *-value 0.00 0.00 0.00 0.00
AR(2) *-value 0.917 0.919 0.904 0.909

Note: Robust t statistics in parentheses. Sample period is 2002-2012. Results generated using the xtabond2 command in Stata, with small sample adjustment and assuming exogeneity of time dummies. Endogenous variables are lags of dependent variable (polstab), youth, corruption, and youth_corruption and are instrumented by 1–4 lags. The AR (2) test and the Hansen J test indicate that there is no further serial correlation, and the overidentifying restrictions are not rejected in all cases.

* Significantly different from zero at 90% confidence.
** Significantly different from zero at 95% confidence.
*** Significantly different from zero at 99% confidence.

3.4. Robustness checks

To check the sensitivity of our main findings, we use alternative measurements for corruption and political stability from the International Country Risk Guide (ICRG, 2013) published by the Political Risk Services (PRS) group. One advantage of using the ICRG is its comprehensive coverage of countries over time, which reduces the sample selection bias. The ICRG corruption index is frequently used in the literature (e.g., Biswas et al., 2012; Bjorvatn and Farzanegan, 2013; Alesina and Weder, 2002; Bhattacharyya and Hodler, 2010; Fredriksson and Svensson, 2003; and Knack and Keefer, 1995). The corruption variable ranges from 0 (most corrupt) to 6 (least corrupt). To make the results more interpretable, we
re-scaled it from 0 (least corrupt) to 1 (most corrupt). This indicator measures corruption in
the political system. Political or grand corruption hampers investment and production through
the misallocation of economic and human resources on the basis of patronage and nepotism
(for the negative effect of corruption on growth, see Knack and Keefer, 1995; Mauro, 1995;
Mo, 2001; and Tanzi and Davoodi, 2001, among others). More specifically, the ICRG
corruption indicator aims to cover “actual or potential corruption in the form of excessive
patronage, nepotism, job reservations, ‘favor-for favors’, secret party funding, and
suspiciously close ties between politics and business”. This coverage is related to our main
research questions, which aim to highlight the role of corruption in destabilizing the political
systems in countries experiencing a significant demographic transition. One of the main
critiques of the WGI and ICRG indicators is that they measure the perception of corruption
(or other dimensions of governance) and perceptions and expert evaluations may not
necessarily reflect the reality of governance. We also acknowledge this critique. Corruption as
a latent variable is difficult to be measured using objective data. Information such as records
of bribery cases in courts or the number of prosecutions related to corruption may not
necessarily reflect the size of real corruption but rather the efficiency of the police and
judiciary system to address the problem. However, studies show that there is a significant
positive correlation between perception-based indicators of corruption and the actual
experience of corruption, as measured by International Crime Victim Survey data
(Lambsdorff, 2007, see also Biswas et al., 2012 for the similar view).

In addition, we use the internal conflict indicators of the ICRG in our robustness check as a
dependent variable. This is an evaluation of the political risk of internal conflict and violence
for the governance. It covers three components of risk: civil war and coup treat, terrorism and
political violence, and civil disorder. A score of 4 is given to each of these three components
will show the lowest risk of conflict. Thus the maximum best grade will be 12, i.e., lack of
internal conflict. We have also re-scaled this index from 0 (least internal stability) to 1
(highest internal stability). This index has also been used widely in previous studies (see, for
example, Jinjarak, 2009; Farzanegan, Lessmann and Markwardt, 2013; Bjorvatn and
Farzanegan, 2013).

Table 3 shows the results using the ICRG indicators of corruption and political stability. We
follow the same empirical specifications that we used earlier and presented in Table 1. The

---

8 Biswas, Farzanegan and Thum (2012) also show how corruption (which is measured by the ICRG index) can
amplify the destructive environmental effects of the shadow economy. Buehn and Farzanegan (2012) and
Farzanegan (2009) show how corruption can stimulate smuggling and illicit trade around the world and in the
case of Iran, respectively.
results again support our main hypothesis, implying that the positive stability effects of a youth population is significantly reduced at higher levels of corruption within countries, controlling for country and time fixed effects and a set of other control variables.

In other words, to grasp the reasons behind conflicts and instability in countries experiencing a significant demographic transition, especially regarding their young populations, we need to look at corruption perceptions. Political corruption and state captures increase not only income inequality but also inequality in the allocation of opportunities. The international surveys before the Arab Spring political conflicts show that ending corruption was among the top demands of the Arabs.⁹ Ending corruption and nepotism ranked higher than wanting democracy within the Arab societies. Corruption leads to a “de-facto exclusion of the middle classes from opportunities for socioeconomic advancement” (Richards, et al., 2013, p.414). In previous estimations we used the share of population aged 17-25 to population aged 15-64. For robustness check, we estimate the model by using the relative size of population aged 20-29 years old to population aged 30-59 as a relative youth cohort size besides the ICRG indicators of corruption and political stability. The results are shown in Table 4. Using a different demographic indicator to measure the relative weight of youth/young cohort of population does not change our main earlier findings. Corruption combined by increasing share of young pool of population is a major risk for the stability of political system worldwide. The corruption matters as significant moderator in stability-youth nexus in almost all models. Finally, the low within country R-squared may initially indicate that our specifications do not explain a major part of internal stability (or conflict). Our main goal, however, is not to explain all within country variations in internal stability in different countries but to test the relevance and importance of moderating role of corruption in stability-youth bulge nexus. ¹⁰

---

⁹ For more details on 2005 poll by Zogby International see http://b.3cdn.net/aai/8e7f27fe5092d5b15_znm6bxbjf6.pdf

¹⁰ R² of the “within” estimation is not correct because the intercept term is suppressed when we estimate the model with fixed effects (see Park 2011). In the -xtreg, fe- calculation, we are washing out the explanatory effects of the intercepts. If we just run the model using linear regression with year and country dummies, those explanatory effects are not removed and we get much higher R² (see http://www.stata.com/statalist/archive/2003-05/msg00336.html). Finally, the relevance of R² depends on whether we are testing if corruption moderates the political stability-demographic transition nexus, or whether we are trying to explain what makes countries politically stable. In current analysis, the former part is our goal.
### Table 3. Panel fixed effects regression (using ICRG corruption and stability indicators)

<table>
<thead>
<tr>
<th></th>
<th>(3.1)</th>
<th>(3.2)</th>
<th>(3.3)</th>
<th>(3.4)</th>
<th>(3.5)</th>
<th>(3.6)</th>
<th>(3.7)</th>
<th>(3.8)</th>
<th>(3.9)</th>
<th>(3.10)</th>
<th>(3.11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Political stability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(polstab_icrg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>youth (-1)</td>
<td>0.319</td>
<td>0.311</td>
<td>1.048**</td>
<td>0.957*</td>
<td>1.067**</td>
<td>1.019**</td>
<td>0.354</td>
<td>0.995**</td>
<td>1.023**</td>
<td>0.942*</td>
<td>0.902*</td>
</tr>
<tr>
<td>(0.82)</td>
<td>(0.80)</td>
<td>(2.15)</td>
<td>(1.92)</td>
<td>(2.18)</td>
<td>(2.01)</td>
<td>(0.54)</td>
<td>(2.00)</td>
<td>(2.09)</td>
<td>(1.93)</td>
<td>(1.71)</td>
<td></td>
</tr>
<tr>
<td>Corruption_icrg(-1)</td>
<td>0.00850</td>
<td>0.343*</td>
<td>0.388**</td>
<td>0.347*</td>
<td>0.415**</td>
<td>0.213</td>
<td>0.387**</td>
<td>0.411**</td>
<td>0.320*</td>
<td>0.399**</td>
<td></td>
</tr>
<tr>
<td>(0.19)</td>
<td>(1.95)</td>
<td>(2.14)</td>
<td>(1.96)</td>
<td>(2.27)</td>
<td>(0.81)</td>
<td>(2.12)</td>
<td>(2.26)</td>
<td>(1.84)</td>
<td>(2.15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>youth(-1)×corruption_icrg(-1)</td>
<td>-1.260**</td>
<td>-1.402**</td>
<td>-1.271**</td>
<td>-1.534**</td>
<td>-0.713</td>
<td>-1.148**</td>
<td>-1.532**</td>
<td>-1.104*</td>
<td>-1.403**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2.03)</td>
<td>(-2.20)</td>
<td>(-2.04)</td>
<td>(-2.39)</td>
<td>(-0.70)</td>
<td>(-2.21)</td>
<td>(-2.40)</td>
<td>(-1.78)</td>
<td>(-2.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>log_gdppc(-1)</td>
<td></td>
<td>-0.0136</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.0339</td>
<td>(-0.82)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.36)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.27)</td>
<td></td>
</tr>
<tr>
<td>popg(-1)</td>
<td></td>
<td></td>
<td></td>
<td>0.000231</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.000453</td>
<td>(-0.58)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.27)</td>
<td></td>
</tr>
<tr>
<td>rent_gdp(-1)</td>
<td></td>
<td></td>
<td>-0.000455</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.000315</td>
<td>(0.87)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-0.68)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.58)</td>
<td></td>
</tr>
<tr>
<td>oil_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td>-0.000748</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.56)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>trade_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.000103</td>
<td></td>
<td></td>
<td></td>
<td>0.0000763</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.11)</td>
<td></td>
<td></td>
<td></td>
<td>(1.01)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fdi_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.000195</td>
<td></td>
<td></td>
<td>0.000138</td>
<td>(0.77)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.11)</td>
<td></td>
<td></td>
<td></td>
<td>(0.77)</td>
</tr>
<tr>
<td>inst(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0897***</td>
<td>0.0782**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.68)</td>
<td>(2.08)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>1391</td>
<td>1390</td>
<td>1390</td>
<td>1341</td>
<td>1384</td>
<td>1350</td>
<td>805</td>
<td>1321</td>
<td>1341</td>
<td>1387</td>
<td>1282</td>
</tr>
<tr>
<td>Within R-sq</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.14</td>
<td>0.08</td>
<td>0.08</td>
<td>0.11</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Note: sample period is 2002-2012. Constant term is included but not reported. Robust t statistics are in (). Country and time fixed effects are included in all models. ***, ** and * shows statistical significant at 1%, 5% and 10% levels.
Table 4. Panel fixed effects regression (using ICRG corruption and stability indicators and population aged 20-29 years old to population aged 30-59)

<table>
<thead>
<tr>
<th></th>
<th>(4.1)</th>
<th>(4.2)</th>
<th>(4.3)</th>
<th>(4.4)</th>
<th>(4.5)</th>
<th>(4.6)</th>
<th>(4.7)</th>
<th>(4.8)</th>
<th>(4.9)</th>
<th>(4.10)</th>
<th>(4.11)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable: Political stability (polstab_icrg)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>youth (-1)</td>
<td>0.0237</td>
<td>0.0236</td>
<td>0.285*</td>
<td>0.260*</td>
<td>0.280*</td>
<td>0.300**</td>
<td>0.251</td>
<td>0.292*</td>
<td>0.311**</td>
<td>0.250*</td>
<td>0.262</td>
</tr>
<tr>
<td></td>
<td>(0.21)</td>
<td>(0.21)</td>
<td>(1.95)</td>
<td>(1.76)</td>
<td>(1.91)</td>
<td>(2.11)</td>
<td>(1.29)</td>
<td>(1.97)</td>
<td>(2.18)</td>
<td>(1.71)</td>
<td>(1.62)</td>
</tr>
<tr>
<td>corruption_icrg(-1)</td>
<td>0.00841</td>
<td>0.253*</td>
<td>0.279**</td>
<td>0.260*</td>
<td>0.304**</td>
<td>0.315</td>
<td>0.271**</td>
<td>0.300**</td>
<td>0.238*</td>
<td>0.276*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(1.91)</td>
<td>(2.09)</td>
<td>(1.91)</td>
<td>(2.22)</td>
<td>(1.61)</td>
<td>(1.99)</td>
<td>(2.19)</td>
<td>(1.80)</td>
<td>(1.97)</td>
<td></td>
</tr>
<tr>
<td>youth(-1)×corruption_icrg(-1)</td>
<td>-0.437**</td>
<td>-0.472**</td>
<td>-0.447*</td>
<td>-0.531**</td>
<td>-0.562</td>
<td>-0.465**</td>
<td>-0.530**</td>
<td>-0.378*</td>
<td>-0.447*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.98)</td>
<td>(-2.12)</td>
<td>(-1.97)</td>
<td>(-2.29)</td>
<td>(-1.61)</td>
<td>(-2.02)</td>
<td>(-2.30)</td>
<td>(-1.67)</td>
<td>(-1.85)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>log_gdp(-1)</td>
<td>-0.0133</td>
<td>-0.0133</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.0321</td>
</tr>
<tr>
<td></td>
<td>(0.35)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.77)</td>
<td></td>
</tr>
<tr>
<td>pop(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.00129</td>
<td></td>
<td>0.000197</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.55)</td>
<td></td>
<td>(0.09)</td>
<td></td>
</tr>
<tr>
<td>rent_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.000462</td>
<td></td>
<td>0.000302</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.70)</td>
<td></td>
<td>(0.56)</td>
<td></td>
</tr>
<tr>
<td>oil_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.000797</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-0.62)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>trade_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.000104</td>
<td></td>
<td>0.0000775</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.10)</td>
<td></td>
<td>(1.02)</td>
<td></td>
</tr>
<tr>
<td>fdi_gdp(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.000199</td>
<td></td>
<td>0.000140</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(1.13)</td>
<td></td>
<td>(0.78)</td>
<td></td>
</tr>
<tr>
<td>inst(-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.0899***</td>
<td></td>
<td>0.0782**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(2.67)</td>
<td></td>
<td>(2.04)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>1391</td>
<td>1390</td>
<td>1390</td>
<td>1341</td>
<td>1384</td>
<td>1350</td>
<td>805</td>
<td>1321</td>
<td>1341</td>
<td>1387</td>
<td>1282</td>
</tr>
<tr>
<td>Within R-sq</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.07</td>
<td>0.08</td>
<td>0.08</td>
<td>0.14</td>
<td>0.08</td>
<td>0.08</td>
<td>0.11</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Note: sample period is 2002-2012. Constant term is included but not reported. Robust t statistics are in (). Country and time fixed effects are included in all models. ***, ** and * shows statistical significant at 1%, 5% and 10% levels.
A final remark on direct positive and often significant estimated coefficient of corruption in Tables 3 and 4: we cannot interpret this positive sign in isolation. This is due to inclusion of interaction term between youth and corruption in models. The final effect of corruption on stability depends on the level of demographic burden of youth. Assuming that share of youth population is zero (which is not the case in our sample); higher corruption has a stabilizer effect. In other words, in the lack of demographic pressure of youth, corrupt political system seems to enjoy a higher political stability. This is in line with previous findings in Fjelde (2009) which shows that “political corruption can be used to accommodate opposition and placate restive groups by offering private privilege in exchange for political loyalty”.

4- Conclusion
Worldwide we are observing a reduction in fertility rates in developing and transitioning countries, which will consequently lead to larger youth and young cohorts in the population. Such transitions in the demography of a country can provide necessary labor force for production and long-run economic prosperity. However, the window of demographic opportunity, the so-called demographic blessing, can easily turn into a demographic curse (a terminology used by Bjorvatn and Farzanegan, 2013).

In this study, we contribute to the literature by focusing on the political stability effects of a specific type of demographic transition, namely an increase in the size of the youth bulge (17 to 25 years old) within the total working age population or an increase in the population aged 20-29 years compared to the population aged 30-59 years. Our hypothesis is that increasing the youth portion of the working age population can have a destabilizing political effect in corrupt countries. Higher corruption leads to income and opportunity inequality by promoting nepotism and patronage, which then rewards rent-seeking efforts in society. Educated youth populations in corrupt systems have bleak economic prospects. The only options that ‘exist’ are to immigrate or to transfer to the informal economy and ultimately revolt (see Farzanegan and Badreldin (2014) for the political stability-shadow economy nexus). The so-called Arab Spring in the Middle East and North Africa highlights the importance of demographic transitions in fragile economic systems that are also suffering from high corruption and weak institutions.

Our panel data estimations aim to test the relevance and effect of corruption in stability-youth bulge nexus around the world. Our main variable of interest is the interaction term between corruption and youth bulges. We expect to find a negative interaction term, which implies that demographic transitions, especially those regarding the youth cohort of a population, combined with corruption destabilize the stability of political systems by fostering civil
disorder. Our analysis of more than 150 countries from 2002 to 2012 supports our hypothesis. The negative interaction term between corruption and youth remains robust when we control for level of income per capita, natural resource rent dependency, trade and foreign direct investment and an average index of institutions (voice, rule of law and government effectiveness), in addition to country and time fixed effects. In the next step, we add a dynamic aspect in our estimations. Political stability may be persistent and slowly changing in nature. In addition, it may have other determinants that we have not included in our model. Including the lag of stability in the set of explanatory variables controls for both concerns. The important question then will be whether our interaction term remains in regressions even after controlling the lag of stability. As our dynamic panel data estimations show, indeed the interaction term survives after controlling the lag of stability in addition to the other variables in model. Using different corruption, stability and youth bulge indicators do not alter our main findings. Thus, we can be more confident about the importance of addressing corruption to hinder costly revolutions in countries that are experiencing significant transitions in their population pyramid.
References


World Bank, 2014. World Development Indicators. Washington D.C.