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Introduction 

During the last decades, various cryptographic technologies have been created to protect privacy in 

online communications, such as encryption, mixes, and blind signatures (cf. e.g. Chaum 1981). How-

ever, confidentiality is threatened as long as confidential information is “in the clear” on the comput-

ers, phones etc. at the end of the communication lines and if interested parties such as secret ser-

vices or hackers have access to these machines. Edward Snowden’s revelations have shown that es-

sential tools such as encryption software and operating systems have been undermined by the US 

government, as the NSA “(i)nsert[s] vulnerabilities into commercial encryption systems, IT systems, 

networks, and endpoint communications devices used by targets” (Guardian 2013a). 

On the other hand, there have been efforts within publicly funded research as well as within industry 

to provide more secure machines. However, these have not led to the deployment of machines that 

are unhackable in practice. This paper reviews some aspects of the state of the art, discusses key 

obstacles and explores possible government action to make the use of more secure computers man-

datory.  

This paper is based on my experience in a large EU research project on securing PCs (Weber, Weber 

2012) and on the results of a discussion on the topic in the European Parliament (Jacobi et al. 2013). 

 

Fig. 1: From a Snowden document (Guardian 2013a) 

 

Problems 

Computer users store and communicate various types of confidential information such as business 

secrets or passwords. The debate around Snowden’s revelations has clearly shown that security 

agencies have the power to undermine the users’ systems (cf. Fig. 1). 

It appears that the US has, for instance, spied on the Brazilian company Petrobras (cf. Guardian 

2013b). Snowden has indicated in an interview on German TV that Siemens might be a victim as well: 

“There is no question that the U.S. is engaged in economic spying. If there is information at Siemens 

that they think would be beneficial to the national interests, not the national security, of the United 

States, they will go after that information and they’ll take it.“ (Snowden 2014) 
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US officials claim not to conduct economic espionage, but to apply secret methods to understand 

“economic policy or behavior”, as James Clapper, director of the US National Intelligence, is quoted 

(Huffington Post 2014). 

Another piece of evidence was the Stuxnet malware created by a large organization (Falliere et al. 

2010). It is widely assumed that non-US secret services have similar capabilities. Among the nastiest 

threats are Trojan horses in hardware, inserted by the countries where the semiconductor chips are 

manufactured.  

Cryptographic software typically is not proven as it relies on unproven mathematical problems. How-

ever, it is often quite reliable when implemented in line with the state of the art. But even well im-

plemented crypto software can be circumvented by intruding the computers where confidential in-

formation is stored in the clear. A secure computing environment is therefore needed. 

There are similar problems with integrity. A critical infrastructure may be attacked by modifying or 

deleting information.  

 

Securing computers 

Several approaches have been discussed to achieve a more secure, if not unhackable, computing 

environment. One way would be to use a “clean slate” approach and rebuild everything from scratch 

(cf. Univ. of Cambridge 2014). Leaving aside the fact that the existing IT tools which are likely to be 

used might be flawed, this approach has two disadvantages: legacy software might not be usable, 

and new malware could emerge. However, new malware would not emerge if code production were 

strongly controlled worldwide. This does not appear to be desirable, though, as companies, for ex-

ample, would not be able produce and run code they have created. Still, we do not want to exclude 

the possibility that the world’s users might wish to see steps along this path. 

Another approach would be to use some kind of containers, such as operating system compart-

ments. Existing code could run in one container, while new code could run in full isolation in another 

one. A disadvantage of this approach is that the channels between the containers need to be strongly 

controlled. The computer industry is already moving slowly in this direction (La Grande, Trusted 

Computing, VMWare, etc.). In principle, the layer managing the containers might be intensively eval-

uated, e.g. tested and provided with open source code. A variant of this approach would be to use a 

proven kernel for isolation (Heiser 2013, proof published as mentioned in Heiser 2014).  
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Fig. 2: An “unsealed”, visible private image, which is only displayed if the hypervisor (managing the 

“containers” with several operating systems) has been checked to be correct. 

 

A still unsolved problem is to make the whole system—including the hardware—unhackable. Some 

sort of trusted hardware might be needed as an interim, yet unproven solution. 

One may need to use sealed images for mimicry protection. A tamper-resistant module could ensure 

that the sealed images can only be unsealed and thus made visible to the user if the relevant piece of 

software originates from a trustworthy source. The image should be so private to the computer user 

that someone else cannot guess what it is. Figure 2 shows an unsealed image in a hypervisor status 

bar (cf. Weber et al. 2009). 

In any case, progress towards the implementation of such systems is taking place very slowly. For 

instance, a prototype the author participated in designing was never actually produced due to the 

expensive production process (see a video of the prototype at http://www.open-

hypervisor.org/index.php/HPvisor/news/31/). However, US agency DARPA appears to be highly in-

terested in having provable protection, e.g. for drones (ZDnet 2013). Variants of highly secure sys-

tems have been built for smartphones, for example, by NICTA using an L4 kernel and by the Fraunho-

fer SIT using SE Android for its “Bizztrust” smartphones (cf. Fig. 3).  

   

Fig. 3: Insecure and secure containers on a smartphone (Bizztrust of Fraunhofer SIT and Sirrix). 
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Such systems can also be used to protect the integrity of data. Note of course that they, as such, do 

not provide for the availability of the computer, as in the case of a power failure or a denial of service 

attack. 

 

Conclusions 

If governments made it mandatory that more secure computing environments were used, industry 

would have to comply with it. A process just like that in the automotive industry (Ralph Nader), in the 

aeronautics industry or in the pharmaceutical industry can be imagined. Mallery (2013) produced a 

fairly comprehensive list of governmental actions: "international tariffs, regulations, taxes, insurance, 

legal liability, reputation damage and criminalization are among the means commonly used to shape 

markets and to compensate for negative externalities”. 

On the other hand, there will be government institutions that try to keep their power to produce 

Trojan horses (Pfitzmann 2008) or to produce attacks in cyber warfare (Heise, 2014, is referring to 

statements made by the German politicians Elmar Brok and Karl-Theodor von Guttenberg). The re-

sults of such a process will depend strongly on the relative power of the actors. The fight against 

short encryption keys has been won by an alliance of business and computer activists, which is en-

couraging. A country or a supplier leading the transition towards a computer that is unhackable in 

practice could possibly earn the benefits of having found a disruptive innovation (in the sense of the 

paper “Disruptive Competition vs. Single Standard”, also to be presented at this conference, Weber 

2014). 

The Karlsruhe Institute of Technology, Germany, has started a project to create a global discussion 

and put forward concrete legislative suggestions, which can be found at 

https://www.itas.kit.edu/english/projects_webe12_cosiso.php. KIT is active in fields such as smart 

electricity grids in the framework of the German energy transformation. In this field it is essential for 

systems to remain free of Trojan horses and malware. Concrete steps and future events could be 

discussed at this conference.  
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