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Abstract: The theoretical literature suggests that when taking tax effects into account, debt ought
to be preferable to equity. However, there are no uniform predictions of the size of this tax benefit
(tax shield) in comparison to an opposing increasing cost of debt (especially insolvency costs). The
vast body of empirical studies on the impact of taxation on capital structure only provides puzzling
effects. We believe the German corporate tax reform in 2008, which introduced an interest barrier as
a “quasi-experiment”, is a promising opportunity to investigate the effects that arise from a reform of
interest deductibility. We study capital structure adjustments empirically using financial statement
data from German companies. We consider a study of German tax reform on the basis of German
data of general interest because, first, similar tax reforms have been conducted in several countries.
Second, the availability of single entity financial statements for German companies allow us to cap-
ture tax and capital structure details that have not been available in most prior studies. Third, the
major characteristics of the German tax system can be regarded as representative for most European
and the major Asian countries. All of this information enables us to contribute to solving the capital
structure puzzle in a unique way. With significance at the 5% level, we find evidence that the compa-
nies that are affected by the interest barrier reduce their leverage by 3 percentage points more than
companies that are not affected. We are the first to employ a detailed matching approach to the un-
derlying rich dataset, which enables us to overcome some of the limitations of previous studies. While
many prior empirical studies on capital structure have provided mixed results on capital structure
reactions, we find robust evidence for the impact of tax reforms on corporations’ financing decisions.
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1 Introduction

Do taxes have an influence on the financing structure, particularly the debt financing, of

corporations? In a series of model-theoretic analyses, Modigliani and Miller (1963), among

others, have demonstrated that taxes have an impact on a company’s debt ratio. Taking into

account a constant income tax at the corporate level (corporate tax), in their model, Modigliani

and Miller (1963) find theoretically maximal firm values for complete debt financing.1 Miller

(1977) extends this model with respect to a constant income tax at the shareholder level.

He shows that in a so-called capital market equilibrium, capital structure always matters.2

Accordingly, from an overall economic theory point of view there is an optimal capital struc-

ture. However, this optimal debt ratio cannot be determined analytically for an individual

company.

The trade-off theory offers a theoretical explanation for capital structure decisions and an

optimum debt ratio for individual companies.3 This theory indicates that the tax benefit of

the deductibility of debt costs at the company level is offset by costs, e.g., insolvency costs,

that increase with an increasing level of debt.4 We obtain the optimal ratio between debt

and equity if the tax advantage of further debt financing (tax shield) can be perfectly offset

against rising insolvency cost of further debt. Figure 1 depicts this relationship graphically.5

From a theoretical perspective, there is little doubt that taxes have an impact on the capital

structure of companies. Nevertheless, the direction of the impact is unclear. In a series of

empirical studies, however, the impact of taxes on the capital structure could not be clearly

demonstrated. A strand of literature is concerned with the factors that impact the capital

structure of companies. For instance, Frank and Goyal (2009) find, based on the studies

of Titman and Wessels (1988) and Harris and Raviv (1991), that there are six core factors

that influence capital structure, none of which are taxes. However, they note that due to the

trade-off theory it is likely that an increasing tax rate will lead to an increased debt ratio.6

In line with this theory, further empirical studies examine the relationship between the

marginal tax rate (MTR) and the financing structure of companies. MacKie-Mason (1990),

Givoly et al. (1992), Graham (1996), Sarkar and Zapatero (2003) and Stöckl and Winner

(2013) find that a higher MTR is associated with a higher debt ratio. In addition, Graham

(2008) finds that many studies demonstrate that taxes influence financing decisions; however,

this effect is not always strong.7 Furthermore, he concludes that more studies are needed for

1 See Modigliani and Miller (1963) as the cost of debt are tax-deductible.
2 See Miller (1977)
3 See Fama and French (2002).
4 See Fama and French (2002).
5 For figure 1 see section 3.
6 See Frank and Goyal (2009), p. 9.
7 See Graham (2008), p. 121.
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a better understanding of the influence of taxes on capital structure, particularly with respect

to time-series effects.8 By contrast, Barclay and Smith (1995), Ayers et al. (2001) and Huang

and Ritter (2009) find evidence for a negative relationship between the MTR and the debt

ratio. Antoniou et al. (2008) cannot identify a clear significant relation between the debt

ratio and the effective tax rate (ETR) in several countries.

Buettner et al. (2009) indicate that a higher local tax rate is also associated with an increase

in internal debt. Buettner et al. (2011) investigate the impact of corporate taxes on the capital

structure of foreign subsidiaries of multinational firms; their results provide evidence for a

positive effect of local tax rates on both internal and external debt.

A variety of studies have examined the impact of taxes on the financing decisions of firms

using tax reforms as a “quasi-experiment”. Changes in the tax system, e.g., a change in the

tax rate, are used as an exogenous shock to examine whether companies have responded as

predicted by theory.9 Empirical studies in a national and international context include the

works of Givoly et al. (1992), Alworth and Arachi (2001), Cheng and Green (2008), Overesch

and Wamser (2010), Lanzavecchia and Tagliavini (2011), Tzioumis and Klapper (2012) and

Faccio and Xu (2013). They find a significant but usually weak correlation between taxes and

the debt ratio.

Previous research also investigates the relationship between thin capitalization rules or other

interest deduction restrictions and entrepreneurial capital structure decisions. Maßbaum

and Sureth (2009) take the Belgian, Italian and German rules as an example and investigate

whether they can partially explain why corporations receive both debt and equity capital.

They refer to the model of Miller (1977) and analytically find that the financing effects of

thin capitalization rules depend significantly on the underlying tax system.10 Furthermore,

Maßbaum et al. (2012) show theoretically that in most cases it is possible that investors

are indifferent between debt and equity, taking the German interest barrier into account.

Buettner et al. (2012) analyze empirically the effects of thin capitalization rules on the capital

structure of multinational firms’ foreign subsidiaries located in OECD countries between 1996

and 2004. Their results indicate that thin capitalization rules effectively reduce the incentive

to use internal loans for tax planning but lead to higher external debt. Similarly, Blouin

et al. (2014) empirically investigate the impact of thin capitalization rules on the capital

structure of the foreign affiliates of U.S. multinationals in 54 countries. They show that these

restrictions reduce an affiliate’s debt to assets ratio on average by 1.9 percentage points.

Faced with a large number of studies with mixed results on the relationship between taxes

and the debt ratio, Feld et al. (2013) analyze 46 previous studies in a meta-analysis. They

8 See Graham (2008), p. 122.
9 See Eggert and Weichenrieder (2002), p. 532.
10 See Maßbaum and Sureth (2009), p. 147.
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conclude that the debt-to-asset ratio rises by 2.7 percentage points if the simulated marginal

tax rate increases by 10 percentage points.11

In the literature, several explanations are provided for these mixed results, including differ-

ences in empirical specifications, the underlying data or the fact that the sample is restricted

to a specific industry, legal form, or corporation size.12 Furthermore, investigations indicate

that financing decisions are often long-term decisions and companies adapt their structure

only very slowly.13 Likewise, there is evidence that tax-induced adjustments of the debt ratio

play only a minor role in financial decision-making.14

The German legislator introduced an interest barrier in the course of the corporate tax reform

of 2008. Since then, the deductibility of debt expenses is limited if a certain exempted amount

is exceeded and a set of other conditions is met. Against this background, it is interesting

to study the emerging corporate capital structure reactions. To close the research gap and

to help understand the capital structure puzzle, we investigate empirically the impact of

taxes on financing decisions made after the introduction of the German interest barrier. We

use the Dafne database by Bureau van Dijk, which contains data from financial statements

of over one million German companies. We concentrate our investigation on incorporated

firms, i.e., the legal forms “GmbH” and “AG”, and use information drawn from the profit and

loss accounts for 2004 to 2010. Finally, we obtain a sample of 6,130 companies.15 We use a

“difference in difference” approach (DID) and divide the sample into a treatment group and a

control group.

Prior studies by Dreßler and Scheuering (2012) and Buslei and Simmler (2012) also investi-

gate the extent to which the introduction of the interest barrier affects the financing decisions

of firms; they also use a DID. These studies, however, differ significantly from our study in

the way they determine the treatment and control groups and thus in their sample selection

and identification strategy. We conduct a propensity score matching to form an appropriate

control group based on several company-specific metrics. Replicating the study of Buslei and

Simmler (2012), it can been shown that their results are rather unstable. Furthermore, re-

calculating the results of Buslei and Simmler (2012) with our model specification leads to no

significant results.16

11 See Feld et al. (2013), p. 2862.
12 See Stöckl and Winner (2013), p. 189.
13 See Stöckl and Winner (2013), p. 189 and Fama and French (2012), p. 90.
14 See Fama and French (2012), p. 90.
15 The study is based on companies with the legal form “GmbH” and “AG” because their disclosure require-

ments are higher than for partnerships. To ensure that there is no bias in the results, only corporate
enterprises are included.

16 In contrast to Buslei and Simmler (2012), we believe that it is necessary to control also for time constant
differences between the treatment and control group. See Buslei and Simmler (2012), p. 13. Further
information is available on request.
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Considering the partially conflicting results in the prior literature, including the two studies

on the German interest barrier, it is worthwhile to shed light on these issues using an en-

hanced sample selection and identification strategy. Our study uses the German tax reform

as a natural experiment to contribute to the solution of the capital structure puzzle. We con-

sider a study of a German tax reform on the basis of German data of general interest because,

first, many countries introduced similar interest barriers to combat the massive use of debt

as a financing and profit shifting channel.17 Most countries apply thin capitalization rules

that limit the deductibility of interest expenses if the amount of debt exceeds a specific lever-

age ratio.18 This is followed by countries where the interest expenses are only deductible

up to a certain fraction of the earnings before interest, taxes, depreciation and amortization

(EBITDA).19 The number of countries with such thin capitalization rules has increased rapidly

during the last years.20 Second, the availability of single entity financial statements for Ger-

man companies allows us to capture tax and capital structure details that have not been

available in most prior studies. Third, the major characteristics of the German tax system

can be regarded as representative of most European and the major Asian countries. We are

convinced that our study is able to provide robust, unique, and unambiguous evidence for

the capital structure effects of the restrictions of interest deductibility.

The following study is divided into seven sections. Following the introduction, we explain

the German interest barrier in the second section and present our hypotheses in the third

section. Section 4 presents the underlying model. Subsequently, we describe the sample in

section 5 and analyze it descriptively. In section 6, we present and interpret our results and

robustness checks and summarize and draw final conclusions in section 7.

2 The German Interest Barrier

2.1 Legal background

The main motivation behind the Federal Government’s 2008 tax reform was to increase the

attractiveness of Germany as a business location and secure German tax revenue for the long

term.21 The Government had recognized that revenues generated in Germany were being

shifted to lower-tax countries, for example, through cross-border lending.22 To prevent this,

17 A systematization of different thin capitalization rules and an overview of the different thin capitalization
rules currently in force in selected countries are given in figure 9 and table 11 of the appendix.

18 See types 3 and 9 in figure 9.
19 See type 13 figure 9.
20 The number increased particularly for the types 9 and 13. See, e.g., Greece, Portugal and Poland from 2015.
21 See UntStReformG 2008 of 14.08.2007 (BGBl I 07, 1912), Bundestag (2007), p. 1 and Heuermann (2014),

EStG § 4h Rd 12.
22 See Bundestag (2007), p. 1 and Broer (2009), p. 392.
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or at least make it more difficult, it introduced the interest barrier in its 2008 corporate tax

reform.

The interest barrier is regulated by German income tax law in § 4h EStG (Einkommensteuerge-

setz) in connection with § 8a KStG of the German corporate tax law (Körperschaftsteuerge-

setz). The tax-deductible interest expense of companies is limited to the amount of interest

income and additionally up to 30% of EBITDA.23 Unused EBITDA will be carried forward to

the following five fiscal years. If interest expenses cannot be offset against EBITDA and an

EBITDA carryforward, they can be carried forward infinitely.24 Nevertheless, there are some

exceptions to the interest barrier.

The first exception is the so-called “allowance”. If the interest expense exceeds interest in-

come by no more than e 1 million, the interest barrier does not apply.25

Second, the “stand-alone clause” implies that the interest barrier does not apply to indepen-

dent companies that are not members or are only partially members of a corporate group.26

Third, the “escape clause” offers shelter against the interest barrier. If a company is part of

a corporate group and its equity ratio at the end of the previous reporting period is lower by

no more than 1% than that of its parent company, the interest barrier does not apply either.27

Fourth, companies classified in § 15 No. 3 KStG as a part of a “tax group” (Organschaft) are

taxed as one company, so that the interest barrier rules for debt financing are not adminis-

tered at the single entity level.28 For all companies within a tax group, the interest barrier is

only applied on the level of the parent company.29

2.2 Prior Empirical Studies

Applying a DID approach, Dreßler and Scheuering (2012) and Buslei and Simmler (2012)

already conducted an empirical study on the impact of introducing the German interest bar-

rier. These studies, however, differ significantly from our study in the way they determine the

treatment and control groups. We design the treatment group based on the study by Blaufus

23 EBITDA equals relevant profits plus interest expense less interest income, depreciation and amortization.
See § 4h paragraph 1 sentence 2 EStG.

24 See § 4h paragraph 1 sentence 4 and 5 EStG.
25 The initial version of the interest barrier recognized a threshold of e 1 million. See UntStReformG 2008

dated August 14, 2007 (BGBl I 07, 1912). Since the Citizens’ Relief Act of 2009 and the Growth Acceleration
Act in 2009 the exemption limit was raised to e 3 million. See BuergerEntlG dated July 16, 2009 (BGBl I 09,
1959) and WachstBeschlG dated December 22, 2009 (BGBl I 09, 3950).

26 See § 4h paragraph 2 lit. c in conjunction with § 4h paragraph 3 sentence 5 EStG.
27 See § 4h paragraph 2 lit. c and paragraph 2 lit. c sentence 3 sqq EStG. The Growth Acceleration Act of 2009

increased the tolerated threshold from the original 1% to 2% for fiscal years ending after December 31, 2009.
See WachstBeschlG 22.12.2009 (BGBl I 09, 3950).

28 See Blaufus and Lorenz (2009), p. 505.
29 If all entities in a tax group are part of an affiliated group, the interest barrier is not applied due to the

“stand-alone” clause. See Blaufus and Lorenz (2009), p. 505.
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and Lorenz (2009), who investigated how many companies are likely to be affected by the in-

terest barrier. In line with their study, we use more accounting details to identify the affected

firms than the previous studies by Dreßler and Scheuering (2012) and Buslei and Simmler

(2012). Furthermore, we conduct a propensity score matching to form an appropriate control

group based on several company-specific metrics. Buslei and Simmler (2012) restrict their

identification procedure to different intervals of net interest expenses. Moreover, our sample

size differs significantly from the size used in these studies.

Dreßler and Scheuering (2012) find evidence that affected companies reduce their leverage

significantly by 1.5 percentage points. Buslei and Simmler (2012) find evidence that com-

panies with a net interest expense close to the amount that is exempted from the interest

barrier significantly reduce their leverage by 5.3 percentage points. All companies with net

interest expenses less than e 1.2 million reduce their leverage significantly by 2 percent-

age points. Although both studies use the same database that we do and employ a similar

approach, their findings differ in the magnitude of the observed impact. The procedure to

determine the treatment and control group on the basis of different net interest expenses

as a single factor in the work of Buslei and Simmler (2012) can be put into question. Repli-

cating their study suggests that their results may be partially driven by their identification

strategy. While Buslei and Simmler (2012) find that, on average, the leverage of the control

group is higher than the one of the treatment group,30 we expect an opposing relation. We

expect that for companies to be affected by the interest barrier, they need sufficiently high

net interest expenses to exceed the exempted amount. Thus, rather large companies and

companies with high leverage are likely to be affected. In addition, the number of companies

in the treatment and control group differs, which may distort the results. Upon replicating

the study of Buslei and Simmler (2012), it can been shown that their results are very unstable

and depend significantly on the chosen intervals of net interest expense and thus the deter-

mination of the treatment and control group. This problem is also reflected in the reported

coefficients.31 Furthermore, recalculating the results of Buslei and Simmler (2012) with our

model specification leads to no significant results.32

30 See Buslei and Simmler (2012), table 1 on p. 17 and Figure 1 on p. 18.
31 This is, for example, the case when Buslei and Simmler (2012) enlarge the interval of the net interest expense

of e 0.3 million. The coefficient decreases from -5.3% to -2% with only a slight decline in significance.
32 In contrast to Buslei and Simmler (2012), we believe that it is necessary to control also for time constant

differences between the treatment and control group. See Buslei and Simmler (2012), p. 13. Further
information is available upon request.
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3 Hypotheses

The following study investigates empirically whether taxes have a significant impact on com-

panies’ financing decisions. The theory suggests that debt is favored over equity, yet it is

unclear to what extent this tax advantage over the rising cost of debt comes into play.33 This

relationship between the tax benefit on the one hand and rising bankruptcy and agency costs

with a rising debt ratio on the other hand is summarized in the trade-off theory.34 This the-

ory suggests that the capital structure is optimal (optimal leverage) when the advantage of

an additional unit of debt corresponds exactly to the costs.35 The relationship between the

market value of the company and the debt ratio is illustrated in figure 1. In the following,

Leverage

Market value

Optimum

Figure 1: Trade-Off-Theory

we examine whether firms responded in their financing decisions (debt or equity) due to the

change in the tax system by the corporate tax reform of 2008, specifically by the introduction

of the interest barrier. We identify companies that would in theory have been affected by

the interest barrier before the reform. Subsequently, we compare these companies’ actual re-

sponse to the interest barrier to a group of companies that are not affected. For this purpose,

we investigate the following hypothesis:

Hypothesis H1:

The companies that would have been affected by the interest barrier ahead of its actual

introduction in the 2008 corporate tax reform reduce their debt to a greater extent than

the companies that would not have been affected.

33 See Parrino and Weisbach (1999), p. 39.
34 See Fama and French (2002), p. 1.
35 See Fama and French (2002), p. 1.
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4 Identification strategy

4.1 Empirical approach

The research question is investigated by means of a “difference in difference” (DID) ap-

proach.36 Under this approach the sample is divided into a treatment group and a control

group. The examined groups of companies differ only in whether they are subject to the

interest barrier. All companies that are affected by the interest barrier thus belong to the

treatment group (TREAT = 1). The remaining companies are allocated to the control group

(TREAT = 0).37

Furthermore, using a dummy variable TIME, the sample is divided into records before and

after the 2008 reform. Here, the variable TIME takes the value 0 for data before the reform

and 1 for data after the reform.38

The debt ratio (LEV) of the companies in the sample is defined as the ratio between debt and

total assets.39 The equity ratio (EQR) is defined as the ratio of equity to total assets. LEV and

EQR do not need to sum up to one, e.g., because of provisions. We aim to investigate the

change in LEV over time, which is defined as:

∆LEV = LEVt − LEVt−1. (1)

The following model is applied under the DID approach with the dependent variables ∆LEV .

∆LEV = β0 + β1 · TREAT + β2 · TIME + β3 · (TIME · TREAT)+ β4 · controls + ε. (2)

Figure 8 in appendix A depicts the expected reaction of the treatment and the control group.

For the period prior to the 2008 corporate tax reform we expect no different responses from

the two groups. The two groups may differ with respect to the absolute LEV (difference be-

tween the LEV of the treatment and the control group). Nevertheless, they are not likely to

respond differently to other factors because the companies do not differ in these factors. We

expect that the treatment group has a higher average absolute LEV than the control group.

Companies in the treatment group must have correspondingly high interest expenses to en-

sure that the interest barrier applies in the first place while companies in the control group

will not have such high interest expenses.

36 This type of model is also known as “Interaction among dummy Variables”. See Wooldridge (2014), p. 195 -
202 and Roberts and Whited (2012), p. 38 - 47.

37 In the course of study, a propensity score matching approach is used to identify a control group that is
almost equivalent in terms of group size and company properties. See section 4.3.

38 The exact point in time of the differentiation is described in section 4.4.
39 See Dreßler and Scheuering (2012), p. 14.
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The exogenous shock that is the introduction of the interest barrier affects only the treat-

ment group such that we expect an adjustment of the LEV in the treatment group. All other

factors, such as the impact of the financial crisis, affects both groups equally. Using the DID,

we examine whether the two groups differ in their response to the 2008 corporate tax reform

in regard to an adaptation of the LEV. The expected effect only occurs in firms without liq-

uidity problems (bankruptcy costs). In terms of the direction of this effect, we expect that

companies in the treatment group reduce their LEV more strongly than those in the control

group.40

The initial model is extended to include control variables that may also have an impact on

∆LEV and thus on financing decisions. In the following, we provide a detailed explanation

of the choice of control variables, which largely adheres to the model of Stöckl and Winner

(2013),41 which does not focus on taxes. The control variables are presented in table 1 along

with the expected reaction of the coefficients.

variable expected reaction
SALES +
SECURTIY +/-
CURRENTRATIO +
ROA -
ZSCORE -
NTR +
AGE +

Table 1: Control variables with the expected reaction

The variable SALES is taken as a proxy for company size and is defined as the logarithm of

annual sales.42 We expect that larger firms have better access to debt capital markets. For

this reason they are likely to have a higher leverage than smaller companies. This is because

larger firms are more diversified, many have uniform cash flows, and the probability that they

are in financial difficulty is lower.43 Furthermore, information asymmetry between lenders

and borrowers is lower because information in large companies is more accessible, so the

risk of default can be better assessed.44 The variable SALES is defined as:

SALES = ln sales. (3)

40 See hypothesis H1.
41 The choice of control variables in the model of Stöckl and Winner (2013) is based on previous empirical

studies. See, e.g., MacKie-Mason (1990), Rajan and Zingales (1995), Graham (1999) and Alworth and Arachi
(2001).

42 As in previous studies, in the present study data sales are also strongly left-skewed. Taking the logarithm
of sales produces an almost normally distributed variable of sales. See Graham (1999), p. 168, Bancel and
Mittoo (2004), p. 122, Stöckl and Winner (2013), p. 195 and Tzioumis and Klapper (2012), p. 12.

43 See Rajan and Zingales (1995), p. 1422, Graham (1999), p. 168 and Stöckl and Winner (2013), p. 195.
44 See Graham (1999), p. 168 and Stöckl and Winner (2013), p. 195.
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Lending banks generally require collateral. Collateral may include intangible assets, buildings

or land. It is to be expected that a higher intensity of investment has a positive influence on

the amount of leverage.45 Conversely, investment intensity can also be seen as an indicator

of depreciation or investment incentives that could impact negatively on future profits. If

future income is lower, less debt interest can be invoked. This would limit the advantages

of using debt.46 According to this argument it is to be expected that a higher intensity of

investment is connected with a lower debt ratio. Which of the two effects prevails cannot be

predicted theoretically.47 The variable COLLATERAL is defined as:

COLLATERAL = fixed assets
total assets

. (4)

Illiquid companies often have to go into greater debt to meet their financial obligations. Fur-

thermore, the debt costs for illiquid companies are generally higher than for liquid companies

as the insolvency risk is greater.48 liquidity is represented by the CURRENTRATIO and is

defined as:

CURRENTRATIO = current assets
current liabilities

. (5)

We expect the variable CURRENTRATIO to have a positive influence on ∆LEV . Profitable

companies can reinvest their profits and thus are likely not to need further debt.49 The

variable ROA serves as a proxy for profitability and represents the influence of the return on

total assets on the financial structure of companies. The variable ROA is defined as:

ROA = earnings before interest and taxes (EBIT)
total assets

. (6)

We expect the variable ROA to have a negative influence on ∆LEV . With an increasing prob-

ability of insolvency the cost of debt also increases.50 To measure the insolvency risk, we use

the revised ZSCORE model of Altman (1968) because a market value for non-listed compa-

45 See Rajan and Zingales (1995), p. 1455 and Tzioumis and Klapper (2012), p. 12.
46 See Stöckl and Winner (2013), p. 196.
47 See Stöckl and Winner (2013), p. 196.
48 See Graham (2000), p. 1909. Myers and Rajan (1998) show that under certain conditions precisely the

opposite effect can occur. In these cases it is more difficult for companies to generate cash and debt. These
special cases are not considered in detail.

49 See Myers (1993), p. 92, Graham (2000), p. 1909 and Stöckl and Winner (2013), p. 196.
50 See Graham (1999), p. 164, MacKie-Mason (1990), p. 1476 and Stöckl and Winner (2013), p. 196.
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nies is not available.51 The ZSCORE approach is used widely in theory and practice and is

defined as follows:52

ZSCORE = 0.717 · current assets
total assets

+ 0.847 · retained earnings
total assets

+ 3.107 · EBIT
total assets

+ 0.420 · equity
book value of liabilities

+ 0.998 · sales
total assets

.

(7)

For companies with a small ZSCORE, the insolvency risk is higher, and the lower boundary

for a strong probability for bankruptcy is 1.23.53 We expect the variable ZSCORE to have a

negative impact on ∆LEV .54 Under the 2008 corporate tax reform, the corporate tax rate of

25% was reduced to 15% in addition to the introduction of the interest barrier. To ensure this

does not distort the investigation, we also control for the nominal tax rate for corporations.55

The variable NTR is defined as:

NTR = LBT · 0, 035+ CTR56. (8)

The NTR has decreased over time, which also decreased the tax shield of debt. We hence

expect a positive impact. The underlying model consists for ∆LEV as follows:

∆LEV = β0 + β1 · TREAT + β2 · TIME + β3 · (TIME · TREAT)+ β4 · SALES

+ β5 · COLLATERAL+ β6 · ROA+ β7 · CURRENTRATIO + β8 · ZSCORE

+ β9 ·NTR + ε.

(9)

4.2 Treatment group

First, we identify the companies that would potentially be affected by the interest barrier had

it already existed in 2006.

51 The initial ZSCORE Model of Altman (1968) is based on listed U.S. companies. However, several studies
show that the prediction ability for German and Austrian companies is also acceptable. See Bemmann
(2005), p. 74. Furthermore Agarwal and Taffler (2007) find that the ZSCORE has a clear predictive ability
over a time period of 25 years and dominates more naive prediction approaches. See Agarwal and Taffler
(2007), p. 298.

52 See Altman (2000), p. 25 and Agarwal and Taffler (2007), p. 285.
53 See Altman (2000), p. 26.
54 See Stöckl and Winner (2013), p. 196 - 197.
55 See Buslei and Simmler (2012), p. 16.
56 LBT = Local Business Tax (Gewerbesteuerhebesatz), CTR = Corporate Tax Rate (Körperschaftsteuersatz), the

solidarity surcharge (Solidaritätszuschlag) is actually not included.
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This study uses financial statement data from the Dafne database, so we can only approxi-

mate the required data for the tax balance sheet.57 The dummy variable TREAT is set equal

to 1 for companies that meet the following conditions:58

1. Net interest expense is greater than e 1 million.59

net interest expense = interest expense− interest income. (10)

2. Net interest expense is greater than e 1 million and the interest expenses exceed 30%

of EBITDA. EBITDA is approximated as follows:60

EBITDA = profit ± M expected loss provisions

± M accrual provisions − participation income

± M deferred taxes ± corporate tax

+ net interest expenses + depreciations.

(11)

3. The company belongs to a corporate group (participation rate greater than 50%) or there

is harmful debt financing.61 Harmful debt financing occurs when the investor’s stake is

greater than 25% and the following applies:62

interest expenses to affiliated companies
net interest expense

> 10% (12)

57 See Blaufus and Lorenz (2009).
58 The procedure is to identify the treatment group on the basis of the study of Blaufus and Lorenz (2009), p.

523.
59 We use 1 million e as the limit for the net interest expense because the original act stipulated this amount.

See section 2.1. Buslei and Simmler (2012) remove all companies from their sample whose net interest
expenses are between e 0.8 million and e 1.2 million. They justify this step by arguing that this prevents a
“misclassification”. However, this removes valuable companies from the sample. Specifically, these compa-
nies have a special purpose due to the proximity to the allowance. See Buslei and Simmler (2012), p. 12. For
this reason, we omit this step. Unlike Buslei and Simmler (2012), p. 12, we do not further limit the sample,
for example to a net interest expense of greater than e 2 million because we expect that companies whose
net interest expense is far from the e 1 million allowance will also react.

60 See Blaufus and Lorenz (2009), p. 523. For the variables expected loss provisions, accrual provisions,
deferred taxes, corporate income tax and participation income, we assume that if there are no entries in the
database, variables are zero. This approach is consistent with the work of Blaufus and Lorenz (2009) and
was randomly checked against individual financial statements in the Federal Gazette (Bundesanzeiger). This
resulted in no deviations in the sample.

61 See Blaufus and Lorenz (2009), p. 523.
62 For the variable “interest expenses to affiliated companies” we use the procedure described in footnote 60.
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4. The equity ratio of the subsidiary is more than 1% lower than the one of the parent

company.63 § 4h paragraph 2 lit. c sentence 3 EStG defines the equity ratio as the ratio

of equity to total assets.64

5. The company is not a subsidiary in a tax group.65

4.3 Control group

Companies that do not meet the criteria in section 4.2 are assigned to the control group. Con-

sequently, a small treatment group may face a large control group. The groups may differ in

specific company properties and group size. In order to avoid a bias in the results a control

group with the same sample size as the treatment group is identified.66 The control group

can be derived from the total sample by a purely random selection, taking into account the

criterion that they are not subject to the interest barrier.67 The DID approach requires that

the examined groups of companies be very similar in their characteristics and only differ in

the examined property. Because of this, we determine the control group in a so-called match-

ing procedure (1:1 matching) rather than by random selection.68 With the 1:1 matching for

each company of the treatment group, one company that is as similar as possible is identified

using the predetermined companies’ matching variables.69 Furthermore, “matched” samples

63 We set the limit on the equity ratio comparison to 1%, as this value was stipulated in the original act. See
section 2.1.

64 For the parent company the adjusted equity within the meaning of § 4h paragraph 2 sentence 5 EStG
is defined as: equity − shares in associated companies + 0.5 · special reserves with long shares. The
corrected total assets are defined within the meaning of § 4h paragraph 2 sentence 6 EStG as
total assets − MIN[loan to associated companies; liabilities]. If these data are not available we use the
unadjusted equity. Goodwill cannot be considered because of missing data. For the variables
loan to associated companies, special reserves with long shares and shares in affiliated companies we use the
same procedure as described in footnote 60. Moreover, the Dafne database only contains information on
German companies. This means that this rule only can be checked for German parent companies and the
overall result is therefore probably underestimated.

65 A tax group is assumed when the financial statement reports “profit transfer due to profit or partial profit
transfer agreement” or “loss transfer due to a profit or partial profit transfer agreement” and the profit is
zero. The profit must be zero because a partial profit transfer is not tax sufficient to form a tax group. See
Baatz and Weydner (2005) p. 521.

66 Wacholder et al. (1992) argues that the results are most effective in empirical studies when the groups are
almost equal. See Wacholder et al. (1992), p. 1044.

67 Cosslett (1981), pp. 54 - 56, describes three different basic ways to determine a random comparison group.
See Wacholder et al. (1992), p. 1044.

68 See section 4.
69 See Baumann (2012), p. 108. This procedure should also prevent confounding. Confounding implies that

in addition to the independent variables, other, mostly non-manipulable variables may also have an impact
on the dependent variable. Thanks to matching, the companies are very similar with respect to these non-
manipulable variables in the DID approach. Thus, confounding is minimized. See Baumann (2012), p.
108.
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are significantly more efficient than random samples that are independently obtained by a

random process.70

To this end, the so-called “propensity score matching” is applied, taking into account “the

nearest neighbor” principle.71 To determine companies that are as similar as possible we

use a “fixed” caliper of 0.1, which means that the difference in the propensity score of the

treatment and the control companies is less than 10%.72 If no such company can be found

within these limits, the associated companies in the treatment group are removed from the

sample.

The empirical finance literature often considers industry and size of the companies to be

confounding factors.73 In this study, therefore, total assets (TA), profit (PR) and the num-

ber of employees (NE) are included as matching variables for the size of the companies in

addition to the independent variables of the model.74 We use the logarithm of TA and NE

because the data for these variables are strongly left-skewed. Using the logarithm produces

almost normally distributed variables. We also include ∆LEV as the independent variable

in the matching process because Heckman et al. (1998) show that the computation of the

propensity score should also include determinants of the outcome variable.75 By using ∆LEV
we meet the requirement of the DID approach that the treatment and control group may not

differ with respect to the ∆LEV prior to the 2008 reform.

In the matching process, we do not consider industry because only a very small number of

observations in the respective industry within the caliper limit of 0.1 are available. Conse-

quently, we would need to cluster industries. As there is no economic and empirical evidence

suggesting that industry matters to our research question we abstract from industry effects.76

The measured variables TA and PR must be interpreted as critical in that they may be dis-

torted by accounting and tax-optimized design measures, such as sale-and-leaseback deals

or sales of receivables.77 The number of employees can also be distorted because temporary

workers or outsourcing effects are not necessarily taken into account.78 The advantage of

propensity score matching is that it considers multiple dimensions.79 This, together with the

70 See McKinlay (1977), p. 726, Wacholder et al. (1992), pp. 1042 - 1043 and Abadie et al. (2004), p. 8.
71 More information on propensity score matching can be found in, e.g., Rosenbaum and Rubin (1983), Heck-

man et al. (1998) or Dehejia and Wahba (2002).
72 See Gassen and Sellhorn (2006), p. 16.
73 See Baumann (2012), p. 119.
74 This is in line with the literature in section 4.3.
75 See Finke (2014), p. 13.
76 Nevertheless we consider the industry in a robustness check. See page 25.
77 See Baumann (2012), p. 121 - 122.
78 See Baumann (2012), p. 121.
79 See Dehejia and Wahba (2002), p. 151.
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inclusion of a caliper, can compensate for the weaknesses of individual factors. The matching

method is more effective than an unspecified matching of individual characteristics.80

The matching is performed from the data in 2006, before the reform, taking into account the

variables TA, PR, NE, SALES, COLLATERAL, CURRENTRATIO, ROA, ZSCORE, NTR and ∆LEV .

4.4 Time

The dummy variable TIME divides the sample into a group before and a group after the

exogenous shock of the 2008 corporate tax reform.81 The interest barrier was introduced

under the 2008 corporate tax reform and applies for all companies whose year begins after

July 25, 2007 and ends not after January 1, 2008.82 Transitional periods, particularly for

existing financing structures, are not provided for in the act.83 In Figure 2 these points in

time are blue.

years

2005 2006 2007 2008 2009 2010 2011

time = 0 time = 1

reform 2008
25.07.2007

30.07.2007
draft

14.08.2007
decree

Figure 2: Overview over time

The Federal Government submitted the draft bill to the Upper House on July 30, 2007, and

it passed as early as August 14, 2007.84 In Figure 2 these data are highlighted in red. Prior

to this the draft bill was discussed and finalized in various committees, so companies were

already able to adjust their financial structures as early as 2007. In order to not distort the

outcome of the investigation and to exclude an anticipatory effect of the interest barrier rules,

we use data from 2006 in the regression, in other words a period well before the corporate

tax reform. For the post-reform period we use data from 2008 in the regression.

80 See Dehejia and Wahba (2002), p. 151.
81 See section 4.
82 See section 4.
83 See section 4.
84 See Bundestag (2007) and Heuermann (2014), EStG § 4h Rd 3.

15



5 Data and descriptive statistics

The data we use to validate the hypothesis are taken from the Dafne database by Bureau van

Dijk (BvD).85 This unique dataset comprises actual and historical single statements of over

one million German companies. The variables we use are listed in table 10 of the appendix.86

The data were collected in August 2013.

The data we use have significant missing values and obvious false entries, which may lead to

erroneous results of the investigation. For this reason, the extracted data are first checked

for completeness and plausibility. For this purpose, all records are removed from the sample

that have no entries for the variables marked with a * in table 10 of the appendix B for the

studied period, or that contain obvious erroneous data.87 Furthermore, all companies with

a negative equity ratio and negative profit (losses) are deleted. Equity ratios of less than 0%

are possible when companies (in the short and medium term) generate losses.88 Banks and

insurance companies and non-profit organizations are also removed from the sample because

they have a particular capital structure. This is to avoid further distortion of the results. To

this end all companies were removed whose US SIC code begins with 6. The criterion for non-

profit organizations is assumed to be the presence of the term “non-profit” in the company

name.89

In addition to the records from the Dafne database local business tax rates (LBT) are obtained

from the Federal German Statistical Office for the relevant years for the companies in the

dataset. The LBT is assigned to the registered address of the companies contained in the

dataset.90 In the database, only very little information is included on the paid corporation

tax, so we approximate this using the NTR and the tax paid.91 The corporate tax rate is often

below the nominal corporate tax rate, which may lead to an overestimation of the affected

companies because in the calculation the EBITDA is too high. The EBITDA thus calculated is

deducted from corporate income taxes and thus more companies are affected.92

The final sample includes a total number of 6,130 companies. Table 2 summarizes the respec-

tive steps and the extent of data losses. Approximately 950,000 companies are eliminated

85 Bureau van Dijk Electronic Publishing GmbH, http://www.bvdinfo.com/.
86 The excerpt from the Dafne database only includes companies that between 2009 and 2012 had at least

one entry for interest expense and reported subject to German GAAP.
87 For all variables without * we make assumptions for missing data and explain these as appropriate.
88 See Stöckl and Winner (2013), p. 191. As these companies could greatly distort the results because they are

threatened by insolvency or liquidity problems, which can be determined clearly, they are not considered
further in this study.

89 See Blaufus and Lorenz (2009), p. 523.
90 See Statistisches Bundesamt (2007), Statistisches Bundesamt (2009). In the absence of information on the

LBT, the average local business tax rate is used as an alternative.
91 The approximation applies the following relationship: CTAX = tax

NTR · (NTR − LBT · 0.035).
92 This assumption is evaluated in the robustness checks. See section 6.7.
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number sample size
complete database 1,035,986 1,035,986
Missing data for interest expense: -949,057 86,929
Missing data for all required variables: -80,127 6,802
US SIC = 6*** (e.g. banks) -539 6,263
non-profit companies -160 6,130

Table 2: Development of the sample

from the sample (approximately 92%) because the database lists no interest expense informa-

tion for them.93 Of the remaining 86,929 companies, approximately 89% are deleted due to

incomplete records. The final sample size of 6,130 companies is approximately 6-‰ of the

total number of available companies in the database. Table 3 considers the sample in more

detail based on the size structure of the companies.

sales overall
(in 1.000 e) count in %

< 9,680 1,457 23.76
9,681 - 38,499 2,019 32.93
≥ 38,500 2,654 43.29
Summe 6,130 100.00

Table 3: Composition of the sample by company size94

Approximately 43% of the companies can be classified as large corporations with an average

sales of more than e 38.5 million. In addition, approximately another 33% of companies fall

into the group of medium-sized corporations with average sales between e 9.6 million and

e 38.5 million, while only approximately 23% are assigned to the “small corporations” group.

A variety of companies in the database is more representative of small businesses with fewer

disclosure requirements so that they cannot be included because of missing data for the

subsequent investigation. It is expected that more medium-sized and large corporations will

be affected by the interest barrier. For this reason, the companies in and the size of the

sample are valued as appropriate for the subsequent investigation.

Figure 3 depicts the course of the average LEV over the entire sample over the period 2005

to 2010. The mean LEV decreases slightly over the entire period. Overall, a reduction of

approximately 5.5 percentage points from 50.20% in 2005 to 44.70% in 2010 can be ob-

served. On closer examination, it can be seen that the mean LEV falls slightly faster after

2006 and is nearly constant since 2009. Between 2007 and 2009, the mean LEV falls by 0.43%

(2007), 1.15% (2008) and 1.8% (2009).95 Because net interest expense plays a central role in

93 Interest expense is a mandatory variable for the present study.
94 Company size is measured according to § 267 HGB using the arithmetic mean of the sales from 2006 and

2008.
95 The LEV is adjusted against missing data only for 2006 and 2008. The development in 2009 and 2010

may be due to the economic crisis of 2009 and is due to a small number of companies. The focus of the
investigation is on 2006 to 2008, as described in section 4.4. A more extensive cleanup of the LEV for
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Figure 3: Mean LEV of the full sample

the present investigation, the distribution function of these variables is mapped in figure 4.

We see a strong concentration around zero with a slight shift to the right. The average is

e 963.71, meaning that more interest expenses exist as interest income. Skewness (skew) as

a measure of the symmetry indicates how different a distribution is from a normal distribu-

tion. For a normally distributed variable (reference curve in figure 4) the skew is zero and

the arithmetic mean, median and mode are identical. This means that for a skew of 56.25 in

the present case, net interest expense in relation to the normal distribution has more charac-

teristics that are larger than the arithmetic mean. Kurtosis (kurt) is a measure of the degree

Figure 4: Distribution function of the net interest expense (in e 1.000) for the year 2006

of curvature of the distribution. A value of 3 corresponds to a normal distribution. Larger

more years is not performed because this would limit the sample size further and produce no additional
information for the underlying setting.
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values indicate a narrower bell compared with the normal distribution. The value of kurt is

3,668.23 for net interest expense in 2006. This indicates a very narrow bell curve.

Both skew and kurt confirm our expectations concerning the net interest expense in 2006,

which is that most companies reported a net interest expense close to zero and due to the

tax deductibility of debt interest, a larger number of companies reported a larger net interest

expense.

5.1 Identification of the treatment group

The treatment group is determined as described in section 4.2. Table 4 shows the develop-

ment of the treatment group size after each step. Most companies (approximately 90%) are

not affected by the interest barrier because they do not have the required net interest ex-

penses. In addition, another approximately 64% of the remaining companies are not subject

to the interest barrier as they can use either EBITDA or the stand-alone clause. Only two

companies in the present sample can use the equity clause.96 Due to tax group membership,

a further 30 companies are eliminated from the treatment group.97 Overall, in the present

study 150 companies out of the total sample were affected by the interest barrier in 2006.

This corresponds to approximately 2.44%. Using propensity score matching, as described in

affected
companies treatment group
in the full reduction remaining

clause sample per step companies
full sample 6,130 6,130
1. allowance 5,479 -5,479 651
2. EBITDA clause 5,894 -415 236
3. stand-alone clause 3,662 -21 182
4. escape clause 6,104 -2 180
5. tax group 5,417 -30 150

Table 4: Overview of the treatment group development for the year 200698

section 4.3, for all companies a corresponding company can be determined for a caliper of

less than 0.1. Thus, according to the propensity score matching the treatment and the control

96 It is important to note that only German parent companies can be considered for the equity comparison. See
footnote 64. The sample includes 2,816 companies with a parent company, of which 1,314 companies have
a German and 1,502 an international parent company. Only for 1,109 companies (39.38%) the necessary
information for the equity comparison is available. Due to this, the escape clause might be underestimated
in our analysis.

97 With a random sample, the proxy for the tax group membership is verified on the basis of entries of
profit transfer agreements in the commercial register (Amtsgericht Paderborn, for data from North Rhine-
Westphalia). Occasionally, we observe that not all affiliations can be detected with the used proxy. Due
to this, the results of this study could be underestimated. To use the data of the commercial register is
not possible, as the University of Paderborn currently does not have access to all commercial registers in
Germany.

98 The individual steps are explained in section 4.2.
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group each include 150 companies. Table 12 of the appendix shows the coefficients of the

propensity score estimation. The variables TA, NI, NE, SALES, ROA, COLLATERAL and ZSCORE

are significant at least at the 5% level in the regression model. In addition, the underlying R2

is 23%.

5.2 Assessing matching quality

To obtain an appropriate investigation, it is essential that the determined control group is

sufficiently similar to the treatment group regarding the chosen matching criteria. Rosen-

baum and Rubin (1985) developed a standardized bias to assess the similarity of treatment

and control group for each observable (x) of each company.99 The standardized bias (SB) is

calculated as follows:

SBx =
x̄treatment − x̄control√
σ2
xtreatment+σ2

xcontrol
2

.
(13)

The standardized bias for the treatment and control group for the unmatched and matched

sample is depicted in table 5. The results illustrate that propensity score matching leads

to a strong reduction in the bias between the treatment and control group. On average,

the reduction is almost between 39% and 98%, which indicates a post-matching bias of less

than 17% and in most cases less than 10%. Only the bias for CURRENTRATIO could not be

alleviated by the matching process. Moreover, a t-test for equality is performed to examine

the differences between the means of the treatment group and the control group. The null

hypothesis of the t-test that the treatment group’s mean is not significantly different than

that of the control group cannot be rejected for all variables, except for the ZSCORE.100

Thus, only the significant difference at the 10% level of ZSCORE can be observed between the

two groups on the mean values. For the DID approach, the treatment and control groups

must be very similar.101 In the underlying case, this condition is mainly satisfied. In figure

5, the standardized bias reduction is illustrated graphically by points before and crosses

after matching. This figure demonstrates the strong standardized bias reduction due to the

propensity score matching. The results suggest that the propensity score matching works

well in assigning sufficient similar control companies to the treatment companies. figure 6

compares the development of the means of the LEV of the treatment and the corresponding

control group. Between 2006 and 2008, the important points in time in this investigation,

99 See Finke (2014), p. 18.
100 We also conducted a Wilcoxon matched-pairs signed-ranks test to test for equality because the Shapiro-Wilk

normality test shows that all variables are not normally distributed. The Wilcoxon matched-pairs signed-
ranks test confirms the results of the t-test with the exception of CURRENTRATIO. This indicates that the
group means for ZSCORE and CURRENTRATIO are not equal.

101 See section 4.
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Mean %reduction t-test
Variable Treated Control %bias |bias| t p>|t|
TA (ln) Unmatched 11.782 9.6121 140.7 14.57 0.000

Matched 11.782 11.937 -9.4 93.3 -0.88 0.381
NI Unmatched 11,812 4,792.2 9.9 1.45 0.147

Matched 11,812 13,850 -2.9 -71.0 -0.23 0.817
NE (ln) Unmatched 4.908 4.4678 26.3 3.42 0.001

Matched 4.908 5.1748 -15.9 39.4 -1.26 0.207
SALES (ln) Unmatched 10.944 10.094 53.1 6.15 0.000

Matched 10.944 11.218 -17.1 67.8 -1.36 0.174
ROA Unmatched .03928 .10903 -48.5 -5.54 0.000

Matched .03928 .03352 4.0 91.8 0.43 0.665
COLLATERAL Unmatched .60729 .34764 88.9 11.84 0.000

Matched .60729 .61201 -1.6 98.2 -0.14 0.893
NTR Unmatched 39 38.722 14.3 1.71 0.088

Matched 39 39.137 -7.0 50.8 -0.60 0.551
ZSCORE Unmatched 1.2836 4.4702 -5.3 -0.46 0.644

Matched 1.2836 1.6823 -0.7 87.5 -1.75 0.082
CURRENTRATIO Unmatched 58.345 61.96 -0.3 -0.03 0.975

Matched 58.345 24.881 3.1 -825.7 0.59 0.554
∆LEV Unmatched -.00464 -.0187 16.1 1.62 0.106

Matched -.00464 -.01121 7.5 53.3 0.63 0.529
Notes: This table compares the means of all matching criteria between the treatment and a control
group which was determined via propensity score matching. The first line for each criteria indicates
the mean of the unmatched and the line below for the matched sample. The two columns in the
middle indicates the bias between the two subsamples and the absolute reduction in the bias due
to matching. The two columns on the right show the result of a t-test if the mean values between
the treatment and the control group are statistically equal. The results are based on the nearest
neighbor matching with a caliper of 0.1 and the year 2006.
Source: own calculation.

Table 5: Assessment of Matching Quality
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Figure 5: Standardized % bias across covariates
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Figure 6: Mean LEV of the treatment and control groups
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Figure 7: Mean ∆LEV of the treatment and control groups

the mean LEV of the treatment group falls from 63.67% (2006) to 60.38% (2008), by a total of

3.29 percentage points. During the same period, however, the mean LEV of the control group

falls from 45.14% (2006) to 44.14%, a slight reduction by 1 percentage point. As expected, the

LEV of the treatment group is a mean of 18.53 percentage points higher than the LEV of the

control group in 2006. In figure 7 the development of the mean of ∆LEV is depicted. ∆LEV of

the treatment group increases from -0.4% (2006) to -3.28% (2008) by a total of 2.88 percentage

points. By contrast, the mean ∆LEV value of the control group is nearly constant with -1.1%

(2006) and -1% (2008). From a purely descriptive perspective, these two figures indicate that

hypothesis H1 cannot be rejected. The structure of the “matched” sample for the treatment

and control groups is shown in table 6. The expectation that more large companies are

affected by the interest barrier cannot be refuted descriptively, as it concerns approximately

60% large, 29% medium and only 9% of small corporations. In addition, no huge differences

between the treatment and control groups can be observed.
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sales “matched” treatment group control group
(in 1.000 e) count in % count in % count in %

< 9,680 33 11.00 14 9.33 19 12.66
9,681 - 38,499 86 28.66 48 32.00 38 25.33
≥ 38,500 181 60.33 88 58.66 93 62.00

sum 300 100.00 150 100.00 150 100.00

Table 6: Sample composition for the full, the “matched” sample and the treatment and control groups

6 Results and Robustness checks

We estimate various regression models for equation (9). The results are shown in table 7. The

complete model is shown in model (8) and only with none or one control variable in model (1)

to (7). We focus on the interaction term TREAT · TIME to figure out to what extent companies

in the treatment group, i.e., those companies that are subject to the interest barrier, adjust

their leverage when they experience the tax reform 2008. First, the results of model (8)

are considered. The variable TREAT · TIME has a negative coefficient and is significant

at the 5% level. A negative coefficient implies that the companies that are affected by the

interest barrier reduce their LEV stronger than those that are not affected. In other words,

the companies in the treatment group reduced their LEV by 3 percentage points more than

the companies in the control group. This indicates that hypothesis H1 for ∆LEV (8) cannot

be rejected.102

The variable TREAT is not significant and cannot be interpreted. The variable TIME is sig-

nificant on the 5% level and has a negative coefficient of -3.6%.103 This means that the time

has a negative effect of 3.6% on ∆LEV . In the following, the control variables are considered

and compared with the expected sign of the respective coefficient. The variable SALES, a

proxy for the size of the company, has a positive coefficient and is high significant at the 1%

level. Consequently, the expectation that larger companies use more debt to finance them-

selves can be supported. Furthermore, we use ZSCORE as an indicator of the probability of

insolvency. The coefficient of ZSCORE is also highly significant and negative at the 1% level.

A negative sign is in line with the expectation that for companies with a high risk of insol-

vency it is more difficult or costly to incur debt. The NTR is significant at the 5% level and

negative.104 With the corporate tax reform 2008 the corporate tax rate of 25% was reduced

to 15%. As a consequence, the attractiveness of the tax shield was reduced. The result of the

coefficient is in line with our expectation that companies use less debt because of the reduced

102 See section 4.
103 The coefficient TIME must interpreted with care due to a correlation between NTR and TIME of -0.8663

(Spearman). See page 25.
104 The coefficient NTR must be interpreted with care due to a correlation between NTR and TIME of -0.8663

(Spearman). See page 25.
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(1) (2) (3) (4) (5) (6) (7) (8)
∆LEV ∆LEV ∆LEV ∆LEV ∆LEV ∆LEV ∆LEV ∆LEV

TIME 0.001 0.001 0.001 0.001 0.001 0.003 -0.028 -0.036*
(0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.022) (0.022)

TREAT 0.007 0.007 0.007 0.007 0.007 0.002 0.006 0.003
(0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.011)

TREAT · TIME(−) -0.029* -0.029* -0.029* -0.029* -0.029* -0.030** -0.029* -0.030**
(0.015) (0.015) (0.015) (0.015) (0.015) (0.015) (0.015) (0.015)

SALES 0.002 0.008***
(0.002) (0.002)

COLLATERAL 0.016 -0.002
(0.013) (0.014)

ROA -0.001 -0.024
(0.033) (0.032)

CURRENTRATIO 0.000 -0.000
(0.000) (0.000)

ZSCORE -0.010*** -0.013***
(0.002) (0.002)

NTR -0.003 -0.004**
(0.002) (0.002)

Constant -0.011 -0.031 -0.021* -0.011 -0.011 0.006 0.103 0.078
(0.008) (0.025) (0.011) (0.008) (0.008) (0.008) (0.077) (0.077)

Observations 600 600 600 600 600 600 600 600
adjusted R-squared 0.013 0.014 0.016 0.013 0.013 0.058 0.017 0.081

F statistic 2.663 2.163 2.412 1.994 1.994 9.189 2.561 5.790
Notes: The treatment group consists of companies subject to the interest barrier. These companies
have a net interest expense greater than e 1 million, do not belong to a tax group as subsidiary and
cannot use the EBITDA, stand-alone or equity clause. The control group consists of companies that are
as similar as possible, which were determined using a propensity score matching and are not subject to
the interest barrier. The asterisks (*** / ** / *) indicate the significance at the 1% / 5% / 10% level.
Source: Dafne database, 2006 and 2008, own calculations.

Table 7: Results of the regression
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value of the tax shield. This result is also an indicator for taxes having in general an impact

on corporate financing decisions. For all other control variables, i.e., SECURTIY , ROA and

CURRENTRATIO, we cannot draw any conclusions because the respective coefficients are

not significant. The regression equation has an adj. R-squared of 0.081, which corresponds

to similar studies.

Models (1) to (7) in table 7 confirm the previously presented results of the model (8). There

are no differences in the signs and only minimal changes in the magnitude of the coefficients.

All coefficients are significant, except TIME. The coefficient TIME is unchanged in models (1)

to (6). If we include NTR in models (7) and (8), the sign and magnitude of the coefficient of

TIME change, but only the coefficient in model (8) is significant. The coefficient of TIME must

be interpreted cautiously due to a correlation between NTR and TIME of -0.8663 (Spearman).

However, especially the interaction term TREAT · TIME with -2.9% and -3.0% is nearly con-

stant. We find a significance level close to the 5% level with a p-value of 5.5%. This level does

not change across all models.

In the correlation matrix according to Spearman in table 13 in appendix F, a significant cor-

relation of -0.5982 between the variables ZSCORE and COLLATERAL and of 0.5035 between

ZSCORE and SALES can be observed. These correlations can be explained by the fact that COL-

LATERAL is indirectly and SALES directly included in ZSCORE.105 Additionally, a significant

correlation of -0.8663 between NTR and TIME can be identified. This result can be explained

as the corporate tax rate being cut by 10 percentage points from 25% to 15% in the corporate

tax reform 2008 for all companies. While the NTR decreases over time, the TIME variable

increases from zero prior the reform to one after the reform. We use the variance inflation

factor (VIF) to test for multicollinearity. Basically, a smaller VIF indicates less concerns with

respect to multicollinearity.106 If the VIF exceeds a certain critical cut-off level, the results are

no longer interpretable. A general cut-off value for VIF has not been defined in the literature

until now and depends on the underlying model. Sometimes, the value 10 is chosen.107 The

results of the VIF-test are displayed in table 8. The complete model (8) includes VIFs smaller

than nine. Except for NTR and TIME, all VIFs are smaller than three and are thus distant from

10. For this reason, we are not worried about multicollinearity.

In the following section, we test the robustness of the results against different influences

beginning with the Citizens’ Relief Act. Furthermore, we test for credit ratings, liquidity

constraints, different reporting dates, different matching approaches, a simplified calculation

for the EBITDA and industry as an additional matching criterion.

105 See equation 4 and 7.
106 See Wooldridge (2014), p. 86.
107 See Wooldridge (2014), p. 86.
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Variable VIF
TIME 8.78
NTR 7.80

TIME · TREAT 3.01
TREAT 2.02

ZSCORE 1.34
SALES 1.32

COLLATERAL 1.30
ROA 1.03

CURRENTRATIO 1.01
Mean VIF 3.07

Table 8: Results of the VIF-test

6.1 Citizens’ Relief Act

The legislature raised the exemption limit to e 3 million with the Citizens’ Relief Act and

the Growth Acceleration Act in 2009.108 Additionally, the limit for the escape clause was

increased by 1 percentage point to 2% by the Growth Acceleration Act in 2009.109 To test

our results against the possible anticipation effects of this reform, we identify the treatment

group for the threshold of e 3 million and the escape clause with the 2%-limit and estimate

the regression equation (9) again. All other parameters remain unchanged.

The results of the calculation are shown in table 14 of the appendix G. The sample size with

260 and 65 treated companies in total is less than half the size of the initial sample. The

coefficient of TREAT · TIME is with -4.1% by 1.1 percentage points greater than in the ini-

tial regression and significant on the 5% level. Due to the greater magnitude and significant

results, we conclude that the regression is robust against anticipation effects of the Citizens’

Relief Act and the Growth Acceleration Act in 2009. In other words, those companies that

have higher net interest expenses and cannot use the escape clause (2%-limit), react more

sensitively to the tax reform and reduce their LEV by addition 4.1 percentage points in com-

parison to the companies in the control group.

6.2 Credit ratings

The costs of and the access to a loan often depends on the credit ratings by banks or rating

agencies that are commonly used in order to control for risk.110 In general, credit ratings are

not published on a regular basis and are often only available for listed companies and thus

only for a small subsample of our dataset.111 To control for the influence of credit ratings,

108 See BuergerEntlG dated July 16, 2009 (BGBl I 09, 1959), p. 2 and WachstBeschlG dated December 22, 2009
(BGBl I 09, 3950), p. 43.

109 See WachstBeschlG dated December 22, 2009 (BGBl I 09, 3950), p. 17.
110 See Koch and Prassel (2012), pp. 8 - 9.
111 See Koch and Prassel (2012), p. 9.
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we include the following two risk measures developed by Koch and Prassel (2012), which are

approximated by measures determined on the basis of published accounting data.

RISK1 = 3

√
interest paid

non current liabilities + loans
.

RISK2 = intangible fixed assets
fixed assets

.

(14)

In their study, Koch and Prassel (2012) show that both of the accounting based measures are

significantly negatively correlated with the credit rating variable, meaning that higher values

for these risk measures come with a weaker credit rating.112 We expect a negative influence

of the two risk measures on ∆LEV , meaning that a higher value of risk raises the cost of

debt and due to this reduces the attractiveness of debt. It is not possible to conjecture a

uniform, either positive or negative influence. This effect depends on the initial level of

the risk measure before the reform and their development over time. Both directions are

conceivable.

In table 15 of the appendix H, the results of the additional estimation of the regression,

including the two risk measures RISK1 and RISK2, are shown. There, the columns (1) to (3)

are based on the full sample while columns (4) to (6) refer to a restricted sample where we

excluded values greater than one for RISK1. We consider these risk values as abnormal.113

The results of TREAT · TIME are almost identical to our previous findings in both samples.

In the full sample the significance is still at the 5% level and in the restricted sample at the

10% level, but the p-values are just below the 5% level. The measures RISK1 and RISK2 are not

significant in both samples and cannot be interpreted. If we include these two risk measures

in the regression model, the results are only marginally affected. In sum, we find that our

results for TREAT · TIME are robust against these measures for credit ratings.

6.3 Liquidity

The investigation already includes the variable CURRENTRATIO as a measure for liquidity.

The results in table 7 imply that CURRENTRATIO is not significant and also has no economic

impact because the coefficient is almost zero. To investigate the influence of liquidity in more

detail, we include the following dummy variable based on CURRENTRATIO:

LIQUIDITY = 1 if CURRENTRATIO < 1. (15)

112 See Koch and Prassel (2012), p. 15.
113 See Koch and Prassel (2012), p. 12.
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If CURRENTRATIO is smaller than 1, the company cannot cover its obligations by current lia-

bilities with current assets. For this reason, the dummy variable LIQUIDITY can be interpreted

as an indicator for liquidity constraints. Furthermore, to separate the effect of liquidity con-

straints on companies that are also affected by the interest barrier, we extend the basic model

by a so-called three way interaction. We obtain the following model:

∆LEV = β0 + β1 · TREAT + β2 · TIME + β3 · (TIME · TREAT)

+ β4 · (TREAT · LIQUIDITY)+ β5 · (TIME · LIQUIDITY)

+ β6 · (TIME · TREAT · LIQUIDITY)+ β7 · controls + ε.

(16)

We expect a positive influence of the interaction term (TIME · TREAT · LIQUIDITY) on

∆LEV because companies that are affected by liquidity constraints and the interest barrier

are not able to reduce their debt ratio due to liquidity constraints. We believe that liquidity

constraints overcome the adaption reactions of companies on the interest barrier.

The results are shown in table 16 of the appendix. In column (2), the dummy variable LIQ-

UIDITY is included and is not significant. In this model, LIQUIDITY has no impact on

all other coefficients, including the interaction term TREAT · TIME. Thus, we do not find

evidence for a general influence of the variable LIQUIDITY on ∆LEV . In column (3), the re-

sults of the regression including the three way interaction are depicted. The interaction term

TIME·TREAT ·LIQUIDITY is significant on the 5% level with 7.1%, meaning that companies

with liquidity constraints which are also affected by the interest barrier increase their LEV by

7.1 percentage points. This is in line with our expectations, including the three way interac-

tion that liquidity has also an effect on TREAT · TIME. The coefficient of TREAT · TIME is

with -5.0% significant on the 1% level and this is 2 percentage points higher than in the initial

investigation. All other coefficients are almost unchanged. We believe that the effect from

the liquidity constraints dominates the reaction of the interest barrier.

6.4 Different reporting dates

In the initial investigation, all reporting dates for the years 2006 and 2008 are included.

To test the results against different possible anticipation effects due to different reaction

periods, all financial statements with a reporting date that differs from December 31 are

excluded.114 In table 17 of the appendix J, it is obvious that the results are still stable. The

sample with 560 observations is 40 items smaller. The interaction term TREAT · TIME is

still significant at the 5% level. The coefficient is with -3.3%, a 0.2 percentage point larger

than in the initial investigation. No important changes for the other control variables can be

observed.

114 See the underlying assumptions in section 5.
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6.5 Matching

The propensity score matching is very important to identify similar companies to the treated

companies. To test the robustness of the results, we calculate the regressions with a propen-

sity score matching with 1 to 5 neighbors with replacement and without any propensity score

matching.

6.5.1 1 to 5 nearest neighbor matching

The appendix K in table 18 depicts the results of the calculation of the regression for the

treatment and control group after the propensity score matching with 1 to 5 neighbors and

with replacement. Only the matching options are adapted; all other assumptions remain

unchanged. The treatment group still includes 150 and the control group 519 companies,

which results in 1,338 observations.115 The interaction term TREAT · TIME is still on the

5% level significant and with -2.8% only 0.2 percentage points smaller in comparison to the

initial model. The adj. R2 drops down to 1.6 %.

6.5.2 Without matching

The regression results without a matching are shown of the appendix L in table 19. The

treatment group includes still 150 and the control group 5,980 companies, which leads to

12,260 observations. The results for the interaction Term TREAT ·TIME remain unchanged

at the 5% significance level with -3.0%. The adj. R2 also decreases to 1.3%. In sum, these two

calculations indicate that the results are robust against different matching approaches. The

content of the declaration of regressions (adj. R2) decreases with an increasing sample size.

6.6 Falsification test - “placebo reform”

We also examine whether potential treated and untreated companies had also a different

development of their LEV in the period 2005 to 2006.116 The chosen new time window is

much earlier than the German corporate tax reform 2008 and can be regarded as a placebo

reform in 2006. As a robustness test, we made the same regression analysis for the time

window 2005 to 2006. The results are shown in table 20 of the appendix M. As expected,

the interaction term TREAT · TIME is neither statistically and nor economically significant.

This result implies that the investigated companies do not differ in their behavior and all

115 The difference to the expected 750 companies in the control group is because 1 to 5 neighbors matching is
only possible with replacement. See Leuven and Sianesi (2003), p. 5. Companies that are included twice or
more in the control group are taken into account only once in the regression.

116 We do not use the period 2004 to 2006 because the data for 2004 are not available in the necessary quality.
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companies react in the same way. A real reform suggests that the treated companies react

differently to the control group as obvious in our investigation.

6.7 Simplified EBITDA

The underlying definition of EBITDA in equation (11) contains a number of assumptions,

especially regarding the corporate tax.117 To test the robustness of the model against these

assumptions, we use the following simplified definition of EBITDA:

simp_EBITDA = profit + net interest expenses + depreciations. (17)

As a consequence, we receive a little smaller treatment group with 142 companies. We con-

duct the same regression analysis with this simplified EBITDA. The results are displayed in

table 21 of the appendix N. The interaction term TREAT · TIME is with -4.6% highly signif-

icant at the 1% level. Using the simplified EBITDA leads to more significant results with a

coefficient that is 1.6% higher than in the initial model. We believe that the calculation of

the detailed EBITDA is more appropriate and that the results of the simplified EBITDA lead

to an overestimation of the effects due to this inaccuracy. However, this test underlines the

robustness of our previous calculations.

6.8 industry

As discussed previously, we see no economic and empirical evidence suggesting that industry

matters to our research question. Nevertheless, we implement the industry as a matching

criterion to test the results against possible influences of different industries.

In table 9, the distribution of the companies across different industries is shown, classified

by the first digit of the US SIC code. It can be seen that the distribution for the ten differ-

ent industries is not equal. The industries 1, 2, 8 and 10 have fewer than 64 companies in

the complete sample and fewer than 3 companies in the treatment group. Consequently, a

matching with a caliper of 0.1 is not possible on a required quality level for these indus-

tries.118 Hence, we do not consider this industry in the following. For all other industries

we matched an almost similar company to the treated companies using the propensity score

matching with the additional requirement that the company must have the same industry

classification. All other assumptions remain unchanged. The results are shown in table 22 of

the appendix O. The treatment group contains 133 companies. It is smaller than the original

treatment group because not all industries could be considered and not for all companies a

117 See footnote 91.
118 The industry 8 is not represented in the sample, because all companies of this industry are excluded due to

special properties regarding their LEV. See page 5.
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Total Treatment
No. Industry sample group
1. Agriculture, Forestry, Fishing 64 3
2. Mining 52 0
3. Construction 767 43
4. Manufacturing 2252 37
5. Transportation, Communications, Electric, Gas and Sanitary Services 1069 30
6. Wholesale Trade 938 22
7. Retail Trade 243 3
8. Finance, Insurance and Real Estate 0 0
9. Services 742 12
10. Public Administration 2 0
Notes: This table shows the regression result of the propensity score matching. Only data of the year
2006 are considered.
Source: own calculation.

Table 9: Distribution of the sample to industries (US SIC code)

match could be identified with a caliper of 0.1. The matching quality is lower than in the initial

investigation because the number of possible matches in each industry is much smaller than

in the complete sample. The coefficient in table 22 of the interaction term TREAT · TIME
is still -2.9% and not statistically significant at any reported level. However, with a p-value of

11.2% it is close to the 10% significance level. One reason for the lower level of significance

is possibly the relatively lower quality of the matching process. Nevertheless, our results are

also stable if we consider industry as an additional matching criterion because the coefficient

is unchanged and almost statistically significant on the 10% level.

To summarize, our robustness tests show that the results of the initial regression are very

stable. Furthermore, the effect of the interest barrier on the capital structure becomes even

stronger under certain conditions.

7 Conclusion

With a “difference in difference approach”, we investigate whether taxes have an impact on

the financial structure of companies. The theoretical literature suggests that taking tax effects

into account debt should be preferred against equity. Against the backdrop of Germany’s

2008 corporate tax reform, this relationship is empirically examined in the context of a quasi-

experiment.

The so-called interest barrier was introduced under the 2008 corporate tax reform and pro-

hibits, under certain conditions, the tax deductibility of interest. Accordingly, it is expected

that companies that are affected by the interest barrier reduce their debt ratio. In this study

we identify the companies that would potentially have been be affected by the interest barrier

before the 2008 reform and compare them with respect to a change in their debt ratio to a
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control group. We use the Dafne database by Bureau van Dijk with a sample size of 6,130

companies.

Of these, 150 companies were fictitiously affected in 2006 by the interest barrier. Using a

propensity score matching for these 150 companies, we identify similar 150 unaffected com-

panies. With a significance at the 5% level it is shown that the companies that are affected

by the interest barrier reduce their debt ratio by 3 percentage points more than companies

that are not affected. Furthermore, robustness checks indicate that affected companies with-

out liquidity constraints reduce their debt ratio more by 4.9 percentage points. The results

are also stable against various risk measures, a threshold of e 3 million, different reporting

dates, different matching approaches and a simplified EBITDA. This provides unambiguous

evidence for our prediction that taxes have an impact on firms’ financing decisions. Our re-

sults are in line with the results of the meta study of Feld et al. (2013), who scrutinize the

mixed results of 46 previous studies of the influence of taxes on financing decisions. More-

over, our findings are in line with those of Blouin et al. (2014) who examine the impact of

thin capitalization rules that limit the tax deductibility of interest on the capital structure of

the foreign affiliates of U.S. multinationals.

In principle, we can confirm the results of the studies of Buslei and Simmler (2012) and

Dreßler and Scheuering (2012). While we can show that the results of Buslei and Simmler

(2012) are highly dependent on the identification strategy and the model specification, our

results prove to be robust against a whole set of variations and robustness checks. However,

there are differences in the magnitude of the coefficients. The reaction of the leverage that

we find is not as enormous at 3 percentage points as that found by Buslei and Simmler

(2012) with 5.3 percentage points, but it is higher than the result of Dreßler and Scheuering

(2012) with 1.53 percentage points. Moreover, we believe that we use a more complete and

well-specified model and that we identify the affected companies in a more appropriate way.

Furthermore, the control group is determined using a propensity score matching method,

thereby skewing of results can be avoided. In contrast to previous studies, we obtain a very

clear, unambiguous and stable result, meaning that our results contribute strongly toward a

better understanding of the capital structure effects of taxes.

Our empirical results imply that the equity of those German companies that are affected by

the interest barrier has been strengthened. That said, from an empirical perspective, it is still

unclear whether the interest barrier effectively prevents profit shifting into low-tax countries.

This question arises especially due to the large number of exemptions with respect to the

application of this rule. This issue should be subject to future research.
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Figure 8: Expected response of the treatment group and the control group
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B List of variables

Variable name Label

General information:

Name of the company NAME

BvD ID number BVD

National parent company - name NPC_NAME

National parent company - BvD ID number NPC_BVD

Global parent company - Name GPC_NAME

Global parent company - BvD ID number GPC_BVD

US SIC - Code USSIC

US SIC - description USSIC_NAME

Legal form LF

Type of financial statement ABA

Balance sheet date BSD

Interest of affiliated companies IFAC

Number of employees* NE

Number of subsidiaries NOS

Postcode PC

City C

Date of birth DOB

Balance sheet items:

Equity* E

Total assets* TA

Profit PR

Financial and investment income FIE

Profit / loss before tax* PLBT

Intangible assets* IA

Fixed assets* FA

Current assets* CA

Current liabilities* CL

Liabilities* L

Liabilities with remaining maturity up to 1 year L1

Liabilities with remaining maturity between 1-5 years L15

Liabilities with remaining maturity more than 5 years L5

Liabilities to shareholders LTS

Provisions* P

Provisions for impending losses PFIL

Provisions for expenses PFE

Deferred taxes DT

Shares in affiliated companies SAC
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Variable name Label

Extraordinary items with an equity portion EIEP

Loan to associated companies LTAC

Financial assets FA

Intangible assets IA

Loan liabilities LL

Information from the income statement:

Net interest expenses * NIE

Interest expense* IE

Interest income* II

Tax TAX

Taxes on income and earnings TOIAE

Sales* S

Corporate tax CTAX

Depreciation* AFA

Operating profit* OP

Income from investments IFI

Transfer of profits due to a profit or partial profit transfer agreement TGA

Transfer of losses due to a profit or partial profit transfer agreement TLA

Table 10: Overview of the data exported from the Dafne database
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C Systematization of thin capitalization rules

Notes: If debts exceed a certain debt ratio (harmful debt to equity ratio) interest deduction restrictions apply. The earnings threshold indicates that
the interest expenses are only tax-deductible up to a certain amount of earnings, e.g., EBITDA. If the harmful debt ratio or the earnings threshold are
exceeded, excess interest expenses are non tax-deductible (prohibition of deduction) or are reclassified as dividend payments (hidden profit distribution).
Source: Maßbaum (2011), p. 21.

Figure 9: Systematization of thin capitalization rules.
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D Overview of various thin capitalization rules

Type Short description Countries
Type 0 no regulations Croatia1, Cyprus, Estonia, India, Malta,

Netherlands, Slovakia

Type 1 general regulations United Kingdom2, Ireland3, Luxembourg4, Austria5, Sweden

shareholder loans
Type 2 debt ratio Belgium, Slovenia

hidden profit distribution

shareholder loans
Type 3 debt ratio Denmark, Canada, France, Lithuania, Poland, USA

prohibition of deduction

shareholder loans
Type 7 earnings threshold USA, France

prohibition of deduction

all loans
Type 9 debt ratio Belgium, Brazil, Bulgaria, Canada, Czech Republic,

prohibition of deduction China, Hungary, Latvia, Romania, Russia

all loans
Type 11 asset threshold Denmark

prohibition of deduction

all loans
Type 13 earnings threshold Denmark, Finland, Germany, Greece, Italy, Portugal,

prohibition of deduction Poland (from 2015), Spain
Notes: If debts exceed a certain debt ratio (harmful debt to equity ratio) interest deduction restric-
tions apply. The earnings threshold indicates that the interest expenses are only tax-deductible
up to a certain amount of earnings, e.g., EBITDA. If the harmful debt ratio or the earnings thresh-
old are exceeded, the excess interest expenses are non tax-deductible (prohibition of deduction)
or are reclassified as dividend payments (hidden profit distribution). 1Debt provided by foreign
shareholders with shares > 25% lead to non tax-deductible interest expenses if the debt exceeds
the shareholders’ equity by a factor of four. 2“Arms-Length-Principle.” 3Interest paid by a non-
trading company to a non-resident non-treaty parent company that owns at least 75% of the Irish
subsidiary is generally reclassified as a dividend (hidden profit distribution). 4In practice, the tax
administration applies a debt to equity ratio of 85:15 to the holding of participations. 5There are
no specific thin capitalization rules, but in accordance with case law, interest may be reclassified
as a dividend (hidden profit distribution) in certain situations. The tax authorities usually accept a
debt to equity ratio of 4:1 in tax audits, although this is not considered a safe harbor. Further de-
tailed information of characteristics of thin capitalization rules at year-end 2004 with an inventory
border for selected countries is available in Blouin et al. (2014), p. 34.
Source: Maßbaum (2011), p. 21 and Deloitte (2014).

Table 11: Overview of various thin capitalization rules in selected countries
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E Results of the propensity score matching

Treatmentgroup
TA (ln) 0.430

(0.042)***
NI -0.000

(0.000)**
NE (ln) -0.111

(0.031)***
SALES -0.070

(0.043)
ROA -0.921

(0.348)***
COLLATERAL 0.426

(0.162)***
NTR -0.014

(0.021)
ZSCORE -0.036

(0.010)***
CURRENTRATIO -0.000

(0.000)
∆LEV 0.024

(0.427)
Constant -4.787

(0.837)***
N 6,130

Pseudo R2 0.230
Notes: This table shows the regression re-
sults of the propensity score matching. Only
data from 2006 are considered.
Source: own calculations.

Table 12: Results of the propensity score matching

44



F
C

o
r

r
el

a
t
io

n
m

a
t
r

ix

∆
LE
V

T
IM

E
T

R
EA

T
T

IM
E
·T

R
EA

T
SA

LE
S

C
O

LL
A

T
ER

A
L

R
O

A
C

U
R

R
EN

T
R

A
T

IO
Z

SC
O

R
E

N
T

R
∆
LE
V

1
.0

0
0
0

T
IM

E
-0

.0
9
0
4
*

1
.0

0
0
0

T
R

EA
T

-0
.0

1
4
2

0
.0

0
0
0

1
.0

0
0
0

T
IM

E
·T

R
EA

T
-0

.0
7
8
1

0
.5

7
7
4
*

0
.5

7
7
4
*

1
.0

0
0
0

SA
LE

S
0
.0

4
3
9

-0
.0

0
2
0

-0
.0

8
9
9
*

-0
.0

5
9
4

1
.0

0
0
0

C
O

LL
A

T
ER

A
L

-0
.0

1
1
9

-0
.0

3
1
8

0
.0

4
5
7

0
.0

1
3
1

-0
.4

3
5
4
*

1
.0

0
0
0

R
O

A
-0

.0
3
1
5

-0
.0

0
6
6

-0
.0

2
9
5

-0
.0

1
6
9

0
.1

5
7
2
*

-0
.1

1
7
8
*

1
.0

0
0
0

C
U

R
R

EN
T

R
A

T
IO

-0
.0

8
5
8
*

0
.0

1
8
4

-0
.1

7
5
0
*

-0
.0

9
2
8
*

0
.1

0
9
8
*

-0
.4

2
5
5
*

-0
.0

3
0
2

1
.0

0
0
0

Z
SC

O
R

E
-0

.1
0
9
5
*

0
.0

3
1
0

-0
.2

6
1
1
*

-0
.1

3
2
0
*

0
.5

0
3
5
*

-0
.5

9
8
2
*

0
.1

4
4
8
*

0
.3

8
9
9
*

1
.0

0
0
0

N
T

R
0
.0

5
4
5

-0
.8

6
6
3
*

-0
.0

2
6
9

-0
.5

1
5
6
*

0
.0

8
7
8
*

0
.0

1
5
3

-0
.0

4
3
6

-0
.0

3
1
7

-0
.0

4
4
9

1
.0

0
0
0

T
a
b
le

1
3
:C

o
rr

el
at

io
n

m
at

ri
x

(S
p

ea
rm

an
)

45



G Robustness check, citizens’ relief act

(1) (2) (3) (4) (5) (6) (7) (8)
∆LEV ∆LEV ∆LEV ∆LEV ∆LEV ∆LEV ∆LEV ∆LEV

TIME 0.012 0.012 0.012 0.012 0.011 0.011 -0.036 -0.052*
(0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.029) (0.028)

TREAT 0.017 0.018 0.017 0.017 0.017 0.014 0.017 0.016
(0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014)

TREAT · TIME (-) -0.042** -0.042** -0.042** -0.042** -0.042** -0.042** -0.042** -0.041**
(0.020) (0.020) (0.019) (0.020) (0.020) (0.019) (0.019) (0.019)

SALES 0.001 0.007**
(0.003) (0.003)

COLLATERAL 0.027 0.010
(0.017) (0.019)

ROA -0.019 -0.036
(0.038) (0.039)

CURRENTRATIO 0.000 0.000
(0.001) (0.001)

ZSCORE -0.006*** -0.008***
(0.002) (0.002)

NTR -0.005* -0.006**
(0.002) (0.002)

Constant -0.017* -0.031 -0.034** -0.016 -0.017* -0.006 0.169* 0.154
(0.010) (0.033) (0.014) (0.010) (0.010) (0.010) (0.098) (0.100)

Observations 260 260 260 260 260 260 260 260
adjusted R-squared 0.022 0.023 0.032 0.023 0.023 0.054 0.036 0.095

F statistic 1.925 1.494 2.080 1.504 1.512 3.618 2.367 2.903
Notes: The treatment group consists of companies subject to the interest barrier. These companies have
a net interest expense greater than e 3 million, do not belong to a tax group as subsidiaries and cannot
use the EBITDA, stand-alone or equity clause (2% limit). The control group consists of companies that are
as similar as possible. They were determined using propensity score matching and are not subject to the
interest barrier. The asterisks (*** / ** / *) indicate the significance at the 1% / 5% / 10% level.
Source: Dafne database, 2006 and 2008, own calculations.

Table 14: Robustness check, results of the regression
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H Robustness check, credit ratings

(1) (2) (3) (4) (5) (6)
∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV

complete complete complete restricted restricted restricted
TIME -0.036* -0.036 -0.034 -0.032 -0.032 -0.030

(0.022) (0.022) (0.022) (0.023) (0.023) (0.023)
TREAT 0.003 0.002 0.003 0.002 0.002 0.002

(0.011) (0.011) (0.011) (0.011) (0.011) (0.011)
TREAT · TIME -0.030** -0.030** -0.030** -0.031* -0.030* -0.031*

(0.015) (0.015) (0.015) (0.016) (0.016) (0.016)
SALES 0.008*** 0.008*** 0.008*** 0.008*** 0.008*** 0.008***

(0.002) (0.002) (0.002) (0.003) (0.003) (0.003)
COLLATERAL -0.002 -0.003 0.003 -0.001 -0.001 0.005

(0.014) (0.014) (0.015) (0.015) (0.016) (0.015)
ROA -0.024 -0.027 -0.020 -0.017 -0.017 -0.009

(0.032) (0.033) (0.033) (0.042) (0.042) (0.042)
CURRENTRATIO -0.000 -0.000 -0.000 -0.000 -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ZSCORE -0.013*** -0.013*** -0.013*** -0.013*** -0.013*** -0.014***

(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
NTR -0.004** -0.004** -0.004** -0.003* -0.003* -0.003

(0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
RISK1 0.004 0.002

(0.010) (0.018)
RISK2 0.040 0.043

(0.029) (0.030)
Constant 0.078 0.074 0.067 0.064 0.063 0.051

(0.077) (0.078) (0.077) (0.083) (0.084) (0.083)
Observations 600 600 600 564 564 564

F statistic 0.081 0.081 0.084 0.081 0.081 0.084
adjusted R-squared 5.790 5.218 5.404 5.427 4.877 5.099
Notes: The treatment group consists of companies subject to the interest barrier. These
companies have a net interest expense greater than e 3 million, do not belong to a tax
group as subsidiaries and cannot use the EBITDA, stand-alone or equity clause (2% limit). The
control group consists of companies that are as similar as possible. They, were determined
using propensity score matching and are not subject to the interest barrier. The regression
results are tested for robustness against the risk measures RISK1 and RIKS2. The Columns
(1) to (3) are based on the full sample while the columns (4) to (6) are based on a restricted
sample with excluded values greater than one for RISK1 as abnormal values (see Koch and
Prassel (2012), p. 12.). The asterisks (*** / ** / *) indicate the significance at the 1% / 5% /
10% level.
Source: Dafne database, 2006 and 2008, own calculations.

Table 15: Results of the regression, robustness check for RISK1 and RISK2
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I Robustness check, liquidity

(1) (2) (3)
∆ LEV ∆ LEV ∆ LEV

TIME -0.036* -0.036* -0.029
(0.022) (0.022) (0.022)

TREAT 0.003 0.003 0.009
(0.011) (0.011) (0.013)

TREAT · TIME -0.030** -0.030** -0.050***
(0.015) (0.015) (0.018)

SALES 0.008*** 0.008*** 0.008***
(0.002) (0.002) (0.002)

COLLATERAL -0.002 -0.002 -0.002
(0.014) (0.015) (0.015)

ROA -0.024 -0.024 -0.024
(0.032) (0.032) (0.032)

CURRENTRATIO -0.000 -0.000 -0.000
(0.000) (0.000) (0.000)

ZSCORE -0.013*** -0.013*** -0.013***
(0.002) (0.002) (0.002)

NTR -0.004** -0.004** -0.004**
(0.002) (0.002) (0.002)

LIQUIDITY -0.000 0.009
(0.009) (0.018)

LIQUIDITY · TIME -0.037
(0.025)

LIQUIDITY · TREAT -0.019
(0.023)

LIQUIDITY · TREAT · TIME 0.071**
(0.033)

Constant 0.078 0.078 0.077
(0.077) (0.077) (0.077)

Observations 600 600 600
F statistic 0.081 0.081 0.090

adjusted R-squared 5.790 5.202 4.440
Notes: The treatment group consists of companies subject to the in-
terest barrier. These companies have a net interest expense greater
than e 3 million, do not belong to a tax group as subsidiaries and
cannot use the EBITDA, stand-alone or equity clause (2% limit). The
control group consists of companies that are as similar as possible.
They were determined using propensity score matching and are not
subject to the interest barrier. The regression results are tested for
robustness against the liquidity measure LIQUIDITY. The measure
LIQUIDITY is a dummy variable with the value 1 if CURRENTRATIO
< 1 . The asterisks (*** / ** / *) indicate the significance at the 1% /
5% / 10% level.
Source: Dafne database, 2006 and 2008, own calculations.

Table 16: Results of the regression, robustness check for LIQUIDITY
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J Robustness check, various reporting dates

(1) (2) (3) (4) (5) (6) (7) (8)
∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV

TIME 0.007 0.007 0.007 0.007 0.007 0.008 -0.018 -0.031
(0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.024) (0.025)

TREAT -0.004 -0.004 -0.004 -0.005 -0.004 -0.005 -0.005 -0.004
(0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012) (0.012)

TREAT · TIME (-) -0.034** -0.033** -0.034** -0.034** -0.034** -0.035** -0.034** -0.033**
(0.017) (0.016) (0.017) (0.017) (0.017) (0.017) (0.017) (0.016)

SALES 0.006** 0.008***
(0.002) (0.003)

COLLATERAL 0.009 0.026
(0.015) (0.016)

ROA 0.020 0.011
(0.034) (0.035)

CURRENTRATIO 0.000 0.000
(0.000) (0.000)

ZSCORE -0.000 -0.000
(0.000) (0.000)

NTR -0.002 -0.004*
(0.002) (0.002)

Constant -0.001 -0.066** -0.006 -0.001 -0.001 -0.000 0.097 0.043
(0.008) (0.027) (0.012) (0.008) (0.008) (0.008) (0.084) (0.086)

Observations 560 560 560 560 560 560 560 560
adjusted R-squared 0.022 0.033 0.022 0.022 0.022 0.023 0.024 0.045

F statistic 4.137 4.791 3.187 3.187 3.139 3.280 3.445 2.871
Notes: The treatment group consists of companies subject to the interest barrier. These companies have
a net interest expense greater than e 3 million, do not belong to a tax group as subsidiaries and cannot
use the EBITDA, stand-alone or equity clause (2% limit). The control group consists of companies that are
as similar as possible. They were determined using propensity score matching and are not subject to the
interest barrier. The regression results are tested for robustness against the liquidity measure LIQUIDITY.
The measure LIQUIDITY is a dummy variable with the value 1 if CURRENTRATIO < 1 . The asterisks (*** / **
/ *) indicate the significance at the 1% / 5% / 10% level.
Source: Dafne database, 2006 and 2008, own calculations.

Table 17: Results of the regression, robustness check for various reporting dates
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K Robustness check, 1 to 5 nearest neighbor matching

(1) (2) (3) (4) (5) (6) (7) (8)
∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV

TIME 0.000 -0.000 0.000 0.000 0.000 0.001 -0.018 -0.025
(0.007) (0.007) (0.007) (0.007) (0.007) (0.007) (0.017) (0.017)

TREAT 0.007 0.008 0.006 0.007 0.007 0.006 0.007 0.006
(0.010) (0.010) (0.010) (0.010) (0.010) (0.010) (0.010) (0.010)

TREAT · TIME (-) -0.028** -0.028** -0.028** -0.029** -0.028** -0.029** -0.028** -0.028**
(0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014)

SALES 0.004** 0.005***
(0.002) (0.002)

COLLATERAL 0.012 0.018*
(0.010) (0.011)

ROA -0.032 -0.044*
(0.026) (0.026)

CURRENTRATIO 0.000 0.000
(0.000) (0.000)

ZSCORE -0.000 -0.000
(0.000) (0.000)

NTR -0.002 -0.003
(0.002) (0.002)

Constant -0.011** -0.056*** -0.018** -0.010** -0.011** -0.011** 0.059 0.020
(0.005) (0.018) (0.008) (0.005) (0.005) (0.005) (0.060) (0.062)

Observations 1,338 1,338 1,338 1,338 1,338 1,338 1,338 1,338
adjusted R-squared 0.005 0.009 0.006 0.006 0.005 0.006 0.006 0.016

F statistic 2.062 3.163 1.860 1.945 1.546 1.905 1.895 2.464
Notes: The treatment group consists of companies subject to the interest barrier. These companies have a
net interest expense greater than e 3 million, do not belong to a tax group as subsidiaries and cannot use the
EBITDA, stand-alone or equity clause (2% limit). The control group consists of companies that are as similar
as possible, which were determined using a propensity score matching (1 to 5 nearest neighbor) and are not
subject to the interest barrier.
Source: Dafne database, 2006 and 2008, own calculations.

Table 18: Results of the regression, robustness check for propensity score matching with 1 to 5 nearest
neighbors
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L Robustness check, without matching

(1) (2) (3) (4) (5) (6) (7) (8)
∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV

TIME 0.003 0.003 0.003 0.003 0.003 0.003 0.001 -0.001
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.006) (0.006)

TREAT 0.014 0.010 0.009 0.010 0.014 0.014 0.014 0.002
(0.010) (0.010) (0.010) (0.010) (0.010) (0.010) (0.010) (0.010)

TREAT · TIME (-) -0.031** -0.031** -0.031** -0.032** -0.031** -0.031** -0.031** -0.030**
(0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014) (0.014)

SALES 0.005*** 0.005***
(0.001) (0.001)

COLLATERAL 0.020*** 0.014***
(0.004) (0.004)

ROA -0.056*** -0.051***
(0.007) (0.007)

CURRENTRATIO 0.000 -0.000
(0.000) (0.000)

ZSCORE -0.000** -0.000**
(0.000) (0.000)

NTR -0.000 -0.000
(0.001) (0.001)

Constant -0.019*** -0.073*** -0.026*** -0.013*** -0.019*** -0.019*** -0.011 -0.058***
(0.002) (0.007) (0.002) (0.002) (0.002) (0.002) (0.021) (0.022)

Observations 12,260 12,260 12,260 12,260 12,260 12,260 12,260 12,260
adjusted R-squared 0.001 0.006 0.003 0.005 0.001 0.001 0.001 0.013

F statistic 2.205 19.60 7.779 16.89 1.663 2.906 1.692 17.60
Notes: The treatment group consists of companies subject to the interest barrier. These companies have a
net interest expense greater than e 1 million, do not belong to a tax group as subsidiaries and cannot use
the EBITDA, stand-alone or equity clause. The control group consists of all other companies in the sample
which are not subject to the interest barrier.
Source: Dafne database, 2006 and 2008, own calculations.

Table 19: Results of the regression, robustness check without matching
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M Robustness check, falsification test “placebo reform”

(1) (2) (3) (4) (5) (6) (7) (8)
∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV

TIME -0.013 -0.013 -0.013 -0.010 -0.013 -0.012 -0.013 -0.010
(0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.011)

TREAT -0.007 -0.007 -0.008 -0.006 -0.008 -0.008 -0.007 -0.007
(0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.011)

TREAT · TIME(−) -0.005 -0.005 -0.005 -0.006 -0.005 -0.005 -0.005 -0.006
(0.016) (0.016) (0.016) (0.015) (0.016) (0.016) (0.016) (0.015)

SALES 0.004 0.008***
(0.002) (0.003)

COLLATERAL 0.009 0.014
(0.014) (0.019)

ROA -0.085*** -0.096***
(0.023) (0.026)

CURRENTRATIO 0.000 0.000
(0.000) (0.000)

ZSCORE -0.004* -0.003
(0.002) (0.003)

NTR -0.000 -0.002
(0.002) (0.002)

Constant 0.008 -0.032 0.002 0.007 0.007 0.014 0.019 -0.015
(0.008) (0.026) (0.012) (0.008) (0.008) (0.009) (0.081) (0.083)

Observations 480 480 480 480 480 480 480 480
adjusted R-squared 0.011 0.016 0.012 0.039 0.011 0.017 0.011 0.061

F statistic 1.808 1.978 1.467 4.778 1.372 2.107 1.358 3.415
Notes: The treatment group consists of companies subject to a potential interest barrier in 2005.
These companies have a net interest expense greater than e 1 million, do not belong to a tax group as
subsidiaries and cannot use the EBITDA, stand-alone or equity clause. The control group consists of
companies that are as similar as possible, which were determined using a propensity score matching
and are not subject to the interest barrier.
Source: Dafne database, 2005 and 2006, own calculations.

Table 20: Results of the regression, robustness check placebo reform 2006
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N Robustness check, simplified ebitda

(1) (2) (3) (4) (5) (6) (7) (8)
∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV

TIME 0.007 0.006 0.007 0.006 0.007 0.007 0.014 0.010
(0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.023) (0.023)

TREAT 0.010 0.011 0.010 0.009 0.010 0.006 0.010 0.005
(0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.011) (0.011)

TREAT · TIME (-) -0.046*** -0.046*** -0.046*** -0.046*** -0.046*** -0.046*** -0.046*** -0.045***
(0.016) (0.016) (0.016) (0.016) (0.016) (0.015) (0.016) (0.015)

SALES 0.001 0.004*
(0.002) (0.002)

COLLATERAL 0.005 -0.022
(0.013) (0.015)

ROA -0.045 -0.059*
(0.033) (0.034)

CURRENTRATIO -0.000 0.000
(0.000) (0.000)

ZSCORE -0.006*** -0.008***
(0.002) (0.002)

NTR 0.001 0.000
(0.002) (0.002)

Constant -0.013 -0.028 -0.016 -0.010 -0.013 -0.001 -0.043 -0.041
(0.008) (0.025) (0.011) (0.008) (0.008) (0.008) (0.077) (0.079)

Observations 568 568 568 568 568 568 568 568
adjusted R-squared 0.028 0.029 0.028 0.031 0.028 0.052 0.028 0.067

F statistic 5.419 4.172 4.091 4.551 4.059 7.761 4.099 4.450
Notes: The treatment group consists of companies subject to a potential interest barrier in 2005. These
companies have a net interest expense greater than e 1 million, do not belong to a tax group as subsidiaries
and cannot use the simplified EBITDA, stand-alone or equity clause. The control group consists of companies
that are as similar as possible, which were determined using a propensity score matching and are not subject
to the interest barrier.
Source: Dafne database, 2005 and 2006, own calculations.

Table 21: Results of the regression, robustness check simplified EBITDA
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O Robustness check, various industries

(1) (2) (3) (4) (5) (6) (7) (8)
∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV ∆ LEV

TIME 0.002 0.002 0.002 0.002 0.002 0.004 -0.031 -0.037
(0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.028) (0.028)

TREAT 0.008 0.009 0.008 0.008 0.007 0.008 0.008 0.007
(0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013)

TREAT · TIME(−) -0.030 -0.029 -0.029 -0.030 -0.028 -0.031* -0.030 -0.029
(0.019) (0.019) (0.019) (0.019) (0.018) (0.018) (0.018) (0.018)

SALES 0.002 0.005
(0.003) (0.003)

COLLATERAL 0.020 0.023
(0.015) (0.017)

ROA -0.018 -0.022
(0.041) (0.042)

CURRENTRATIO 0.000* 0.000*
(0.000) (0.000)

ZSCORE -0.003** -0.003**
(0.001) (0.001)

NTR -0.003 -0.004*
(0.002) (0.002)

Constant -0.013 -0.030 -0.024* -0.012 -0.013 -0.009 0.114 0.083
(0.009) (0.032) (0.013) (0.010) (0.009) (0.009) (0.096) (0.101)

Observations 532 532 532 532 532 532 532 532
adjusted R-squared 0.009 0.010 0.012 0.010 0.015 0.018 0.013 0.035

F statistic 1.641 1.310 1.655 1.279 2.015 2.471 1.678 2.130
Notes: The treatment group consists of companies subject to a potential interest barrier in 2005.
These companies have a net interest expense greater than e 1 million, do not belong to a tax group
as subsidiaries and cannot use the simplified EBITDA, stand-alone or equity clause. The control group
consists of companies that are as similar as possible, which were determined using a propensity score
matching and are not subject to the interest barrier.
Source: Dafne database, 2005 and 2006, own calculations.

Table 22: Results of the regression, robustness check of various industries
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