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1 Introduction

A common feature of many active labor market policy (ALMP) programs is that the program could start after many different unemployment durations. By now it is rather well known that this dynamic nature of the treatment assignment introduces several methodological issues, which affect the selection of a proper control group. The main issue is that currently non-treated individuals might become treated later on. The implication of this is that unconfoundedness-based methods that use static treatment status, defined as enrollment into treatment before exit from unemployment, are no longer valid (see discussions in e.g. Sianesi 2004, Fredriksson and Johansson 2008, Crépon et al. 2009). The reason is that static treatment status depends on survival time (i.e., the outcome), since the probability of treatment enrollment by construction increases with the time in unemployment, and this confounds any analysis solely based on static treatment indicators.

As a response, several papers explicitly address the dynamic nature of the identification and estimation problem. Sianesi (2004) develops an ingenious way to transform the dynamic problem into a static problem by focusing on the effect of treatment now vs. continuing to wait for treatment. Important applications of this approach includes e.g. Sianesi (2008), Fitzenberger et al. (2008) and Biewen et al. (2013). Several other papers focus on the average effect of treatment after some elapsed duration compared with never receiving treatment, and this is also the average effect considered in this paper. For instance, both Fredriksson and Johansson (2008) and Crépon et al. (2009) utilize the outcomes of the not-yet treated to obtain the counterfactual outcome under never treatment. One difference is that Fredriksson and Johansson (2008) impose a single sequential unconfoundedness assumption, whereas Crépon et al. (2009) discuss identification under separate unconfoundedness and no-anticipation assumptions. In a related paper, Kastoryano and van der Klauuw (2011) compare different evaluation approaches in a dynamic setting. Other influential studies are Lechner (1999) and Gerfin and Lechner (2002).

This paper contributes to this literature in several ways. It considers identification and estimation of the effect of a treatment given in an initial state on survival time in the very same state under unconfoundedness. The key feature is that exits out of the initial state and...
the start of treatment are allowed to occur at any point in time. Besides ALMP programs, an important example of this setting is, for instance, a medical treatment implemented at various times after the onset of the disease.

The main contribution of this paper is to provide an inverse probability weighting (IPW) estimator for the average treatment effect on the treated for treatment in a certain period against no treatment now nor thereafter. One advantage of the IPW approach is that once the scores forming the weights are estimated no additional functional form assumptions are needed. The finite sample properties of the IPW estimators and related estimators are explored in a Monte Carlo simulation.

As an illustration of the estimator consider the average effect on the treated at \( t \). The survival rate under treatment is obtained directly from those actually treated at \( t \). The counterfactual exit rate under no treatment at \( t \) is estimated by weighting the outcomes of the not-yet treated at \( t \) in order to mimic the distribution of the confounders in the population of treated at \( t \). In subsequent periods some of the not-yet treated at \( t \) become treated, and this creates selective censoring in the group of not-yet treated. However, under unconfoundedness the weights at \( t + 1 \) correct for this selective censoring, so that the IPW estimator gives the desired exit rate at \( t + 1 \). A series of unique weights for each time period provide exit rates in all subsequent periods and together these exit rates constitute the counterfactual survival rate. The weights are also adjusted to handle standard right-censoring. An estimator for the average effect averaged over all pre-treatment durations is also suggested.

Another important contribution is a re-examination of the properties of the estimator proposed by Fredriksson and Johansson (2008) and further discussed by de Luna and Johansson (2010). Like the IPW estimators proposed in this paper this estimator also uses the not-yet treated as control group. The conclusion is that Fredriksson and Johansson (2008) overlooked a selective censoring problem. Briefly consider the intuition behind this result. For a given time to treatment \( t \) the first step of the Fredriksson and Johansson (2008) estimator is one-to-one matching of treated and non-treated at \( t \). In the second step, treated and matched controls are pooled into two separate groups and the average effect is obtained by contrasting the survival rates in the two groups. Importantly, in
this step any matched control starting treatment after $t$ is considered right-censored when (s)he starts treatment. This right-censoring of the matched controls, however, introduces non-random censoring. The intuition is that although treatment assignments are random within each matched pair the right-censoring due to subsequent treatment assignment is not random within the pooled sample of matched controls, and this confounds the analysis unless treatment assignment does not depend on the observed characteristics. This is also confirmed by extensive Monte Carlo simulations. The IPW estimator is also compared to the blocking estimator in Crépon et al. (2009).

This paper also explicitly discusses identification under selection on observables. The discussion builds upon the work by Fredriksson and Johansson (2008) and Crépon et al. (2009). The latter paper discusses identification under unconfoundedness and no-anticipation. This paper aims to clarify and highlight the results in Crépon et al. (2009) by providing explicit step by step identification results, which formally explain the exact role of the unconfoundedness assumption and the no-anticipation assumption. The identification part of the paper also includes a detailed discussion of several potential control groups. This collects and discusses results from several previous papers including Sianesi (2004), Fredriksson and Johansson (2008) and Crépon et al. (2009) in an unified framework, aiming to clarify how a proper control group could be constructed.

Besides the above discussed papers on evaluation under selection on observables with a single treatment, this paper is related to several other strands of the literature. Robins (1986), Lechner (2008, 2009) and Lechner and Miquel (2010) also discuss dynamic settings, but focus on the effects of sequences of treatments. Evaluation of sequences of treatments is also considered in the companion paper Vikström et al. (2013), which provides IPW estimators of average effects of sequences of treatments, allowing individuals to enter and exit from treatment multiple times.

This paper is also related to the Timing-of-Events (ToE) approach by Abbring and van den Berg (2003), which also consider evaluation in a dynamic setting, in which exits and treatments are allowed to occur at any point in time. The main difference compared with this paper is that the ToE approach allows the selection into treatment to be based on both observed and unobserved heterogeneity. This is achieved at the expense of imposing the
mixed proportional hazard structure, whereas the IPW approach in this paper requires no parametric assumptions. The ToE approach and methods based on selection on observables, such as the IPW approach in this paper, are therefore complementary approaches, applicable under different treatment assignment processes.

The IPW estimators are illustrated using data from a Swedish work practice program. Data for the period 2003-2006 are used and the result is that the program increases the employment rate 15 months after enrollment in the program with 6-12 percentage points compared with no treatment.

The rest of the paper is organized as follows. Section 2 presents the evaluation framework and section 2 presents identification results and the discussion of the selection of a proper control group. Section 4 introduces the IPW estimator and section 5 re-examines the properties of the Fredriksson and Johansson (2008) estimator. Section 6 gives the simulation results for the weighted estimator and related estimators, and section 7 reports the results from the application. Section 8 concludes.

2 Evaluation framework

This paper considers average effects of a treatment given in an initial state on survival time in the very same state. Each individual enters the single treatment at most once. Transitions as well as the start of treatment could occur at any point in discrete time. Time to treatment start is denoted by $S$ with realized values $s \in [1, \infty)$. Let $Y_t(s)$ be an indicator of a transition in period $t$ if treated at $s$. The potential outcome if never treated is denoted by $Y_t(0)$ and the observed outcome in period $t$ is $Y_t$. Denote by $\overline{Y}_t(s)$ the sequence of potential outcomes $\overline{Y}_t(s) = \{Y_1(s), \ldots, Y_t(s)\}$, and $\overline{Y}_t$ is the sequence of observed outcomes $\overline{Y}_t = \{Y_1, \ldots, Y_t\}$. Throughout the paper assume a sample of $N$ individuals $i = 1, \ldots, N$.

The first parameter of interest is the average treatment effect of treatment at $s'$ on the probability of surviving to time point $t$ compared with survival throughout the same interval if treated at $s'' > s'$ for the population starting treatment at $s'$

$$ATET_t(s', s'') =$$
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\[ \Pr(\bar{Y}_t(s') = 0 | S = s', \bar{Y}_{s'-1}(s') = 0) - \Pr(\bar{Y}_t(s'') = 0 | S = s', \bar{Y}_{s'-1}(s') = 0). \]

It resembles the average treatment effect on the treated often considered in the static matching literature, but one difference is that this average effect is taken over the population of treated at \( s' \) that survives up until \( s' \) and not over the full population of treated at \( s' \). An effect of particular interest is the average effect on the treated of treatment at \( s \) against no treatment now nor thereafter (i.e., \( s' = s \) and \( s'' = 0 \)). The following short-hand notation is used for this average effect

\[ \text{ATET}_t(s) = \Pr(\bar{Y}_t(s) = 0 | S = s, \bar{Y}_{s-1}(s) = 0) - \Pr(\bar{Y}_t(0) = 0 | S = s, \bar{Y}_{s-1}(s) = 0). \] (2)

In this paper, the interest lies in cases with selection on observables, such that conditional on a set of observed covariates, treatment assignment is independent of the potential outcomes. In the dynamic setting considered here, we have

\[ S \perp Y_t(s) \quad \forall t, s \quad | X. \] (U.1)

Besides this unconfoundedness (conditional independence) assumption, another key assumption is no-anticipation, which implies that any future treatment does not affect current outcomes. Formally,

\[ \Pr(Y_t(s') = 1) = \Pr(Y_t(s'') = 1), \quad \forall t < \min(s', s''). \] (N.A.)

The assumption is fulfilled if individuals are unaware of future treatments or if they do not alter their behavior as a response to knowledge of future treatments. The importance of this assumption for evaluations in dynamic settings was highlighted by Abbring and van den Berg (2003), and subsequently discussed by e.g. Abbring and Heckman (2008).

3 Identification and the choice of control group

Let us consider identification of ATET\(_t(s)\) under assumptions U.1 and N.A. in detail. First and trivially, the survival function under treatment at \( s \) is directly identified by the
outcomes of those actually treated at $s$

$$\Pr(Y_t(s) = 0|S = s, Y_{s-1}(s) = 0) = \Pr(Y_t = 0|S = s, Y_{s-1} = 0). \quad (3)$$

The main issue instead is how to select a proper control group in order to identify the counterfactual outcome $\Pr(Y_t(0) = 0|S = s, Y_{s-1}(s) = 0)$. One key problem is that the start of treatment could occur at any point in time, so that individuals not treated at $t$ might be treated at $t+1$, $t+2$, ... Another problem is that the start of treatment is unobserved if the individual leaves the initial state before receiving treatment. This has several implications for the choice of control group.

In general there are three potential control groups to treated at $s$. The first is to use individuals who are non-treated at $s$ but possibly treated later, i.e. individuals still waiting for treatment. This control group is used by e.g. Sianesi (2004, 2008). Clearly, under assumption U.1 and for a given $X$ those still waiting for treatment at $s$ are comparable to those treated at $s$. However, using individuals still waiting for treatment as control group leads to a special kind of treatment effect. Let us consider this in detail, and for sake of presentation take the case with $s = 1$. Then, from the observed outcomes of those still waiting for treatment at $s = 1$, we have

$$\Pr(Y_t = 0|X, S > 1) = \sum_{k=2}^{\infty} \Pr(S = k|X, S > 1) \Pr(Y_t(k) = 0|X, S = k) =$$

(N.A.) $$\sum_{k=t+1}^{\infty} \Pr(S = k|X, S > 1) \Pr(Y_t(0) = 0|X, S = k) +$$

$$\sum_{k=2}^{t} \Pr(S = k|X, S > 1) \Pr(Y_t(k) = \ldots = Y_k(k) = Y_{k-1}(0) \ldots = Y_1(0) = 0|X, S = k) =$$

(U.1) $$\Pr(S > t|X, S > 1) \Pr(Y_t(0) = 0|X, S = 1) +$$

$$\sum_{k=2}^{t} \Pr(S = k|X, S > 1) \Pr(Y_t(k) = \ldots = Y_k(k) = Y_{k-1}(0) \ldots = Y_1(0) = 0|X, S = 1).$$

Thus, for all $t > 1$ the estimated outcome is a weighted average of the survival rate under no treatment for the treated at $s$ and survival rates that partly depend on treatment responses. Even if the obtained counterfactual outcome is well defined, it might be difficult
to interpret if a large fraction of those still waiting for treatment at $s$ is treated later on. For that reason, control groups enabling us to estimate the $\text{ATET}_i(s)$ are considered, since such analyses complement analysis based on those still waiting as control group.

The second potential control group is some subset of ”never-treated” individuals, that is individuals who are observed to exit the initial state before becoming treated. Note that this group includes those who actually never would have received treatment, but also individuals who would have been enrolled in treatment shortly after their exit from the initial state. Define $T$ as the observed time in the initial state. Then, formally, the ”never-treated” group consists of individuals with $s \leq T < S$. This means that the ”never-treated” are endogenously selected partly on the outcome itself. Specifically, individuals with a specific $S$ are included in the control group if they exit early, but not if they exit after $S$.

Instead, another choice is to successively use all not-yet treated at $t$ to estimate the exit rate under no-treatment at $t$ for those treated at $s$. This idea is discussed by e.g. Fredriksson and Johansson (2008), Crépon et al. (2009) and Kastoryano and Klaauw (2011). This paper follows Crépon et al. (2009) and discusses identification under unconfoundedness and an explicit no-anticipation assumption. Here, the contribution is to provide step by step identification results, with the aim to clarify the exact role of the two identifying assumptions. Initially, note that

\[
\Pr(\overline{Y}_t(0) = 0|S = s, \overline{Y}_{s-1}(s) = 0) = E_{X|S=s,\overline{Y}_{s-1}=0} \Pr(\overline{Y}_t(0) = 0|X, S = s, \overline{Y}_{s-1}(s) = 0).
\]  

(4)
Next, for a given \( X \) and using assumptions U.1 and N.A.

\[
\Pr(\bar{Y}_t(0) = 0|X, S = s, \bar{Y}_{s-1}(s) = 0) =
\]

(N.A.) \[
\prod_{m=s}^t \Pr(Y_m(0) = 0|X, S = s, \bar{Y}_{m-1}(0) = 0) =
\]

(U.1) \[
\prod_{m=s}^t \Pr(Y_m(0) = 0|X, S > m, \bar{Y}_{m-1}(0) = 0) =
\]

\[
\prod_{m=s}^t \sum_{k=m+1}^\infty \Pr(S = k|X, S > m, \bar{Y}_{m-1}(0) = 0) \Pr(Y_m(0) = 0|X, S = k, \bar{Y}_{m-1}(0) = 0) =
\]

(N.A.) \[
\prod_{m=s}^t \sum_{k=m+1}^\infty \Pr(S = k|X, S > m, \bar{Y}_{m-1}(0) = 0) \Pr(Y_m(k) = 0|X, S = k, \bar{Y}_{m-1}(k) = 0) =
\]

\[
\prod_{m=s}^t \sum_{k=m+1}^\infty \Pr(S = k|X, S > m, \bar{Y}_{m-1}(0) = 0) \Pr(Y_m = 0|X, S = k, \bar{Y}_{m-1} = 0) =
\]

\[
\prod_{m=s}^t \Pr(Y_m = 0|X, S > m, \bar{Y}_{m-1} = 0).
\]

Note that in each period only not-yet treated individuals are used, so that the control group successively changes as some previously non-treated individuals start treatment, but this is not a problem for identification since this successive treatment assignment process is assumed to be random for a given \( X \). In addition, note the independent use of the selection on observables assumption and the no-anticipation assumption. The selection on observables assumption relates to the allocation of treatment across individuals, and assures that the treated and the not-yet treated have similar potential outcomes. The no-anticipation assumption concerns the relationship between different potential outcomes for a given individual, and assures that the outcomes of the not-yet treated at \( t \) could be used to mimic the outcomes under never treatment if even if some of the not-yet treated at \( t \) become treated at \( t + 1, \ldots \).

From the results in (3), (4) and (5), we obtain

\[
\text{ATET}_t(s) = \Pr(\bar{Y}_t = 0|S = s, \bar{Y}_{s-1} = 0) - \mathbb{E}_{X|S = s, \bar{Y}_{s-1} = 0} \prod_{m=s}^t \Pr(Y_m = 0|X, S > m, \bar{Y}_{m-1} = 0).
\]

Identification of \( \text{ATET}_t(s', s'') \) follows using similar reasoning.
4 Weighted estimation

This section proposes IPW estimators for the average treatment effect on the treated. In appendix A.2 it is shown that an asymptotically unbiased estimator of $\text{ATET}_t(s)$ is:

$$ \hat{\text{ATET}}_t(s) = \prod_{k=s}^{t} \left[ 1 - \frac{\sum_{i \in Y_{k-1,i} = 0, S_i = s} Y_{k,i}}{\sum_{i \in Y_{k-1,i} = 0, S_i = s} 1} \right] - \prod_{k=s}^{t} \left[ 1 - \frac{\sum_{i \in Y_{k-1,i} = 0, S_i > k} w_{k,i}(s) Y_{k,i}}{\sum_{i \in Y_{k-1,i} = 0, S_i > k} w_{k,i}(s)} \right] $$

with

$$ w_{k,i}(s) = \frac{p_s(X_i)}{1 - p_s(X_i) \prod_{m=s+1}^{k} 1 - p_m(X_i)} \cdot p_t(X_i) = \Pr(S = t | X_i, S \geq t, Y_{t-1} = 0). $$

In practice, estimated propensity scores are used instead of the true propensity scores. See Hirano et al. (2003) for a discussion of the implications of using estimated scores instead of the true scores. One way to obtain standard errors is bootstrapping. The estimator for $\text{ATET}_t(s', s'')$ is given in appendix A.3.

Naturally, if the interest lies in the average effect on the treated at $s$ the actually observed outcomes of those treated at $s$, could be used to estimate the survival rate under treatment. Thus, in the first part of the estimator the exit rate in each period under treatment is obtained as the unweighted fraction leaving the initial state among those treated at $s$.

The counterfactual outcome under no-treatment is obtained using untreated survivors at $s$, i.e. those not-yet treated at $s$. Under assumption U.1, the treated at $s$ and the not-yet treated at $s$ are comparable if we adjust for the fact that due to the assignment process the distribution of $X$ differs between the two populations. Thus, the counterfactual exit rate at $s$ is obtained by weighting the not-yet treated at risk at $s$ and the exits among this group. Note that the weights at $s$ essentially follow from the IPW estimators of average effects on the treated in the static evaluation literature (see e.g. Wooldridge, 2010), since in this period the only purpose of the weights is to adjust for covariate differences between the treated and not-yet treated.
At \( s+1 \), i.e. in the second period after the start of treatment, a fraction of the not-yet treated at \( s \) that survives up until \( s+1 \) starts treatment. This creates selective censoring in the group of not-yet treated. However, under assumption U.1, assignments at \( s+1 \) only depend on observed covariates, so that the selective censoring could be taken into account by weighting the outcomes of the not-yet treated at \( s+1 \), and this is the purpose of the second part of the weights. The implication is that individuals still not-yet treated with covariates such that they have a high probability to start treatment are given larger weight, and this corrects for the selective censoring due to treatment assignment at \( s+1 \). Again, the exit rate is obtained as the weighted exits divided by the weighted risk set. Similar weighting occurs at \( s+2 \), but then the weights take the selective censoring at both \( s+1 \) and \( s+2 \) into account, and so on.

**Overlap.** In practice, an overlap condition is required. For a specific \( \text{ATET}_t(s) \) we have:

\[
p_k(X) < 1 \quad \forall s \leq k \leq t.
\]

Concerning applications, if some individuals have characteristics that make them very likely or very unlikely to enter treatment common support restrictions may be important. Note that in this dynamic setting common support needs to be imposed for all time periods between \( s \) and \( t \). Two approaches are minima and maxima comparisons, and trimming (see e.g. the discussion in Caliendo and Kopeinig, 2008).

**Right-censoring.** The estimators above ignore regular right-censoring, which is common in many applications due to, for instance, drop-out from the study or a limited follow-up period. Standard right-censoring creates another source of selective censoring, but unlike treatment assignment, this selective censoring affects both the treated and the not-yet treated. Formally, let \( C \) be the censoring time, and consider estimation if the censoring is independent conditional on covariates

\[
C \perp Y_t(s) \quad \forall t, s \mid X.
\]  

(C.1)

Under this assumption, one can use the observed covariates for individuals with censored and uncensored durations in order to correct for the right-censoring using a similar IPW
approach as when correcting for censoring due to treatment assignment. The exact expressions for the weights are reported in appendix A.3.

**Aggregation over pre-treatment durations.** The ATET$_t(s)$ provides estimates for each separate pre-treatment duration. From a policy perspective, one might also be interested in the overall effect, that is the average effect on the treated averaged over all pre-treatment durations. Specifically, the overall effect on the probability of surviving $t'$ time periods after the start of the treatment could be estimated as:

$$\widehat{\text{ATET}}_{t'} = \sum_s \hat{P}(s)\text{ATET}_{s+t'}(s),$$

i.e. as an average over relevant pre-treatment durations. Here, $\hat{P}(s) = \frac{n_s}{\sum n_s}$, were $n_s$ is the number of treated at $s$, so that $\hat{P}(s)$ is the fraction in the sample of treated starting treatment at $s$.

5 A related estimator

The weighted estimators introduced in the previous section are based on using the not-yet treated as control group. Estimation using not-yet treated as control group has previously been proposed by e.g. Fredriksson and Johansson (2008) (FJ henceforth). This section re-examines the properties of the FJ estimator. FJ propose a two-step matching estimator. In the first step, treated at $s$ are matched to untreated survivors at $s$ using one-to-one matching. In the second step, the samples of matched treated and matched controls are used to construct unweighted estimates of the survival rates under treatment and no-treatment. In this second step any matched control starting treatment after $t$ is considered right-censored when (s)he starts treatment. Formally, let $j(i)$ be the index for the selected match for individual $i$. Then, the FJ estimator is:

$$\widehat{\text{ATET}}_{t}^{FJ}(s) = \prod_{k=s}^{t} \left[ 1 - \frac{\sum_{i \in Y_{k-1}, j = 0, Y_k} Y_k}{\sum_{i \in Y_{k-1}, j = 0, S_i = s} 1} \right]$$

$$- \prod_{k=s}^{t} \left[ 1 - \frac{\sum_{i \in S_i, Y_{k-1}, j = 0} Y_{k, j(i)} 1(Y_k - 1, j(i) = 0) 1(S_{j(i)} > k)}{\sum_{i \in S_i, Y_{k-1}, j = 0} 1(Y_k - 1, j(i) = 0) 1(S_{j(i)} > k)} \right].$$
From this we have that the second step is standard Kaplan-Meier (1958) estimates of the survivor functions, so that the FJ estimator is easy-to-use in practice.¹

Note that the estimator of the survival rate under treatment is identical to the weighted estimator presented in this paper. Instead the differences lies in the estimation of the survival rate under no-treatment. The most important difference is that in the FJ estimator all not-yet treated are given equal weight in the first period as well as in all subsequent time periods. That is the FJ estimator does not correct for the selective censoring due to treatment assignment in periods \( s + 1, s + 2, \ldots \). Intuitively, even if the censoring due to treatment in the control group is random conditional on \( X \), the censoring is not random in the pooled control group consisting of individuals with different values of the covariates, and this might introduce substantial bias.

Let us consider this in detail. For sake of presentation take the case when \( X \) takes a finite number of values, so that with a large sample of untreated individuals exact matches are available for each treated. Then, from appendix A.4

\[
\lim_{N \to \infty} \tilde{\Delta}_{\text{FJ}}(w_s) = \Pr(\bar{Y}_s(s) = 0|S = s, Y_{s-1}(s) = 0) - \prod_{k=s}^{t} \left[ 1 - \frac{\mathbb{E}_{X|S=s, Y_{s-1} = 0}\Pr(Y_k(0) = 1, Y_{k-1}(0) = 0|X = s, Y_{s-1} = 0) \prod_{m=s+1}^{k} 1 - p_m(X)}{\mathbb{E}_{X|S=s, Y_{s-1} = 0}\Pr(Y_k(0) = 0|X = s, Y_{s-1} = 0) \prod_{m=s+1}^{k} 1 - p_m(X)} \right].
\]  

From this expression we have that the problem with FJ estimator is the presence of \( \prod_{k=s+1}^{t} 1 - p_k(X) \) in both the denominator and the numerator of the second part of the expression. The consequence is that without re-weighting individuals with \( X \) characteristics that makes them less likely to enter treatment will be overrepresented among the not-yet treated, and this confounds the comparison of the treated and the not-yet treated if these \( X \) characteristics also affects the outcome.

Equation (8) also shows that the Fredriksson and Johansson (2008) estimator is asymptotically unbiased in some special cases. This holds if, for instance, no one becomes

¹Concerning the details in FJ, from equation (9) in FJ we have their estimator, \( \tilde{\Delta}(w, s) \), for the average effect on the survival rate. Even though FJ never explicitly define the effect of interest, \( \Delta(w, s) \), we implicitly have from their text that their \( \Delta(w, s) \) is the average effect on the treated, \( \text{ATET}_{s+1}(w) \), considered in this paper. This interpretation is also supported by the application in FJ as well as the reformulation of the FJ estimator in de Luna and Johansson (2010).
treated between \( s \) and \( t \) \((\prod_{k=s+1}^{t} 1 - p_k(X) = 1)\), or if treatment assignment does not depend on \( X \) \((p_m(X) = p_m)\). That is in cases without dynamic treatment assignment and/or under random treatment assignment, i.e. cases in which one could argue that the matching approach is redundant. Equation (8) also provides some intuition about how the selective censoring affects the FJ estimator. In general, if individuals with \( X \) characteristics that makes them likely to enter treatment also on average have higher exit rates the survival rate under no-treatment will be underestimated, since then the exit rates among the remaining not-yet treated will be too low. In addition, a high treatment rate at \( s + 1, \ldots \), in general, implies more extensive selective censoring.

Besides problems due to unaccounted selective censoring caused by the treatment assignment among the not-yet treated the Fredriksson and Johansson (2008) estimator is problematic for two other reasons. First, any standard right-censoring that depends on observed covariates introduces additional selective censoring, affecting the survivor functions under both treatment and no treatment if both treated and matched controls are subject to right-censoring. Second, the aggregated estimator in Fredriksson and Johansson (2008) for the effect on the survival rate aggregated over all pretreatment durations introduce additional issues, since the matched controls are pooled over all pretreatment durations without correcting for the fact that the censoring rate due to treatment assignment among the not-yet treated might differ across pre-treatment durations.\(^2\)

### 6 Monte Carlo simulation

This section examines the finite sample properties of the weighted estimator introduced in this paper, and compares it with related estimators. Data are generated using a logistic model for the hazard rate out of the initial state

\[
\Pr(Y_t = 1|Y_{t-1} = 0, X, V_Y) = [1 + \exp(-(3.0 + b_Y X + c_Y V_Y))]^{-1}
\]

\(^2\)In their preferred aggregation scheme, Fredriksson and Johansson (2008) pool matched treated and controls over pre-treatment durations, then aggregated hazard rates are calculated, and finally aggregated survival functions are constructed using the aggregated hazard rates. Then, if the treatment rates vary across time periods, the censoring due to treatment assignment among the not-yet treated differs across periods, so that matched controls at \( s' \) and \( s'' \) are censored at different rates and this introduces additional selective censoring.
and for the hazard rate into treatment

$$\Pr(S = t | S \geq t, X, V_S) = \left[1 + \exp(-(a_S + b_S X + c_S V_S))\right]^{-1},$$

where $X$ is assumed to be observed by the econometrician, and $V_S$ and $V_Y$ are unobserved. All three are independently uniformly distributed on the interval [-1,1]. Three baseline settings are considered: no heterogeneity ($b_Y = b_S = c_Y = c_S = 0$), observed heterogeneity ($b_Y > 0, c_Y = c_S = 0$) and a full heterogeneity setting ($b_Y = b_S > 0, c_Y = c_S = 1$).

I set $a_S$ equal to $-2.0$ or $-3.0$, i.e. either a high or a low treatment rate. $^3$ Samples of size 10,000 are generated, and the number of replications is 10,000. The propensity scores in the weighted estimator are estimated with a correct logistic model specification. The standard errors are calculated using bootstrap (99 replications). I consider ATET$_t(1)$, i.e. the effect of treatment in the first period, but very similar results are obtained for other enrollment times. Common support is imposed using a standard minima and maxima comparison. That is individuals whose propensity score is smaller (larger) than the maximum (minimum) of the minimum (maximum) scores among the treated and the non-treated survivors, respectively. This is imposed for all of the ten first time periods.

Besides the IPW estimator introduced in this paper, the properties of two related estimators are also explored. The first is the FJ estimator discussed in section 5. As in FJ 1-nearest neighbor propensity score matching is applied, in which the scores are estimated using logistic regression models. The second related estimator is the blocking estimator proposed by Crépon et al. (2009) (CFJV henceforth). In this approach propensity scores are estimated for each time to treatment, $s$. The scores could be estimated in several different ways. CFJV uses a proportional hazard model with a piecewise constant baseline function and unobserved heterogeneity. Another way, utilized here, is to estimate separate logit models for each $s$, using only the survivors at each $s$. Note that data are generated using logistic models, so this implies using the correct functional form. Then, the treated at $s$ and the non-treated at $s$ are divided into blocks based on the predicted scores. For

$^3$In the case with $b_Y = b_S = c_Y = c_S = 1$ this implies that about 14% respectively 6% start treatment in each period.
block \( b \), the average effect on the survival function is

\[
\prod_{k=s}^{t} \left[ 1 - \frac{\sum_{i \in J_b} Y_{k,i} 1(\gamma_{k-1,i} = 0) 1(S_i = s)}{\sum_{i \in J_b} 1(\gamma_{k-1,i} = 0) 1(S_i = s)} \right] - \prod_{k=s}^{t} \left[ 1 - \frac{\sum_{i \in J_b} Y_{k,i} 1(\gamma_{k-1,i} = 0) 1(S_i > k)}{\sum_{i \in J_b} 1(\gamma_{k-1,i} = 0) 1(S_i > k)} \right],
\]

where \( J_b \) denotes the set of indices for all individuals in block \( b \). Note that the hazard rate in each period is the fraction leaving the initial state among the treatment group and the control group, of which the latter only consists of not-yet treated individuals. The overall average effect on the treated is obtained by averaging over all blocks using the distribution of the score function in the treatment group. 10 blocks are used and the standard errors are obtained using bootstrap (99 replications). In both the FJ and the CFJV approach common support is imposed using the same minima and maxima comparison as for the IPW estimator. The only difference is that common support is only imposed in the first period, since the subsequent scores play no role in these two approaches.

**Figure 1:** Bias results for the IPW estimator and the FJ estimator. By observed and unobserved covariate impact

Note: Bias for \( \text{ATET}_{10}(1) \), i.e. the average effect of treatment in the first period on survival 10 periods. \( b_Y \) and \( b_S \) measures the impact of the observed covariate in the exit rate and treatment rate equation, respectively. Data generating processes for the logistic simulation models described in Section 5. IPW estimator for the average effect on the treated and FJ is the Fredriksson and Johansson (2008) estimator. Samples of sizes 10,000 and results are based on 10,000 replications.

Initially, Figure 1 compares the bias of the weighted estimator and the FJ estimator for a selection of values of \( b_Y \) and \( b_S \), with and without unobserved heterogeneity. Specifically the bias is for survival ten periods \( \text{ATET}_{10}(1) \), and note that low (high) values of
Figure 2: Bias results for the IPW estimator and the FJ estimator. By time since the start of the treatment and treatment rate.

Note: Bias for ATET\(_t(1)\), where \(t\) is time since the start of the treatment. Data generating processes for the logistic simulation models described in Section 5. IPW estimator for the average effect on the treated and FJ is the Fredriksson and Johansson (2008) estimator. Samples of sizes 10,000 and results are based on 10,000 replications.

\(b_Y, b_S\) correspond to limited (extensive) observed heterogeneity. The results in the figure show that the bias of the weighted estimator is small in all cases. In the no heterogeneity setting (with \(b_Y = b_S = 0\)) the bias of the FJ estimator is small, but with observed heterogeneity in the model the FJ estimator is, as theoretically expected, biased. The bias is increasing in \(b_Y, b_S\), so that more pronounced observed heterogeneity leads to larger bias. The figure also shows that the bias of the FJ estimator is reinforced by uncorrelated unobserved heterogeneity. Next, Figure 2 shows how the bias varies by time since the start of the treatment for low and high treatment rate in a setting with \(b_Y = b_S = c_Y = c_S = 1\). It is directly apparent that the bias of the FJ estimator increases with time since the start of the treatment and with the treatment rate. Naturally, with a higher treatment rate the selective drop-out in each period among the not-yet treated is larger, and the total selective drop-out increases with time since the start of the treatment. This confirms the theoretical conclusions in section 5.

All these properties are confirmed by the full simulation results reported in Table 1. Results in this table for tests with a nominal size of 5% show that the IPW estimator also has the correct size. Table 1 also shows that for our three baseline settings the bias of the Crépon et al. (2009) blocking estimator is small and of correct size. Besides the three
## Table 1: Monte Carlo simulation. Comparison between IPW and related estimators

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No heterogeneity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.058</td>
<td>-.0063</td>
<td>.0093</td>
<td>.062</td>
<td>.012</td>
<td>.013</td>
<td>.06</td>
<td>-.0095</td>
<td>.0094</td>
</tr>
<tr>
<td>2</td>
<td>.056</td>
<td>.01</td>
<td>.013</td>
<td>.06</td>
<td>.0067</td>
<td>.018</td>
<td>.056</td>
<td>.03</td>
<td>.013</td>
</tr>
<tr>
<td>3</td>
<td>.056</td>
<td>.0024</td>
<td>.015</td>
<td>.061</td>
<td>-.0063</td>
<td>.022</td>
<td>.052</td>
<td>-.013</td>
<td>.015</td>
</tr>
<tr>
<td>4</td>
<td>.054</td>
<td>-.0049</td>
<td>.017</td>
<td>.064</td>
<td>.017</td>
<td>.025</td>
<td>.052</td>
<td>-.016</td>
<td>.017</td>
</tr>
<tr>
<td>5</td>
<td>.053</td>
<td>.0068</td>
<td>.018</td>
<td>.065</td>
<td>-.02</td>
<td>.027</td>
<td>.051</td>
<td>-.011</td>
<td>.018</td>
</tr>
<tr>
<td>6</td>
<td>.052</td>
<td>.0037</td>
<td>.019</td>
<td>.066</td>
<td>-.035</td>
<td>.03</td>
<td>.05</td>
<td>-.0082</td>
<td>.019</td>
</tr>
<tr>
<td>8</td>
<td>.05</td>
<td>-.01</td>
<td>.021</td>
<td>.068</td>
<td>-.041</td>
<td>.033</td>
<td>.051</td>
<td>-.0018</td>
<td>.021</td>
</tr>
<tr>
<td>10</td>
<td>.05</td>
<td>-.014</td>
<td>.022</td>
<td>.068</td>
<td>-.026</td>
<td>.037</td>
<td>.05</td>
<td>.019</td>
<td>.022</td>
</tr>
<tr>
<td>Observed heterogeneity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.054</td>
<td>-.013</td>
<td>.0096</td>
<td>.067</td>
<td>.033</td>
<td>.013</td>
<td>.057</td>
<td>.006</td>
<td>.0097</td>
</tr>
<tr>
<td>2</td>
<td>.05</td>
<td>-.014</td>
<td>.013</td>
<td>.062</td>
<td>.0066</td>
<td>.019</td>
<td>.054</td>
<td>-.00016</td>
<td>.013</td>
</tr>
<tr>
<td>3</td>
<td>.052</td>
<td>-.011</td>
<td>.016</td>
<td>.065</td>
<td>-.073</td>
<td>.022</td>
<td>.05</td>
<td>-.0049</td>
<td>.016</td>
</tr>
<tr>
<td>4</td>
<td>.052</td>
<td>-.0012</td>
<td>.017</td>
<td>.064</td>
<td>-.2</td>
<td>.025</td>
<td>.053</td>
<td>-.016</td>
<td>.018</td>
</tr>
<tr>
<td>5</td>
<td>.051</td>
<td>.014</td>
<td>.019</td>
<td>.067</td>
<td>-.37</td>
<td>.028</td>
<td>.056</td>
<td>-.015</td>
<td>.019</td>
</tr>
<tr>
<td>6</td>
<td>.052</td>
<td>-.00065</td>
<td>.02</td>
<td>.069</td>
<td>-.5</td>
<td>.03</td>
<td>.053</td>
<td>-.0099</td>
<td>.02</td>
</tr>
<tr>
<td>8</td>
<td>.052</td>
<td>.015</td>
<td>.022</td>
<td>.079</td>
<td>-.85</td>
<td>.034</td>
<td>.053</td>
<td>.014</td>
<td>.022</td>
</tr>
<tr>
<td>10</td>
<td>.052</td>
<td>.011</td>
<td>.023</td>
<td>.09</td>
<td>-.12</td>
<td>.037</td>
<td>.052</td>
<td>.0081</td>
<td>.023</td>
</tr>
<tr>
<td>Unobserved and observed heterogeneity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.055</td>
<td>.0062</td>
<td>.01</td>
<td>.073</td>
<td>-.0017</td>
<td>.014</td>
<td>.057</td>
<td>.015</td>
<td>.01</td>
</tr>
<tr>
<td>2</td>
<td>.052</td>
<td>-.00944</td>
<td>.014</td>
<td>.071</td>
<td>-.11</td>
<td>.019</td>
<td>.051</td>
<td>.12</td>
<td>.014</td>
</tr>
<tr>
<td>3</td>
<td>.05</td>
<td>-.00884</td>
<td>.016</td>
<td>.074</td>
<td>-.28</td>
<td>.022</td>
<td>.054</td>
<td>.3</td>
<td>.016</td>
</tr>
<tr>
<td>4</td>
<td>.054</td>
<td>-.01</td>
<td>.017</td>
<td>.081</td>
<td>-.49</td>
<td>.025</td>
<td>.057</td>
<td>.51</td>
<td>.017</td>
</tr>
<tr>
<td>5</td>
<td>.053</td>
<td>.0078</td>
<td>.018</td>
<td>.087</td>
<td>-.69</td>
<td>.027</td>
<td>.07</td>
<td>.74</td>
<td>.018</td>
</tr>
<tr>
<td>6</td>
<td>.054</td>
<td>.011</td>
<td>.019</td>
<td>.093</td>
<td>-.93</td>
<td>.029</td>
<td>.082</td>
<td>.1</td>
<td>.019</td>
</tr>
<tr>
<td>8</td>
<td>.054</td>
<td>.034</td>
<td>.02</td>
<td>.1</td>
<td>-.14</td>
<td>.032</td>
<td>.11</td>
<td>.15</td>
<td>.02</td>
</tr>
<tr>
<td>10</td>
<td>.051</td>
<td>.037</td>
<td>.021</td>
<td>.12</td>
<td>-.17</td>
<td>.036</td>
<td>.15</td>
<td>.19</td>
<td>.021</td>
</tr>
</tbody>
</table>

| Time-varying selection effect of covariates |              |               |            |             |             |            |              |              |            |
| 1       | .051         | .017          | .01        | .072        | -.0063      | .014       | .053        | -.0023       | .01        |
| 2       | .053         | .028          | .014       | .071        | -.097       | .019       | .054        | -.12         | .014       |
| 3       | .052         | .044          | .016       | .078        | -.27        | .023       | .054        | .3           | .016       |
| 4       | .051         | .046          | .017       | .079        | -.46        | .025       | .063        | -.5          | .017       |
| 5       | .054         | .053          | .018       | .088        | -.71        | .027       | .071        | -.73         | .018       |
| 6       | .053         | .033          | .019       | .095        | -.96        | .029       | .082        | -.97         | .019       |
| 8       | .054         | .014          | .02        | .11         | -.14        | .032       | .11         | -.14         | .02        |
| 10      | .053         | .011          | .021       | .12         | -.18        | .035       | .14         | -.18         | .021       |

Note: Data generating processes for the logistics simulation models described in Section 6. IPW estimates with bootstrapped standard errors (99 replications). FJ is the Fredriksson and Johansson (2008) matching estimator implemented using 1-nearest neighbor propensity score matching. CFJ is the Crepon et al. (2009) blocking estimator applied using 10 blocks and bootstrapped standard errors (99 replications). Bias has been multiplied by 100. Size is for 5% level tests. The results are based on 10,000 replications.

baseline models, a model with two covariates (both uniform on [-1,1]) with time-varying
selection is considered:

\[ \Pr(Y_t = 1 | Y_{t-1} = 0, X_1, X_2, V_Y) = \left[ 1 + \exp\left( - (3.0 + X_1 + X_2 + V_Y) \right) \right]^{-1} \]

\[ \Pr(S = t | S \geq t, X_1, X_2, V_S) = \left[ 1 + \exp\left( - (2.0 + X_1 + V_S) \right) \right]^{-1}, \quad t = 1 \]

\[ \Pr(S = t | S \geq t, X_1, X_2, V_S) = \left[ 1 + \exp\left( - (2.0 + X_2 + V_S) \right) \right]^{-1}, \quad t > 1, \]

i.e. one covariate only affects selection into treatment in the first period and the other covariate affects selection in all subsequent periods. The results from this model, reported in the fourth panel of Table 1, show that the bias of the weighted estimator is small, but that both the FJ estimator and the blocking estimator are severely biased. The intuition behind the results for the blocking estimator is that the blocking is only based on the selection mechanism at \( t = 1 \) and not on the subsequent selection into treatment, and this leads to bias in the current setting with a time-varying impact of the covariates.
7 Application

This section illustrates the estimators discussed in this paper using data from a Swedish work practice program. Participants are enrolled for a maximum of six months, but often for a shorter period, and the work practice could take place at both private and public firms. The aim of the program is to provide the unemployed with practical experience in a certain profession, and thereby maintain and/or strengthen their professional competence. The program could start at any point in time and the main outcome of interest is time in unemployment, offering a setting in which the IPW estimators proposed in this paper are applicable.

Register data from the Swedish employment offices are used in the analysis. The data cover all registered unemployed persons and contain day-by-day information on the unemployment status, entries into and exits from active labor market programs, as well as the reason for the unemployment spell to end (as a rule, this is re-employment, but some times it is a transition into education or other insurance schemes). I sample all unemployment spells that start between January 1, 2003 and December 31, 2006. The daily data are aggregated into 30 days intervals. Concerning re-employment, it is required employment (full-time, part-time or subsidized) to be retained for at least 30 days. Unemployment spells that terminate for other reasons than re-employment are considered to be right-censored durations until re-employment, and this censoring is assumed to be random conditional on observed covariates. The spells are also right-censored if the unemployed participates in any another program before entering the work practice program. The analysis is restricted to everyone in ages 25-55 at the time of entry into unemployment.

The employment office data also include a number of personal characteristics recorded at the beginning of the unemployment spell and information on UI eligibility. They are also used to construct information on previous employment history (e.g. the number of previous unemployment spells). Yearly population register data are also used to construct information on previous labor income and income from various insurance schemes. Ta-
Table 2: Sample statistics for work practice participants and non-treated

<table>
<thead>
<tr>
<th></th>
<th>Untreated</th>
<th>Work practice after</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>4 months</td>
</tr>
<tr>
<td># observations</td>
<td>321146</td>
<td>14432</td>
</tr>
<tr>
<td>Mean survival time</td>
<td>9.2</td>
<td>21.4</td>
</tr>
<tr>
<td>Censored (%)</td>
<td>45.6</td>
<td>22.1</td>
</tr>
<tr>
<td>Female (%)</td>
<td>51.6</td>
<td>52.2</td>
</tr>
<tr>
<td>Age</td>
<td>36.7</td>
<td>37.0</td>
</tr>
<tr>
<td>High school education (%)</td>
<td>43.4</td>
<td>43.1</td>
</tr>
<tr>
<td>University education (%)</td>
<td>35.9</td>
<td>36.8</td>
</tr>
<tr>
<td>Foreign born (%)</td>
<td>27.9</td>
<td>32.3</td>
</tr>
<tr>
<td>Children in household (%)</td>
<td>48.3</td>
<td>50.6</td>
</tr>
<tr>
<td>Married (%)</td>
<td>35.5</td>
<td>39.0</td>
</tr>
<tr>
<td>Stockholm MSA (%)</td>
<td>21.3</td>
<td>11.7</td>
</tr>
<tr>
<td>Gothenburg MSA (%)</td>
<td>17.4</td>
<td>12.0</td>
</tr>
<tr>
<td>Skane MSA (%)</td>
<td>14.5</td>
<td>13.6</td>
</tr>
<tr>
<td>North (%)</td>
<td>13.4</td>
<td>19.9</td>
</tr>
<tr>
<td>South (%)</td>
<td>11.1</td>
<td>12.7</td>
</tr>
<tr>
<td>UI eligible (%)</td>
<td>85.4</td>
<td>87.7</td>
</tr>
<tr>
<td>Unemployment record (days)</td>
<td>259.5</td>
<td>273.8</td>
</tr>
<tr>
<td>UI year -1 (%)</td>
<td>32.6</td>
<td>29.1</td>
</tr>
<tr>
<td>UI year -2 (%)</td>
<td>31.4</td>
<td>28.6</td>
</tr>
<tr>
<td>Labor income year -1</td>
<td>118792</td>
<td>111355</td>
</tr>
<tr>
<td>Labor income year -2</td>
<td>117655</td>
<td>109175</td>
</tr>
<tr>
<td>Social benefits -1 (%)</td>
<td>12.8</td>
<td>12.9</td>
</tr>
<tr>
<td>Social benefits -2 (%)</td>
<td>11.9</td>
<td>11.6</td>
</tr>
</tbody>
</table>

Note: Time periods is in months. All variables recorded at the start of the unemployment spell. Previous unemployment is in days of unemployment during 5 years before the start of the unemployment spell. Labor income in SEK. Unemployment insurance benefits and social benefits indicators for non-zero insurance earnings.

ble 2 provides sample statistics on a subset of the covariates used in the analysis.\textsuperscript{4} The statistics show that there are more males, university educated, foreign born, married and parents, and less big city residents (Stockholm and Gothenburg) among the participants. The treated further have more extensive unemployment record and slightly lower previous labor income. The table also reports statistics by enrollment time, showing that females, non-university educated, Swedish born and big city residents are overrepresented among participants enrolling relatively late in work practice.

In order to apply the weighted estimator, two main assumptions have to be fulfilled;

\textsuperscript{4}The exact covariates used in the analysis are gender, age, age squared, indicator for at least one child in the household, marital status, country of origin (3 categories), level of education (5 categories), region of residence (22 regions), inflow year dummies, indicator for UI entitlement, number of unemployment days in the last 5 years, and labor income, social assistance and unemployment insurance benefits one and two years before start of the unemployment spell.
unconfoundedness and no-anticipation. No-anticipation means that the unemployed should not be able to predict the exact timing of their enrollment in work practice. Several recent studies find that unemployed react to information about future treatments (see e.g. Black et al., 2003; Crépon et al. 2013). However, in most cases the individual is informed about the work practice program shortly before the start of the program, and this prohibits any substantial anticipation effects. There are also several unpredictable events leading to program enrollment. For instance, case workers have large influence over enrollment decisions (see e.g. Eriksson, 1997; Carling and Richardson, 2001) and substantial discretionary power in their daily work, and this makes it difficult for the unemployed to predict future treatments. The analysis includes a large number of background characteristics, including extensive controls for previous income and unemployment. Because of the large set of covariates and the substantial case worker discretion, the unconfoundedness assumption should also be fulfilled.

Concerning estimation details, the treatment propensity scores and censoring probabilities are estimated using logistic regression models, and standard errors are obtained using bootstrap (99 replications). For each pre-treatment duration common support is imposed over the 15 months after the start of the treatment using the maxima and minima comparison described in Section 6. On average this excludes about 10% of the treated and 15% of the non-treated at each pre-treatment duration. The IPW estimator is also compared with the two-step matching estimator in FJ and the blocking estimator in CFJV. The FJ estimator is implemented using 1-nearest neighbor propensity score matching. The CFJV estimator is applied using 20 blocks and standard errors are obtained using bootstrap (99 replications). Common support is imposed in both cases.

Initially, consider the results for ATET_t(s) in Table 3 and illustrated for a selection of enrollment time in Figure 3. Note that the results are for the effect on the fraction re-employed instead of the effect on the survival rate. In all cases, there are substantial locking-in effects with lower employment rates during the first months after enrollment. In the first month after assignment the reemployment is about 10 percentage points lower in the treatment group. After this period participants catch up and after about 4-6 months the re-employment rate among the treated is the same as for the controls. 15 months
Figure 3: Effect of work practice on fraction reemployed. By pre-treatment duration


After enrollment the employment rate on average is about 4-6 percentage points higher among the participants. The size of the effect varies with enrollment time, but the more extensive results in Table 3 indicate no clear pattern that early enrollment is better than late enrollment.5

Table 3 and Figure 3 also present the results using the FJ and CFJV estimators. First, consider treatment after 6 months. Shortly after the start of the treatment, the difference between all estimators are small. For follow-up times beyond 4-5 months the difference between the IPW and the FJ estimator is large and in some case even significant. This

Vikström et al. 2013 also studies the effects of the work practice program, but focuses on effects sequences of work practice episodes. In a related paper, Forslund et al. (2013) using the Fredriksson and Johansson (2008) estimator, finds that work practice leads to an increased employment rate and conclude that the time period studied in this paper seems to be associated with particularly positive effects on the re-employment rate.

Vikström et al. 2013 also studies the effects of the work practice program, but focuses on effects sequences of work practice episodes. In a related paper, Forslund et al. (2013) using the Fredriksson and Johansson (2008) estimator, finds that work practice leads to an increased employment rate and conclude that the time period studied in this paper seems to be associated with particularly positive effects on the re-employment rate.
Table 3: Effects of work practice on fraction reemployed by time to program start. Comparison between IPW and related estimators

<table>
<thead>
<tr>
<th>Time</th>
<th>4 months</th>
<th>5 months</th>
<th>6 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IPW</td>
<td>FJ</td>
<td>CFJV</td>
</tr>
<tr>
<td>1</td>
<td>-.0903</td>
<td>-.0836</td>
<td>-.088</td>
</tr>
<tr>
<td></td>
<td>(.00388)</td>
<td>(.0079)</td>
<td>(.00413)</td>
</tr>
<tr>
<td>2</td>
<td>-.0729</td>
<td>-.0731</td>
<td>-.0711</td>
</tr>
<tr>
<td></td>
<td>(.00843)</td>
<td>(.0122)</td>
<td>(.00766)</td>
</tr>
<tr>
<td>3</td>
<td>-.0292</td>
<td>-.0265</td>
<td>-.0268</td>
</tr>
<tr>
<td></td>
<td>(.118)</td>
<td>(.0145)</td>
<td>(.109)</td>
</tr>
<tr>
<td>4</td>
<td>-.0293</td>
<td>-.0232</td>
<td>-.0241</td>
</tr>
<tr>
<td></td>
<td>(.122)</td>
<td>(.157)</td>
<td>(.113)</td>
</tr>
<tr>
<td>5</td>
<td>-.0167</td>
<td>-.0212</td>
<td>-.00861</td>
</tr>
<tr>
<td></td>
<td>(.124)</td>
<td>(.1069)</td>
<td>(.0103)</td>
</tr>
<tr>
<td>7</td>
<td>.0127</td>
<td>.0161</td>
<td>.0233</td>
</tr>
<tr>
<td></td>
<td>(.13)</td>
<td>(.169)</td>
<td>(.0103)</td>
</tr>
<tr>
<td>10</td>
<td>.0289</td>
<td>.0537</td>
<td>.0451</td>
</tr>
<tr>
<td></td>
<td>(.127)</td>
<td>(.17)</td>
<td>(.00954)</td>
</tr>
<tr>
<td>12</td>
<td>.0288</td>
<td>.0404</td>
<td>.0438</td>
</tr>
<tr>
<td></td>
<td>(.114)</td>
<td>(.171)</td>
<td>(.00983)</td>
</tr>
<tr>
<td>15</td>
<td>.0486</td>
<td>.0642</td>
<td>.0575</td>
</tr>
<tr>
<td></td>
<td>(.102)</td>
<td>(.171)</td>
<td>(.00934)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time</th>
<th>7 months</th>
<th>8 months</th>
<th>9 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IPW</td>
<td>FJ</td>
<td>CFJV</td>
</tr>
<tr>
<td>1</td>
<td>-.102</td>
<td>-.0754</td>
<td>-.0908</td>
</tr>
<tr>
<td></td>
<td>(.0512)</td>
<td>(.00995)</td>
<td>(.00482)</td>
</tr>
<tr>
<td>2</td>
<td>-.0957</td>
<td>-.0688</td>
<td>-.0745</td>
</tr>
<tr>
<td></td>
<td>(.0102)</td>
<td>(.015)</td>
<td>(.0104)</td>
</tr>
<tr>
<td>3</td>
<td>-.0355</td>
<td>-.0253</td>
<td>-.0256</td>
</tr>
<tr>
<td></td>
<td>(.127)</td>
<td>(.0179)</td>
<td>(.0125)</td>
</tr>
<tr>
<td>4</td>
<td>-.0114</td>
<td>-.0689</td>
<td>-.00457</td>
</tr>
<tr>
<td></td>
<td>(.0136)</td>
<td>(.0193)</td>
<td>(.0124)</td>
</tr>
<tr>
<td>5</td>
<td>-.0095</td>
<td>.0157</td>
<td>.00231</td>
</tr>
<tr>
<td></td>
<td>(.0143)</td>
<td>(.0202)</td>
<td>(.0136)</td>
</tr>
<tr>
<td>7</td>
<td>.0159</td>
<td>.0305</td>
<td>.0266</td>
</tr>
<tr>
<td></td>
<td>(.0157)</td>
<td>(.0214)</td>
<td>(.0148)</td>
</tr>
<tr>
<td>10</td>
<td>.0279</td>
<td>.0502</td>
<td>.0359</td>
</tr>
<tr>
<td></td>
<td>(.0146)</td>
<td>(.0219)</td>
<td>(.0139)</td>
</tr>
<tr>
<td>12</td>
<td>.0341</td>
<td>.0617</td>
<td>.0428</td>
</tr>
<tr>
<td></td>
<td>(.0153)</td>
<td>(.022)</td>
<td>(.0132)</td>
</tr>
<tr>
<td>15</td>
<td>.0536</td>
<td>.0922</td>
<td>.0612</td>
</tr>
<tr>
<td></td>
<td>(.0152)</td>
<td>(.0219)</td>
<td>(.0126)</td>
</tr>
</tbody>
</table>

Note: Time is in number of months since program start. IPW estimates with bootstrapped standard errors (99 replications). FJ is the Fredriksson and Johansson (2008) matching estimator implemented using 1-nearest neighbor propensity score matching. CFJV is the Crepon et al. (2009) blocking estimator applied using 20 blocks and bootstrapped standard errors (99 replications). Standard errors in parenthesis.

follows the theoretical properties, since the selective drop-out which will bias the FJ estimator, in general, increases with time since the start of the treatment. Second, for other
enrollment times (e.g. enrollment after 7 months) the difference between the IPW and the FJ estimator is smaller. The results also indicate some differences between the IPW and the CFJV estimator. For some enrollment times (e.g. 5 months) the difference is small and for other enrollment times (e.g. 8 months) the difference is larger.

8 Conclusions

This paper has re-considered treatment evaluation under unconfoundedness in a dynamic treatment assignment setting in which treatment could start at any point in time. The outcome of interest is survival time and together with the dynamic treatment assignment this introduces well-known methodological issues. Building upon previous results, it has been shown that a range of average effects and average effects on the treated, including the effect of starting treatment in a certain time period compared with never receiving treatment, are identified under unconfoundedness and no-anticipation.

This paper has also introduced IPW estimators for average effects on the treated, in situations with and without standard right-censoring. These estimators include a series of unique weights for each time period and use the not-yet treated in each period to estimate the counterfactual survival rate. The IPW estimator has been compared with some other proposed estimators of effects on survival time in a setting with dynamic treatment assignment. One conclusion is that the two-step matching estimator suggested by Fredriksson and Johansson (2008) ignores a selective censoring problem that confounds the analysis unless treatment assignment does not depend on the observed characteristics. The conclusion is based on both simulations and theoretical results for the asymptotic properties of the estimator.

An analysis of data from a Swedish ALMP program illustrates the usefulness of the identification results and the IPW estimators. Since the ALMP program could start at any elapsed unemployment duration and the outcome of interest is time in unemployment this offers a key application of the estimators introduced in this paper. The result is that participation in the program leads to significantly increased employment rates compared with never taking treatment.
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Appendix

A.1 Properties of $\widehat{ATE}_r(s)$

For the first part of the estimator

$$
\lim_{N \to \infty} \prod_{k=3}^{t} \left[ 1 - \frac{\sum_{i \in T_{k-1,i} = 0, S_i > s} w_{k,i}(s) Y_k}{\sum_{i \in T_{k-1,i} = 0, S_i > s} w_{k,i}(s)} \right] = \lim_{N \to \infty} \prod_{k=3}^{t} \left[ 1 - \frac{\sum_{i \in T_{k-1,i} = 0} Y_k 1(\bar{Y}_{k-1,i} = 0) 1(S_i = s)}{\sum_{i \in T_{k-1,i} = 0} 1(\bar{Y}_{k-1,i} = 0) 1(S_i = s)} \right] = (A.1)
$$

$$
\prod_{k=3}^{t} \left[ 1 - \frac{p \lim_{N \to \infty} \sum_{i \in T_{k-1,i} = 0, S_i > s} w_{k,i}(s) 1(\bar{Y}_{k-1,i} = 0) 1(S_i = s)}{p \lim_{N \to \infty} \sum_{i \in T_{k-1,i} = 0} w_{k,i}(s) 1(\bar{Y}_{k-1,i} = 0) 1(S_i = s)} \right] = \prod_{k=3}^{t} \left[ 1 - \frac{\Pr(Y_k(s) = 1, \bar{Y}_{k-1} = 0, S = s)}{\Pr(Y_{k-1}(s) = 0, S = s)} \right] = \Pr(Y_{k-1}(s) = 0|S = s, \bar{Y}_{k-1} = 0).
$$

For the second part of the estimator

$$
\lim_{N \to \infty} \prod_{k=3}^{t} \left[ 1 - \frac{\sum_{i \in T_{k-1,i} = 0, S_i > s} w_{k,i}(s) Y_k 1(\bar{Y}_{k-1,i} = 0) 1(S_i > s)}{\sum_{i \in T_{k-1,i} = 0, S_i > s} w_{k,i}(s) 1(\bar{Y}_{k-1,i} = 0) 1(S_i > s)} \right] = (A.2)
$$

$$
\prod_{k=3}^{t} \left[ 1 - \frac{\sum_{i \in T_{k-1,i} = 0} w_{k,i}(s) Y_k 1(\bar{Y}_{k-1,i} = 0) 1(S_i > s)}{\sum_{i \in T_{k-1,i} = 0} w_{k,i}(s) 1(\bar{Y}_{k-1,i} = 0) 1(S_i > s)} \right] = \prod_{k=3}^{t} \left[ 1 - \frac{\mathbb{E}[w_k(s)Y_k 1(\bar{Y}_{k-1} = 0) 1(S > s)|X]}{\mathbb{E}[w_k(s) 1(\bar{Y}_{k-1} = 0) 1(S > s)|X]} \right].
$$

Next, for presentation reasons, consider $s = 1, k = 2$:

$$
\mathbb{E}[w_k(s)Y_k 1(\bar{Y}_{k-1} = 0) 1(S > s)|X] = \mathbb{E}[w_k(1)Y_k 1(Y_1 = 0) 1(S > 2)|X] = \frac{p_1(X)}{1 - p_1(X)} \frac{p_1(X) \mathbb{E}[Y_2(Y_1 = 0) 1(S > 2)|X]}{1 - p_2(X)} \frac{p_1(X) \mathbb{E}[Y_2(0) 1(Y_1(0) = 0) 1(S > 2)|X]}{1 - p_2(X)} = \frac{p_1(X) \Pr(Y_2(0) = 1|X, Y_1(0) = 0, S > 2)}{(1 - p_1(X))(1 - p_2(X))} \frac{1 - p_2(X)}{(1 - p_1(X))} \frac{p_1(X) \Pr(Y_2(0) = 1|Y_1(0) = 0) \Pr(Y_1(0) = 0|X, S > 1)(1 - p_1(X))}{U_1} = \frac{1}{U_1}
$$

$$
\mathbb{E}[w_k(s) 1(\bar{Y}_{k-1} = 0) 1(S > s)|X] = \mathbb{E}[w_k(1) 1(\bar{Y}_{k-1} = 0) 1(S > s)|X] = \frac{p_1(X)}{1 - p_1(X)} \frac{p_1(X) \Pr(Y_2(0) = 1|X, Y_1(0) = 0, S > 1) \Pr(Y_1(0) = 0|X, S > 1)(1 - p_1(X))}{(1 - p_2(X))} = \frac{p_1(X) \Pr(Y_2(0) = 1|Y_1(0) = 0, S = 1) \Pr(Y_1(0) = 0|X, S = 1)}{U_1} = \frac{1}{U_1}
$$

$$\Pr(Y_2(0) = 1, Y_1(0) = 0, S = 1|X),$$
and by similar reasoning (using N.A. and U.1)

\[ E[w_k(s)Y_k \mathbb{1}(\bar{Y}_{k-1}(s) = 0) \mathbb{1}(S > k)|X] = \text{Pr}(Y_k(0) = 1, \bar{Y}_{k-1}(0) = 0, S = s|X), \quad (A.3) \]

also

\[ E[w_k(s)\mathbb{1}(\bar{Y}_{k-1}(s) = 0) \mathbb{1}(S > k)|X] = \text{Pr}(\bar{Y}_{k-1}(0) = 0, S = s|X). \quad (A.4) \]

Using (A.2)-(A.4)

\[
\lim_{N \to \infty} \prod_{k=s}^t \left[ 1 - \frac{\sum w_k(s)Y_{k,i} \mathbb{1}(\bar{Y}_{k-1,i}(0) = 0) \mathbb{1}(S_i > s)}{\sum_i w_k(s) \mathbb{1}(\bar{Y}_{k-1,i}(0) = 0) \mathbb{1}(S_i > s)} \right] = \quad (A.5)
\]

\[
\prod_{k=s}^t \left[ 1 - \frac{\text{Pr}(Y_k(0) = 1, \bar{Y}_{k-1}(0) = 0, S = s|X)}{\text{Pr}(\bar{Y}_{k-1}(0) = 0, S = s|X)} \right] = \text{Pr}(\bar{Y}_t(0) = 0|S = s, \bar{Y}_{s-1}(s) = 0).
\]

Then, using (A.1) and (A.5) \( p\lim_{N \to \infty} \text{ATET}_t(s) = \text{ATET}_t(s) \).

**A.2 Estimator of \text{ATET}_t(s', s')**

\[
\hat{\text{ATET}}_t(s', s') = \prod_{k=s'}^t \left[ 1 - \frac{\sum_{i=1}^{N_{s', s'}} Y_{k,i} \mathbb{1}(\bar{Y}_{k-1,i}(0) = 0) \mathbb{1}(S_i = s')}{\sum_i \mathbb{1}(\bar{Y}_{k-1,i}(0) = 0) \mathbb{1}(S_i = s')} \right] - \prod_{k=s'}^{t-1} \left[ 1 - \frac{\sum_{i=1}^{N_{s', s''}} w_{k,i}(s', s'') Y_{k,i} \mathbb{1}(\bar{Y}_{k-1,i}(0) = 0) \mathbb{1}(S_i = s'')}{\sum_i w_{k,i}(s', s'') \mathbb{1}(\bar{Y}_{k-1,i}(0) = 0) \mathbb{1}(S_i = s'')} \right] \quad (A.7)
\]

with

\[
w_{k,i}(s', s'') = \frac{p_{s'}(X_i)}{1 - p_{s'}(X_i)} \frac{1}{\prod_{m=s'+1}^{s''-1} (1 - p_m(X_i))}. \quad (A.8)
\]

**A.3 Estimator of \text{ATET}_t(s) with right censoring**

\[
\hat{\text{ATET}}_t(s) = \prod_{k=s}^t \left[ 1 - \frac{\sum w_{k(s),i}^{C} Y_{k,i} \mathbb{1}(\bar{Y}_{k-1,i}(0) = 0) \mathbb{1}(S_i = s) \mathbb{1}(C_i > s)}{\sum_i w_{k(s),i}^{C} \mathbb{1}(\bar{Y}_{k-1,i}(0) = 0) \mathbb{1}(S_i = s) \mathbb{1}(C_i > s)} \right] - \prod_{k=s}^{t-1} \left[ 1 - \frac{\sum_{i=1}^{N_{s, s'}} w_{k(i),i}^{C} Y_{k,i} \mathbb{1}(\bar{Y}_{k-1,i}(0) = 0) \mathbb{1}(S_i > k) \mathbb{1}(C_i > k)}{\sum_i w_{k(i),i}^{C} \mathbb{1}(\bar{Y}_{k-1,i}(0) = 0) \mathbb{1}(S_i > k) \mathbb{1}(C_i > k)} \right]
\]
with

\[ w^C_{k(s), j}(s) = \frac{1}{\prod_{m=s+1}^k (1 - c_m(X_i))} \]

and

\[ w^C_{k(0), j}(s) = \frac{p_s(X_i)}{1 - p_s(X_i) \prod_{m=s+1}^k (1 - p_m(X_i))[1 - c_m(X_i)]} \]

and

\[ c_t(X_i) = \Pr(C_i = t|X_i, S_t \geq t, \mathcal{Y}_{t-1,i} = 0). \]

### A.4 Properties of \( \widehat{\text{ATET}}^F_J (s) \)

In the remainder of the appendix the following notation is used

\[ h^0_j(0, X) = \Pr(Y(0) = 1|X, \mathcal{Y}_{t-1}(0) = 0, S > t). \]
\[ h^0_j(s, X) = \Pr(Y(0) = 1|X, \mathcal{Y}_{t-1}(0) = 0, S = s). \]

Define \( N_s = \sum_{t \in S = s, \mathcal{Y}_{t-1,i} = 0} 1 \). First, from section A.2

\[ p \lim_{N_s \to \infty} \prod_{k=s}^t \left[ 1 - \frac{\sum_{Y_k,i} Y_k,i \mathbf{1}(\mathcal{Y}_{k-1,i} = 0) \mathbf{1}(S_t = s)}{\sum_{Y_k,j} \mathbf{1}(\mathcal{Y}_{k-1,j} = 0) \mathbf{1}(S_t = s)} \right] = \Pr(\mathcal{Y}_t(s) = 0|S = s, \mathcal{Y}_{t-1}(s) = 0). \quad (A.6) \]

Second,

\[ p \lim_{N_s \to \infty} \prod_{k=s}^t \left[ 1 - \frac{\sum_{Y_k,i} Y_k,i \mathbf{1}(\mathcal{Y}_{k-1,i} = 0) \mathbf{1}(S_t = s)}{p \lim_{N_s \to \infty} \prod_{k=s}^t \sum_{Y_k,j} \mathbf{1}(\mathcal{Y}_{k-1,j} = 0) \mathbf{1}(S_t = s)} \right] = \prod_{k=s}^t \left[ 1 - \frac{p \lim_{N_s \to \infty} \frac{\sum_{Y_k,i} Y_k,i \mathbf{1}(\mathcal{Y}_{k-1,i} = 0) \mathbf{1}(S_t = s)}{p \lim_{N_s \to \infty} \sum_{Y_k,j} \mathbf{1}(\mathcal{Y}_{k-1,j} = 0) \mathbf{1}(S_t = s)}} \right], \]

If \( X \) is finite and since the controls are selected from untreated survivors at \( s \) we can express this as

\[ \prod_{k=s}^t \left[ 1 - \frac{p \lim_{N_s \to \infty} \frac{\sum_{Y_k,i} Y_k,i \mathbf{1}(\mathcal{Y}_{k-1,i} = 0) \mathbf{1}(S_t = s)}{p \lim_{N_s \to \infty} \sum_{Y_k,j} \mathbf{1}(\mathcal{Y}_{k-1,j} = 0) \mathbf{1}(S_t = s)}} \right] = \prod_{k=s}^t \left[ 1 - \frac{\mathbb{E}_{X|S=s, \mathcal{Y}_{t-1,i} = 0} \mathbb{E}[Y_k \mathbf{1}(\mathcal{Y}_{k-1} = 0) \mathbf{1}(S > k)|X, S > s, \mathcal{Y}_{s-1} = 0]}{\mathbb{E}_{X|S=s, \mathcal{Y}_{t-1,i} = 0} \mathbb{E}[\mathbf{1}(\mathcal{Y}_{k-1} = 0) \mathbf{1}(S > k)|X, S > s, \mathcal{Y}_{s-1} = 0]} \right]. \]
Next, under assumptions (N.A.) and (U.1)

\[ \mathbb{E}[Y_k 1(Y_{k-1} = 0) 1(S > k)|X, S > s, \overline{Y}_{s-1} = 0] = \] 

(N.A.) \[ \mathbb{E}[Y_k(0) 1(Y_{k-1}(0) = 0) 1(S > k)|X, S > s, \overline{Y}_{s-1}(0) = 0] = \]

\[ h_k^0(0, X)[1 - p_k(X)] \prod_{m=s}^{k-1} [1 - h_m^0(0, X)][1 - p_m(X)] = \]

(U.1) \[ h_k^s(0, X)[1 - p_k(X)] \prod_{m=s}^{k-1} [1 - h_m^s(0, X)][1 - p_m(X)] = \]

\[ \Pr(Y_k(0) = 1, \overline{Y}_{k-1}(0) = 0|X, S = s, \overline{Y}_{s-1} = 0) \prod_{m=s+1}^{k} 1 - p_m(X). \]

By similar reasoning

\[ \mathbb{E}[1(Y_{k-1} = 0) 1(S > k)|X, S > s, \overline{Y}_{s-1} = 0] = \Pr(Y_{k-1}(0) = 0|X, S = s, \overline{Y}_{s-1} = 0) \prod_{m=s+1}^{k} 1 - p_m(X). \]

(A.8)

Third, taking \( p \) lim of (7) and using (A.6) as well as (A.7)-(A.8)

\[ p \lim_{N \to \infty} \tilde{ATET}_{FJ}^t(s) = \Pr(\overline{Y}_t(s) = 0|S = s, \overline{Y}_{s-1}(s) = 0) - \]

\[ \prod_{k=s}^{t} \left[ 1 - \frac{\mathbb{E}_{X|S=s, \overline{Y}_{s-1}=0}\Pr(Y_k(0) = 1, \overline{Y}_{k-1}(0) = 0|X, S = s, \overline{Y}_{s-1} = 0) \prod_{m=s+1}^{k} 1 - p_m(X)}{\mathbb{E}_{X|S=s, \overline{Y}_{s-1}=0}\Pr(Y_{k-1}(0) = 0|X, S = s, \overline{Y}_{s-1} = 0) \prod_{m=s+1}^{k} 1 - p_m(X)} \right]. \]
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